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Abstract
Linguistic entrainment, or alignment, repre-001
sents a phenomenon where linguistic patterns002
employed by conversational participants con-003
verge to one another. While entrainment has004
been shown to produce a more natural user ex-005
perience, most dialogue systems do not have006
any provisions for it. In this work, we in-007
troduce methods for achieving dialogue en-008
trainment in a GPT-2-based end-to-end task-009
oriented dialogue system through the utilization010
of shared vocabulary. We experiment with train-011
ing instance weighting, entrainment-specific012
loss, and additional conditioning to generate re-013
sponses that align with the user. By comparing014
different entrainment techniques on the Mul-015
tiWOZ dataset, we demonstrate that all three016
approaches produce significantly better entrain-017
ment than the baseline, as confirmed by both018
automated and manual evaluation metrics.019

1 Introduction020

During a natural dialogue, speakers adapt (entrain,021

align) to the way of speaking of their conversational022

partners, thereby establishing a shared understand-023

ing. This was shown to correlate with dialogue suc-024

cess (Nenkova et al., 2008) and it occurs at multiple025

linguistic levels: speakers synchronize their speech026

rate and phonetic patterns (Ostrand and Chodroff,027

2021), adopt shared lexical terms (Brennan, 1996;028

Friedberg et al., 2012) and employ similar syntactic029

constructions (Reitter et al., 2006). Consequently,030

to facilitate successful and natural conversations,031

achieving entrainment is desirable in task-oriented032

dialogue systems (DSs), where the aim is to assist033

users in accomplishing tasks such as reserving tick-034

ets or venues. However, few prior works attempted035

this, mostly with rule-based or modular DSs only036

(Lopes et al., 2013, 2015; Hu et al., 2014; Dušek037

and Jurčíček, 2016).038

Recent years have seen significant advancements039

in task-oriented DSs through end-to-end neural040

models, fully trainable from data (Wen et al., 2016;041

User: I would like a taxi from Saint John's college to Pizza
Hut Fen Ditton.

BS: taxi {departure = saint john's college, destination =
pizza hut fenditton}

Generic Response: What time do you want to leave?
Preferred Response: What time would you like to leave?

Figure 1: An example of linguistic entrainment. The
preferred response has the same syntactic construction
as the user input, along with overlapping function words.

Bordes et al., 2016; Lei et al., 2018). Use of pre- 042

trained language models (LMs) yielded more fluent 043

responses while simultaneously ensuring the com- 044

prehension of user intents and achieving successful 045

dialogues (Lee, 2021; Yang et al., 2021; He et al., 046

2022). However, the generated responses often suf- 047

fer from low diversity compared to human-human 048

dialogues (Nekvinda and Dušek, 2021), and the 049

DSs lack any dedicated support or mechanisms 050

for entrainment, as their training relies on cross- 051

entropy or other objectives that focus on dialogue 052

content rather than phrasing. 053

Using the GPT-2-based two-stage system 054

AuGPT (Kulhánek et al., 2021) as our task-oriented 055

end-to-end baseline DS, we propose the following 056

three approaches to improve entrainment: 057

• a data-centric approach assigning higher 058

weight to high-entrainment training instances 059

via two straightforward weighting functions, 060

• an additional loss function to boost the proba- 061

bility of user tokens in generated responses, 062

• additional keyword-based generation condi- 063

tioning to increase lexical entrainment. 064

We show that all our proposed approaches increase 065

entrainment while minimally affecting other dia- 066

logue metrics; instance weighting and keyword 067

conditioning also show improved human rankings. 068

Our experimental code will be released on Github.1 069

1URL will be provided in the final version.
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2 Related Works070

Linguistic entrainment has been studied for071

decades (Brennan and Clark, 1996; Garrod and072

Anderson, 1987). In DSs, Reitter et al. (2006) mod-073

eled syntactic entrainment, while Nenkova et al.074

(2008) showed the correlation of high-frequency075

word entrainment with dialogue naturalness and076

success. Lopes et al. (2013) and (Hu et al., 2014)077

used rules to entrain lexical or syntactic choices078

of a spoken DS to the user; Lopes et al. (2015)079

used a statistical model based on handcrafted fea-080

tures. Work in statistical entrainment methods is081

limited; the only work known to us by Dušek and082

Jurčíček (2016) modified an LSTM-based response083

generator to adapt to the user’s lexical choices.084

State-of-the-art in task-oriented DSs is domi-085

nated by end-to-end systems based on pretrained086

neural LMs (Peng et al., 2021), which generate087

the belief state and the final response in sequence088

(Lei et al., 2018, cf. Section 3). Extensions involve089

using belief state differences (Lin et al., 2020), ex-090

plicit system actions (Hosseini-Asl et al., 2020;091

Yang et al., 2021), contrastive classifiers (Peng092

et al., 2021) or data augmentation (Kulhánek et al.,093

2021). While a few techniques improve output di-094

versity (Nekvinda and Dušek, 2021), none of them095

targets entrainment. Despite their recent popularity,096

prompted large LMs still underperform compared097

to finetuned LMs (Hudeček and Dusek, 2023).098

3 Proposed Approaches099

As our baseline model, we choose AuGPT (Kul-100

hánek et al., 2021), a GPT-2 (Radford et al., 2019)101

based task-oriented end-to-end DS, which models102

dialogue as a sequence-to-sequence task. Same as103

other contemporary end-to-end systems, AuGPT104

works in two steps: (1) generating belief state (user-105

preferred slot values) from dialogue history and106

user input, and (2) generating response based on107

dialogue history, user input, generated belief state108

and database results (which are based on the belief109

state). We modify the response generation step.110

Our modifications address lexical and syntactic111

entrainment and involve instance weighting (Sec-112

tion 3.1), an additional loss based on user input113

tokens (Section 3.2), and further conditioning on114

user keyword tokens on model input (Section 3.3).115

3.1 Instance Weighting (IW)116

We prioritize ground truth responses with greater117

overlap between the system and the user (i.e. higher118

entrainment) during training, by assigning them a 119

higher weight. We use a simple 1-gram precision 120

to quantify the lexical user-system overlap. 121

We explore two weight functions: (1) A discrete 122

one with a simple threshold τ to distinguish high- 123

entrainment training instances: 124

W1(p) = 1 if p ≤ τ, 10 otherwise 125

(2) A continuous function modifying sigmoid: 126

W2(p) =
10

1 + exp(w · (β − p))
+ ϵ 127

Here, w denotes a scaling factor (spread) and β 128

is the average entrainment for the training data, 129

centering the distribution. We add a small ϵ to 130

avoid zero weight in instances with no entrainment. 131

3.2 User Likelihood Loss (ULL) 132

To increase lexical entrainment, we introduce a 133

user-likelihood loss to increase the probability of 134

reusing user tokens in the system output. 135

For a set of user tokens U = {u1, u2, . . . , un}, 136

we increase their likelihood by minimizing the loss: 137

Lt(p(.|x<t), U) = −α · log (
∑
u∈U

p(u|xt)) 138

Decreasing Lt means an increase in the probability 139

p(u|xt). We add Lt to the base loss (Section 4.2) 140

and use α to control the weight of user tokens. 141

3.3 Conditioning on Lexical Keywords (LK) 142

To enforce reusing of user tokens, we introduce 143

an additional section at the end of the AuGPT in- 144

put sequence (i.e., after database results), called 145

“keywords”. During training, we include all over- 146

lapping tokens as keywords, so the model learns to 147

incorporate them in its outputs. 148

During inference, we determine the keywords 149

to be reused from the input user tokens using 150

self-attention scores from the last encoder layer. 151

We first calculate the mean across all attention 152

heads. For each ui ∈ U = {u1, u2, . . . , un}, 153

we compute the score S(ui) =
∑

j,j ̸=iMji, 154

where M is the mean of last layer’s attention 155

heads. We then include as keywords all tokens 156

ui with scores S(ui) ≥ t · Smax, where Smax = 157

max(S(u)|u ∈ U), with the threshold t < 1. 158

To smoothly expose the keywords to the model, 159

we use a blending parameter σ (Roller et al., 2021), 160

i.e., with the probability σ, we pass attention- 161

scores-based keywords (as discussed in the previ- 162

ous paragraph) instead of overlapping tokens from 163

the training instance. 164
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4 Experiments165

4.1 Data & Training Setup166

We experiment on the MultiWOZ 2.1 dataset (Eric167

et al., 2020) with 10k task-oriented human-human168

written dialogues spanning over 7 domains. We169

train all models for 10 epochs and keep the best170

checkpoint using the average of two token-level171

accuracies: accuracy against the ground-truth re-172

sponse (response contents) and against the user173

input (entrainment). We report test set scores aver-174

aged over 5 runs with different random seeds.175

4.2 Model Variants176

Base We use Kulhánek et al. (2021)’s AuGPT as177

our base model. We start from the publicly avail-178

able checkpoint pretrained on Taskmaster (Byrne179

et al., 2019) and Schema-guided Dialogue (Ras-180

togi et al., 2020).2 We then experiment with the181

choice of loss functions: In addition to the base182

cross-entropy loss (CE), we also consider the un-183

likelihood loss (Welleck et al., 2019) (CE+Unl).184

D&J16 As an additional baseline, we reimple-185

ment the method originally used by Dušek and186

Jurčíček (2016) in an LSTM-based context, which187

generates multiple outputs via beam search and188

then reranks them based on 1/2-gram match with189

the context. We use beam size 15.190

IWi-loss We experiment with both functions de-191

fined in Section 3.1. The dataset exhibits a 1-192

gram precision of 18.1, and we set 25.0 as a de-193

sirable value. Thus, we keep τ = 25.0 for W1.194

To spread W2 almost to 0 and keep its mid-point195

around the dataset’s 1-gram precision, we assign196

β = 18.1 and w = 0.8. We use ϵ = 0.1. Thus,197

we have, W2(14.3) ≈ 1.1, W2(18.1) ≈ 5.1, and198

W2(25) ≈ 10.06.199

ULL(α) For user-likelihood loss, we experiment200

with α ∈ {0.1, 0.2, 0.25, 0.3, 0.4, 0.5}. We only201

report scores with CE+Unl since using CE only202

resulted in nonsensical repeats of user tokens.203

LK-loss (σ) For generation conditioned on key-204

words, we keep the threshold t as 0.1. We experi-205

ment with σ ∈ {0, 0.05, 0.5}.206

4.3 Automatic Evaluation Metrics207

We report the standard MultiWOZ metrics from208

Nekvinda and Dušek (2021) (inform, success,209

2https://huggingface.co/jkulhanek/augpt-bigdata

BLEU, and delexicalized BLEU) to evaluate state 210

tracking and response generation. For lexical en- 211

trainment, we use 1-gram precision (lex-p1) and 212

recall (lex-r1) against user input. For syntactic en- 213

trainment, we report the 2-gram (syn-p2) and 3- 214

gram precision (syn-p3) scores on the POS tags 215

of the user tokens and generated responses (i.e., 216

matching part-of-speech patterns). We also use 217

50MFC, a variant of the metric introduced by 218

Nenkova et al. (2008), measuring entrainment on 219

the 50 most frequent words in the corpus: 220

50MFC = −
∑

w∈50MF

∣∣∣∣∣countS(w)
|S|

− countU (w)
|U |

∣∣∣∣∣ 221

50MFC sums the differences in relative frequen- 222

cies of 50 most frequent words in user and system 223

utterances. It ranges from -2 to 0, with 0 being the 224

perfect alignment. The idea is to measure entrain- 225

ment on frequent, domain-independent words. 226

4.4 Human Evaluation Setup 227

We run a small-scale in-house evaluation to com- 228

plement the automatic evaluation scores. We use 229

relative ranking by naturalness on a sample of 100 230

outputs. We select models from each group with 231

better trade-offs between success rates and entrain- 232

ment. We use the best-entraining model among the 233

five runs. We report mean ranking (Rm) and pro- 234

portions of instances with ranks 1,2,6,7 (R1/2/6/7). 235

5 Results 236

5.1 Automatic Evaluation 237

Table 1 shows that all our approaches outperform 238

the baseline on entrainment metrics. While the 239

D&J16 reranking gets even better entrainment 240

scores, its BLEU performance is low, as optimizing 241

for 1/2-gram precision produces very terse outputs. 242

Models using IW do not only improve entrain- 243

ment, but also maintain similar MultiWOZ scores 244

to the baseline. In particular, IW1-CE has signif- 245

icantly better lexical (lex-p1 and lex-r1) and syn- 246

tactic (syn-p2 and syn-p3) entrainment while even 247

maintaining a slightly better inform and success 248

rates. Using IW2 and/or Unl yields slightly lower 249

success rates, with similar entrainment scores. 250

For ULL, entrainment scores show a positive 251

correlation with the choice of α’s while MultiWOZ 252

scores decrease with increasing in α, but the drop 253

is very slight for 0.1 and 0.2. This is not surprising, 254

as with increasing α, the model gets more focused 255
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Model MultiWOZ Linguistic entrainment
inform success bleu delex bleu lex-p1 lex-r1 syn-p2 syn-p3 50MFC

Ground truth - - - - 18.1 21.4 13.0 3.8 -0.69

Base-CE 83.5±0.7 65.8±1.9 15.7±0.5 17.4±0.5 20.7±0.4 24.5±0.5 14.8±0.2 5.0±0.2 -0.71±0.01

Base-CE+Unl 80.5±2.7 65.1±1.0 15.1±0.8 16.8±1.0 21.1±1.1 23.8±1.0 15.1±0.5 5.0±0.4 -0.71±0.01

D&J16 85.7 63.6 10.6 11.5 31.9 26.1 23.1 10.4 -0.71

IW1-CE 84.5±1.9 68.6±3.3 14.9±1.0 16.3±1.3 22.9±0.7 30.9±1.5 16.4±0.1 5.9±0.1 -0.69±0.01

IW1-CE+Unl 79.1±3.0 64.4±2.7 15.5±0.7 17.5±1.0 22.0±0.7 26.7±0.8 15.7±0.3 5.4±0.3 -0.70±0.01

IW2-CE 82.6±3.7 67.7±2.5 15.3±0.9 16.9±1.1 22.9±0.9 29.8±0.8 16.4±0.5 5.8±0.3 -0.69±0.01

IW2-CE+Unl 79.2±2.0 64.1±2.4 15.4±0.9 17.3±1.1 22.7±0.9 28.0±1.0 16.2±0.5 5.6±0.3 -0.69±0.00

ULL (0.10) 80.6±2.6 65.4±2.2 15.5±0.5 17.3±0.6 22.8±0.7 26.9±0.8 16.0±0.5 5.4±0.3 -0.69±0.00

ULL (0.20) 81.6±2.0 65.3±1.3 15.3±0.7 17.0±0.7 23.7±0.2 29.4±1.0 16.2±0.1 5.7±0.1 -0.67±0.01

ULL (0.25) 81.6±1.9 63.6±2.4 14.6±0.6 16.1±0.6 24.7±0.2 31.6±1.5 16.9±0.1 6.1±0.1 -0.65±0.01

ULL (0.30) 81.7±2.9 61.5±4.2 13.3±0.5 14.8±0.5 26.5±0.8 34.6±1.9 18.3±1.0 7.2±0.8 -0.62±0.01

ULL (0.40) 80.2±2.3 53.6±3.3 11.8±0.4 12.9±0.4 27.9±0.6 40.0±0.7 19.0±0.5 7.9±0.3 -0.57±0.01

ULL (0.50) 78.6±2.7 45.7±6.0 9.2±1.1 9.9±1.1 29.6±1.7 45.8±0.7 20.8±0.5 9.5±0.3 -0.52±0.01

LK-CE (0) 77.4±3.4 57.2±5.6 11.3±0.5 11.8±0.6 26.3±0.6 37.4±2.1 17.2±0.2 6.6±0.2 -0.65±0.01

LK-CE (0.05) 83.3±0.9 66.3±1.7 12.8±0.1 13.9±0.2 25.8±0.4 33.6±1.0 17.0±0.3 6.5±0.2 -0.63±0.02

LK-CE (0.5) 83.3±2.8 65.2±1.6 14.6±0.3 16.1±0.4 22.6±0.7 27.6±0.4 15.5±0.79 5.48±0.5 -0.66±0.02

LK-CE+Unl (0) 76.8±2.5 59.4±4.0 11.1±0.4 11.7±0.5 27.6±0.6 39.3±0.7 17.9±0.4 7.1±0.3 -0.65±0.01

LK-CE+Unl (0.05) 82.4±0.8 64.3±2.9 12.1±0.4 13.0±0.4 25.1±0.1 33.3±0.2 16.6±0.1 6.3±0.1 -0.61±0.01

LK-CE+Unl (0.5) 82.0±0.8 65.2±1.0 14.0±0.1 15.6±0.2 23.0±0.3 27.9±0.8 15.3±0.3 5.3±0.2 -0.64±0.01

Table 1: Automatic metrics for state tracking, response generation and entrainment on MultiWOZ (cf. Section 5.1).

on aligning to the user and less on dialogue success.256

ULL(0.2) seems to have the best tradeoff.257

The LK approach generally has high entrain-258

ment; the blending approach helps keep the key-259

words consistent during training and inference and260

is necessary to maintain good MultiWOZ scores.261

5.2 Human Evaluation262

Table 2 shows manual evaluation scores for se-263

lected setups. Here, IW1-CE performs best on264

mean ranking and is most frequently ranked first,265

along with LK-CE. Despite similar numbers in266

Table 1, we see a noticeable difference between267

the scores of IW1-CE and IW2-CE. This can be268

attributed to the higher variance in lex-r1, result-269

ing in the outputs from the best run of IW1-CE270

surpassing the quality of IW2-CE. The generated271

responses from ULL experiments were often not272

fluent enough, hence their lower ranking. The out-273

puts of the D&J16 reranking method were shorter,274

less polite, and less interactive, which resulted in275

the worst overall ranking.276

6 Conclusion277

Although previous research showed that linguistic278

entrainment helps dialogue success, its application279

in end-to-end task-oriented dialogue systems has280

been largely neglected. To address this gap, we281

introduced three techniques aimed at entraining282

Model Rm R1 R2 R6 R7

base-CE 4.18 5 12 15 12
D&J16 5.35 1 7 26 30

IW1-CE 3.16 26 18 12 3
IW2-CE 3.77 20 15 13 15
LK-CE (0.05) 3.25 26 21 7 10
ULL (0.20) 4.17 15 10 16 11
ULL (0.25) 4.13 7 17 11 19

Table 2: Manual evaluation scores for generated re-
sponses – mean rank Rm, and number of cases out of
100, where the given system is ranked first (R1), second
(R2), second to last (R6) and last (R7).

system responses to user inputs: (1) We show that 283

prioritizing training instances with higher system- 284

user overlap improves entrainment, with compa- 285

rable success rates. (2) We explore using user to- 286

kens’ likelihood loss to control entrainment. While 287

entrainment increases, both naturalness and cor- 288

rectness of outputs suffer with higher loss weight. 289

(3) We additionally condition generation on user 290

tokens likely to be reused (based on self-attention 291

weights). This yields responses with high fluency 292

and better entrainment, but with a slightly lower 293

success rate, which is subsequently effectively ad- 294

dressed using the blending parameter (σ). 295

In the future, we plan to incorporate longer con- 296

text and focus more on syntactical entrainment. 297

We also plan to use retrieval-augmented generation 298

(Nekvinda and Dušek, 2022). 299
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7 Limitations300

The proposed methods focus exclusively on ad-301

dressing lexical entrainment in dialogues, overlook-302

ing entrainment at different linguistic levels. Ad-303

ditionally, the study is conducted and evaluated304

only at the response level despite the possibility of305

entrainment occurring across the entire dialogue.306
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A Appendix: Sample Dialogues 470

Context: [...]
User: Yes please, Could you book 8 tickets and provide the reference number.
Ground Truth: Sure, the train is actually number TR0378 and your reference number is K3KI84VN. The price will be 188.8 GBP
payable at the station. Is there anything else today?

D&J16: Booking was successful, the total fee is 188.80 pounds payable at the station. Your reference number is 00000071
Base-CE: Booking was successful, the total fee is 188.80 pounds payable at the station. Reference number is: 00000071.
IW1-CE: I have booked your 8 tickets. Your reference number is 00000071. Is there anything else I can help you with?
ULL (0.25): Yes I have booked 8 tickets and the reference number is 00000071
LK-CE (0.05): I was able to book 8 tickets for you. Your reference number is 00000071. Is there anything else I can help you with?

Context: [...]
User: Thanks. I'm also looking for a train for Saturday. Can you assist me with that?
Ground Truth: Yes, I can. Could you give me more information, such as, where you will departing from and the approximate time?

D&J16: Where are you departing from?
Base-CE: Sure, where will you be departing from and going to?
IW1-CE: 'I can help you with that. Where will you be departing from and arriving to?
ULL (0.25): Sure, I can assist you with that. Where are you departing from?
LK-CE (0.05): 'I can help with that. Where will the train depart from and where would you like to go?

Context: [...]
User: I would like one in the centre please.
Ground Truth: Christ's College, Corpus Christi, King's College, and Pembroke College are some of the colleges in that area

D&J16: Christ's College is in the centre of town.
Base-CE: Christ's College is located in the centre and has free admission
IW1-CE: There are 13 colleges in the centre. I recommend Christ's College. Would you like more information on it?
ULL (0.25): I would recommend Christ's College. Would you like the address?
LK-CE (0.05): Christ's College is one of the best college in the centre. Would you like more information?

Figure 2: In the first example, entrainment methods effectively produce more natural and less automated-like
outputs, even when the ground truth response itself looks less natural. In the second example, the model outputs
employing entrainment methods adeptly incorporate the phrases Can you, assist me, and with that, whereas the
reranking method, D&J16, yields a lesser natural output. In the third example, the phrase in the centre is consistently
present in almost every output, but D&J16 and Base-CE struggle to sustain the conversation. Conversely, the other
methods successfully continue the conversation with improved entrainment.
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