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Abstract

Recent LLMs have shown remarkable success in following user instructions, yet1

handling instructions with multiple constraints remains a significant challenge. In2

this work, we introduce WILDIFEVAL — a large-scale dataset of 7K real user3

instructions with diverse, multi-constraint conditions. Unlike prior datasets, our4

collection spans a broad lexical and topical spectrum of constraints, extracted5

from natural user instructions. We categorize these constraints into eight high-6

level classes to capture their distribution and dynamics in real-world scenarios.7

Leveraging WILDIFEVAL, we conduct extensive experiments to benchmark the8

instruction-following capabilities of leading LLMs. WILDIFEVAL clearly differ-9

entiates between small and large models, and demonstrates that all models have a10

large room for improvement on such tasks. We analyze the effects of the number11

and type of constraints on performance, revealing interesting patterns of model12

constraint-following behavior. We release our dataset to promote further research13

on instruction-following under complex, realistic conditions.214

1 Introduction15

As large language models (LLMs) continue to improve at following instructions, the nature of the16

instructions themselves has also evolved. Users now expect LLMs to handle more nuanced and17

complex requests [37]. This shift is especially evident in text generation tasks, which are becoming18

increasingly personalized, with more specific and tailored objectives [32, 13, 22, 9]. For instance, a19

former instruction like “summarize this text” might now take the form of “summarize this movie20

review in two paragraphs, with the first focusing on the plot and the second discussing reasons to21

watch or skip the movie.” These personalized tasks typically carry implicit or explicit constraints that22

the generated output is expected to satisfy.23

Thus, in constrained generation an LLM must adhere to a set of specific requirements in its re-24

sponse [11, 39]. Crucially, while individual constraints are often simple, LLMs struggle to satisfy25

multiple constraints simultaneously [17]. This highlights the need to directly evaluate the text26

generation performance of LLMs on realistic multi-constraint user data.27

Existing works evaluating the ability of LLMs to follow constrained instructions generally follow28

a bottom-up approach, starting from curated verifiable constraints, that are amenable to objective29

verification of compliance [43], or a taxonomy of constraint types [39, 30, 17], and using those30

to manually or synthetically generate a set of instructions. Such an approach may not capture the31

complexity and diversity of real-world instructions by users, and the types and combinations of32

constraints that they ask the model to follow.33

To this end, we introduce WILDIFEVAL (§2), a large-scale benchmark of constrained generation tasks.34

WILDIFEVAL is designed to evaluate the ability of LLMs to follow real-world multi-constrained35

∗This work was conducted during a summer internship at IBM Research.
2WILDIFEVAL is available at https://huggingface.co/datasets/gililior/wild-if-eval.

The code for replication, along with model predictions and evaluation scores, can be found at https://github.
com/gililior/wild-if-eval-code.
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“write a 100 words summary 
explaining computer science, 
considering high school student”

1. “The summary should be 100 
words in length.” (Length)
2. “The explanation should be 
suitable for high school students.” 
(Style and Tone)

Task Description

“Computer science is the 
study of computers, 
programming and 
technology. It involves 
designing, building …”

Constraints

The summary should be around 
100 words in length. NO

The explanation should be suitable 
for high school students. YES

Score: 0.5

Decomposition

Data 
curation

Evaluation

Figure 1: WILDIFEVAL description. At the top is an example for a constrained generation task, and
its decomposition into constraints. In evaluation (bottom), the judge decides whether each of the
constraints is fulfilled.

instructions. It encompasses a collection of 7K constrained generation tasks, including 24,73136

different constraints, given by real users on Chatbot Arena [3], reflecting diverse examples of37

constrained generation instructions “in the wild”.38

The WILDIFEVAL dataset includes a breakdown of each task into the individual constraints it contains.39

Thus, it allows for a fine-grained evaluation of the ability of LLMs to adhere to user constraints.40

By breaking down task instructions into smaller and more interpretable pieces, we can perform a41

straightforward LLM-based evaluation of the proportion of task constraints that were fulfilled. At the42

same time, since constraints are extracted from naturalistic user queries, we capture not only simple43

and easily verifiable constraints but also “softer” constraints on content, quality, and style.44

We begin by analyzing the types of user tasks and constraints present in WILDIFEVAL (§3), revealing45

that real-world constrained generation often involves diverse and challenging requirements.46

We then evaluate 14 LLMs on the WILDIFEVAL benchmark and conduct a comprehensive analysis47

of their constraint-following capabilities (§4). Our results show that WILDIFEVAL is challenging,48

with the best models achieving around 0.7 under our strict evaluation metric. We also observe a49

consistent performance gap between small and large models, positioning WILDIFEVAL as a valuable50

benchmark for tracking progress in narrowing this gap.51

Beyond overall model performance, we utilize the size and diversity of WILDIFEVAL to analyze the52

interplay between the number and types of constraints and instruction-following performance. Our53

analysis outlines the behavior for tasks with many constraints, and reveals the difficulties of models54

in satisfying form-related user constraints.55

By publicly releasing WILDIFEVAL – the first benchmark of naturally occurring, multi-constraint56

instructions – we aim to drive progress in LLMs’ ability to follow complex constraints in real-world57

applications.58

2 The WILDIFEVAL Dataset59

WILDIFEVAL is a novel benchmark designed to provide a comprehensive evaluation of the ability of60

LLMs to follow real-world multi-constrained instructions. It contains 7K user-generated instructions,61

written by many distinct users, each decomposed into a set of constraints, including 24,731 unique62

constraints.63

The task instructions in WILDIFEVAL were extracted from LMSYS-Chat-1M dataset [41], a large-64

scale dataset containing real-world instructions collected from the Chatbot Arena.3 Since users rarely65

3Chatbot Arena website: https://lmarena.ai, Huggingface dataset: https://huggingface.co/
datasets/lmsys/lmsys-chat-1m.
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Table 1: Comparison of WILDIFEVAL with openly available instruction-following benchmarks such
as IFEval [43], FollowBench [17], and InFoBench [30].

Benchmark Data Source Evaluation Size (# Tasks) # Constraints
IFEval Synthetic Rule 541 -
FollowBench Crowd + Syn. Model / Rule 1,852 -
InFoBench Crowd Model / Rule 500 2,217
WILDIFEVAL (ours) Real Users Model 7,523 24,731

specify constraints in a structured list format, the decomposition breaks instructions into manageable66

items, ensuring the necessary granularity to assess the LLM’s ability to adhere to them.67

In Table 1, we present a comparison with popular openly available instruction-following datasets. As68

can be seen in the table, WILDIFEVAL is uniquely representative of natural user interactions at scale;69

it stands out as the largest available dataset, consisting of real-world user instructions given to LLMs.70

2.1 Dataset Curation71

WILDIFEVAL was curated in three steps. First, we filter the LMSYS-Chat-1M source data – we72

extract the first user message from each conversation, and filter out non-English tasks, coding tasks,73

and tasks containing toxic language.474

Next, we filter for only constrained generation tasks. We follow the definition for constrained75

generation tasks from Ferraz et al [10], and utilize their suggested prompt (Appendix A) with76

Llama3.1-405b in order to perform the filtering. The prompt is phrased as a yes/no question; instead77

of simply parsing the string, we use the probabilities that the model assigns to the yes/no tokens as a78

measure of certainty, and include only the 10% of tasks with the highest certainty to be a constrained79

generation task, i.e., with the highest probability for a “yes” token.80

The last step of the curation process is the decomposition into constraints – for each user task,81

we want to include all the constraints the model is required to fulfill. To obtain the highest-quality82

decomposition we employ GPT-4o [15], using a prompt adopted from Ferraz et al [10] to automatically83

extract the constraints for each of the tasks.5 All prompts are presented in Appendix A.84

To mitigate potential biases in scoring, we perform sub-sampling for constraints that appear more85

than 40 times (i.e., exact match across more than 40 different tasks). This process affected 15 unique86

constraints, accounting for less than 0.15% of all constraints. In addition, we filtered out rare cases87

of tasks with more than 8 constraints.88

By the end of this process, we obtained a dataset of 7,523 real-world constrained generation tasks,89

each annotated with a list of constraints. There are 24,731 distinct constraints in WILDIFEVAL,90

averaging 3.25 constraints per task. The distribution and frequency of constraints per task are shown91

in Figure 8 in Appendix.92

3 Into the Wild: A Data Expedition93

Below we conduct an analysis of our WILDIFEVAL data, revealing insights on constrained generation94

use cases in the wild.95

3.1 Constraint Types96

taxonomy A key question regarding constrained generation tasks concerns the nature and types97

of the constraints themselves, i.e., what kinds of requirements users wish to impose on the model98

responses. Prior work [43, 10, 17, 30] generally distinguishes between broad categories such as99

content, style, and format, yet lacks a unified taxonomy. Moreover, some works define rather specific100

constraint categories (e.g., “Part-of-speech rules”) or highly general ones (e.g., “Content constraints”).101

4We detect toxic language using the detoxify package https://github.com/unitaryai/detoxify
5gpt-4o-2024-08-06
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(a) (b)

Figure 2: Analysis of constraints in WILDIFEVAL. (a) Distribution of constraint types. (b) A tSNE
projection [35] of the embeddings of constraints, colored by their type. For convenience, we randomly
subsample 1k data points. We observe some red, brown, and yellow clusters, corresponding to Format
and Structure, Length, and Style and Tone constraints, aligning with the generic nature of these
types. This is in contrast to content-oriented types like Focus/Emphasis and Include/Avoid (green and
purple), which are more spread out.

Here we seek to bridge this taxonomy gap. We draw from earlier categorization efforts, but combine102

them with data-driven insights. Specifically, we look at the most frequent words appearing in103

constraints, and examine some of the constraints in which they occur; this allows us to analyze104

recurring patterns of constraint types in WILDIFEVAL. This qualitative data-driven analysis reveals105

some broad constraint types that have not been mentioned by prior efforts, and also enables us to106

break existing broad divisions into finer-grained categories.107

Our taxonomy divides constraints into 8 principal categories. These capture both explicit constraints108

(e.g., inclusion or exclusion of content) and more nuanced aspects of user instructions (e.g., a desired109

tone or quality for the model output). The following definitions detail each category, providing clear110

guidelines on how they contribute to the overall task structure:111

• Include / Avoid: Specifies elements or concepts that must be incorporated into or omitted112

from the response, directly guiding the content of the output.113

• Editing: Focuses on modifications to an existing text, outlining how the original content114

should be altered or preserved.115

• Ensure Quality: Imposes requirements on the response’s quality, such as coherence,116

accuracy, or overall clarity.117

• Length: Sets quantitative boundaries on the output, such as word or character limits,118

ensuring appropriate brevity or depth.119

• Format and Structure: Dictates the organization and presentation of the response, including120

the use of bullet points, tables, or specific layout requirements.121

• Focus / Emphasis: Highlights particular topics, keywords, or elements that should be122

prioritized within the response.123

• Persona and Role: Instructs the AI to adopt a specific character, perspective, or expertise,124

influencing the narrative voice of the output.125

• Style and Tone: Specifies the overall manner of expression, including formality, register,126

and emotional nuance, to define the voice and feel of the response.127
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We then ask Deepseek-v3 to classify all constraints in WILDIFEVAL into one of the 8 constraint types128

above, resulting in a full categorization of constraint types.6 The classification prompt is provided in129

Appendix A.130

Distribution of constraint types. In Figure 2a we present the distribution of constraint types131

in WILDIFEVAL. The most common constraints are the content constraints Include/Avoid and132

Focus/Emphasis; these specify either explicit element(s) that should be included or excluded, or how133

much prominence should be given to different elements in the content.134

Figure 2b depicts a tSNE embedding map of WILDIFEVAL constraints, colored by types. A salient135

and intuitive observation is that content-related constraints such as Include/Avoid and Focus/Emphasis136

are spread out across the semantic embedding space; in contrast, form-related constraints like Length137

or Format and Structure are organized in more distinct clusters.138

Figure 3: Relative co-occurrence (PMI) of con-
straint categories within tasks. Values above 0 indi-
cate that constraints co-occur more than expected
by their overall type frequencies.

Co-occurrence of constraint types. In Fig-139

ure 3 we analyze the co-occurrence of constraint140

types in multi-constraint tasks. Specifically, we141

ask whether some combinations of types appear142

more or less than expected. Thus, we compare143

the number of co-occurrences in practice rel-144

ative to the overall frequency of each of the145

co-occurring types, i.e., the pointwise mutual146

information (PMI) [4].147

As shown in Figure 3, only few combinations148

appear more than expected (i.e., PMI > 0). For149

example, Persona and Role tends to co-occur150

with Style and Tone slightly above expected,151

which appears to reflect the thematic similar-152

ity between these constraint types. In contrast,153

some types do not often appear together; for in-154

stance, requirements for Format and Structure155

are rarely paired with Style and Tone or Persona156

and Role constraints. Also Editing, which is157

the lowest represented type of constraint, rarely158

co-occurs with Focus / Emphasis.159

3.2 Data Diversity160

WILDIFEVAL covers a variety of domains. Figure 4a depicts the distribution of domains covered161

by WILDIFEVAL. As expected from large-scale naturally-occurring data, tasks in WILDIFEVAL162

cover a wide variety of domains, including Technology, Entertainment, Healthcare, Creative Writing,163

and more. We use a data-driven approach to recover the domains, leading us to believe that these164

reflect realistic user behavior in constrained generation tasks. The domains were extracted using an165

LLM, see details in Appendix B.4.166

WILDIFEVAL is lexically diverse. To illustrate lexical diversity, we examine verb frequencies167

in constraints that begin with a verb (65.1% of constraints).7 The results in Figure 4b reveal a168

skewed frequency distribution; “Provide” is the most dominant verb, comprising 21.1% of all169

occurrences, followed by “Do” (19.2%) and “Write” (8.7%). Several mid-frequency verbs (e.g.,170

“Keep,” “Identify,” “Make”) also appear regularly. The “Other” category (12.6%) reflects the long tail171

of the verb distribution, with many verbs that each occur in under 0.8% of the data. The distribution172

suggests that users tend to use general types of constraints more than specific ones like “Simplify”173

(0.8%) or “Summarize” (0.8%). This analysis underscores the variety of linguistic expressions in174

WILDIFEVAL. A similar pattern emerges when considering all constraints containing a verb (70% of175

constraints), shown in Figure 12 in Appendix B.3. We note that the analysis reflects the words in the176

6We recognize that in some relatively rare cases a single constraint can belong to multiple types; however, for
simplicity we opt to treat this as a multiclass problem.

7We employ NLTK’s part-of-speech tagger to identify verb tokens https://www.nltk.org/
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(a) (b)

Figure 4: Task and constraint characteristics in WILDIFEVAL. (a) Domain distribution of tasks. (b)
Lexical diversity of constraint phrasing (opening verbs).

constraints, as decomposed by an LLM (§2.1), and thus may differ somewhat from the original user177

task descriptions.178

Qualitative analysis. Manual inspection of instances from WILDIFEVAL reveals some interesting179

trends. First, we observe that quite often fulfilling – or even understanding – the task constraints180

given by users requires some very specialized or esoteric knowledge (e.g., D&D spells, Gate exam181

syllabus, pig latin etc.). We show some examples in Appendix D. We also note that some of the more182

complex tasks – those with many constraints – reflect attempts by users to “jailbreak” the LLM, and183

trick it to say things that it is not supposed to (e.g., toxic language or controversial statements).184

4 LLM Benchmarking185

In this section, we examine the performance of various LLMs to assess their behavior in constrained186

generation tasks. We present the evaluation metric (§4.1), experimental setup (§4.2), and finally, we187

describe and analyze the results (§4.3).188

4.1 Evaluation Metric189

WILDIFEVAL reports two scores: strict and soft. The strict score is a binary measure indicating190

whether all task constraints are satisfied, while the soft score reflects the proportion of individual191

constraints successfully met by the model’s response.192

To evaluate if a constraint is fulfilled by model M , we present the LLM judge J with the task193

description ti, the model’s response ri = M(ti), and the specific constraint under evaluation cji .194

Then, we prompt the Judge with a yes/no question, “Given task ti and response ri, is the following195

constraint satisfied: cji ?”. We denote the judge score by J(ti, ri, c
j
i ) ∈ {0, 1}. Its value is 1 if the196

judge responds with a “yes” token, and 0 if responds with a “no” token, in a greedy decoding setup to197

ensure consistency.198

The soft and strict scores for a task are defined as follows:199

soft(ri | ti) =
1

N(ti)

N(ti)∑
j=1

J(ti, ri, c
j
i ) strict(ri | ti) =

N(ti)∏
j=1

J(ti, ri, c
j
i ) (1)

where N(ti) is the number of constraints in ti.200

4.2 Experimental Setup201

We evaluate 14 prominent instruction-tuned LLMs from five different model families on WILDIFE-202

VAL, in a zero-shot setup. The models vary in size from 0.5 billion to 671 billion parameters.203
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Figure 5: Strict scores on WILDIFEVAL. For each model, the figure reports the proportion of tasks in
which all constraints were fulfilled (strict score). Soft scores are shown in Figure 10 in the Appendix.
Statistical significance between model pairs (McNemar tests) is reported in Figure 13 in Appendix.

We assess the following models: (1) Deepseek-v3 [25] (2) Mistral-Large-instruct-2407 [27] (3)204

Gemma-2-2b and Gemma-2-9b [34] (4) Llama3.2-1b, Llama3.2-3b, Llama3.1-8b, Llama3.3-70b and205

Llama3.1-405b [7] (5) Qwen-2.5-0.5b, Qwen-2.5-1.5b, Qwen-2.5-3b, Qwen-2.5-7b, and Qwen-2.5-206

72b [38].207

Judge evaluation As a judge model for evaluation (§4.1), we use Deepseek-v3. We choose208

Deepseek-v3 as the judge after evaluating a subset of 500 tasks from WILDIFEVAL with GPT-4o as209

a judge, and among available SOTA open-source models including also Llama3.3-70b and Qwen-2.5-210

72b, Deepseek-v3 showed the highest agreement with GPT-4o, in terms of accuracy and confidence211

correlation (details in Appendix B.2). As a further validation of our evaluation, the benchmark shows212

significantly high Kendall’s Tau correlations (>0.82) with existing benchmarks like IFEval, MMLU,213

and GPQA (details in Appendix C).214

4.3 Results215

Figure 5 depicts the overall model performance on WILDIFEVAL. We can observe a clear per-216

formance gap within model families, with larger models consistently outperforming their smaller217

counterparts8, in line with prior findings [18]. At the same time, even stronger models like Deepseek-218

v3 and Llama3.3-70b fail to satisfy all task constraints in 25-30% of cases.219

The best performing model is Deepseek-v3. Since it also serves as the judge, this raises questions220

about potential judge self-bias [36, 12]. However, we note that on a subset of 500 tasks used for221

judge validation (§4.2), all tested judges –GPT-4o, Llama3.3-70b, and Qwen-2.5-72b –consistently222

ranked Deepseek-v3 first.223

Naturally, when a task has more constraints, it is harder for the model to fulfill all of them. Ac-224

cordingly, Figure 6a shows the decrease in the strict performance score as a function of the number225

of constraints. However, when looking at the soft performance score (Figure 6b) we see that the226

number of constraints does not affect the fulfillment of individual constraints. In other words, it227

appears that the difficulty in multi-constraint tasks does not reflect a general decrease in model228

instruction-following abilities, but rather stems from having to fulfill several constraints at once.229

Figure 7a illustrates the relative model performance for different constraint types. We can see230

that models consistently have difficulties with Length constraints, and to a lesser extent also with231

8A notable exception is Llama3.3-70b, that surpasses Llama3.1-405b. This result is aligned with previous
reports, e.g., Llama-3.3 Model Card.
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(a) (b)

Figure 6: Scores as function of number of constraints in a task. (a) Strict score – tasks in which all
constraints are fulfilled. (b) Soft score – fraction of fulfilled constraints in a task.

Format and Structure. In contrast to these form-based types, models tend to succeed in fulfilling232

Focus / Emphasis constraints, which impose softer, content-related requirements. We also observe233

a somewhat different pattern for models from the Qwen family, that appear to struggle more with234

Persona and Style constraints relative to other models.235

To further understand the role of constraint types, we look at the rankings they induce of model236

performance. We rank the models according to their performance on each constraint type, and237

calculate the agreement between the resulting model rankings. As Figure 7b shows, type-specific238

rankings largely agree with each other. We do however observe different degrees of agreement.239

Notably, the ranking induced by Persona and Role has a low agreement with most constraint types,240

but exhibits a strong ranking agreement with the thematically related Style and Tone. We also observe241

a slightly different behavior of the Length constraint, particularly when compared to the Persona and242

Style constraints.243

Error analysis. We also performed a manual analysis of the examples where most models failed244

to satisfy the constraints. We observe that the majority of these failure cases belong to the Length245

category, particularly constraints requiring an exact number of words or more atomic units (syllables,246

characters etc.), e.g., “The script should be 300 words long”. Some of the failure cases involve247

constraints that are quite complex, involving multiple specifications and sub-constraints. For example,248

the user constraint can require including a dictionary in a specific format and with a specific set of keys249

and values. Overall, we note that all constraint types can vary widely in the level of complexity they250

impose on the model. For example, Persona and Style constraints range from mundane requirements251

(“Use a first-person perspective.”, “Keep the tone informal.”) to more specific an esoteric ones (“Excel252

in ninjutsu, tactics, and battle strategies”, “Use strict iambic pentameter”).253

5 Related Work254

Recent interest in LLM instruction-following capabilities raises the need for benchmarking model255

performance under complex, multi-constraint scenarios [24, 33].256

Several works [39, 1, 16] rely on synthetic instructions and rule-based evaluation, with the prominent257

example of IFEval [43]. Other works, such as FollowBench [17] and InfoBench [30], utilize crowd-258

sourced data, and LLM-based evaluation. However, these works are limited in size and do not fully259

capture the diversity of genuine user inputs. More recently, REALINSTRUCT [10] employs real-user260

instructions; however, this data has not been released, hindering the ability to use it for benchmarking261

and analyzing instruction-following of LLMs. While here we focus on data in English, other works262

study constraint-following in other languages, such as Chinese [40].263

In this work, we release a diverse dataset of multi-constraint instructions, that originates from real264

users and is much larger than all existing datasets. Moreover, whereas some of these benchmarks265

have become saturated, ours remains challenging even for state-of-the-art LLMs.266
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Figure 7: Constraint types characteristics. (a) Category performance rankings per model. Darker
colors indicate stronger performance by the model on the corresponding constraint category, while
lighter colors reflect weaker performance. (b) Correlation (Kendall’s Tau) between model rankings
induced by different constraint types.

6 Discussion267

In this work, we present a benchmark for evaluating the ability of LLMs to follow real-world con-268

strained instructions. WILDIFEVAL aims to reflect a realistic and contemporary view of constrained269

generation user requests. This challenging and heterogeneous data serves as a playground for fine-270

grained analysis of the strengths and weaknesses of models, drilling down beyond the task level into271

atomic user constraints. The ability to analyze model difficulties at the atomic level, and identify272

recurring failures, can help focus model improvement efforts.273

There are two possible approaches for modeling constrained generation tasks. One is a bottom-up274

approach – combining a set of constraints into a task description [43, 17, 39, 30]. This approach275

facilitates a more controlled analysis of constraint families and how models respond to them. However,276

it might also place greater emphasis on more rudimentary constraints, potentially overlooking the277

broader manifold of constraints and tasks. Here we adopt a top-down approach, which starts from278

real-world constrained generation tasks and leverages an LLM to extract their underlying constraints.279

This has the advantage of widening the scope of instructions, and better capturing natural user280

behavior. At the same time, real-world data can be very noisy, making it more difficult to identify281

clear patterns in model behaviors. The reliance on an LLM for task decomposition and evaluation282

can also introduce some errors. Our results demonstrate that despite these challenges, a top-down283

approach can yield valuable insights into the instruction-following abilities of LLMs.284

One direction for future work is to explore how constrained generation can be applied to prompt285

engineering. For example, the task decomposition generated by constrained generation could be286

explicitly included in the prompt to improve clarity and guidance for the model. Additionally,287

performance analysis of the model could help identify more effective ways to phrase constraints288

within the prompt.289

Another important question is how to collect supervised data for improving constrained generation290

performance. A promising avenue would be to identify naturally-occurring feedback – from multi-turn291

interactions of a user with an LLM – indicating user satisfaction with the response [6].292

Our focus in this work is on the constrained generation performance of LLMs. Another line of293

research concerns the abilities of a judge to evaluate whether multi-constraint instructions are fulfilled.294

This may require dynamically employing different evaluation methods based on the constraint type295

(e.g., rule-based for verifiable constraint types, compilers for some format and code constraints, etc.),296

and may involve calling external tools, such as search for retrieving information, and code interpreter297

to execute or validate responses that involve computational logic or data manipulation. [44, 28].298
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A Prompts428

Classify constrained generation tasks

You are an assistant whose job is to help me perform tasks. I need to filter from a set of
requests made by users to AI assistants, the ones in which human requested the AI assistant
to do a task with constraints to be follow. Constraints refer to more detailed rules, conditions
or specific guidelines provided to guide the responses and shape the output generated by the
AI assistant. Examples of sentences that indicate constraints are: “write in the format of”,
“write as if you were”, “make sure to follow this”, “make sure to answer these questions”,
“make sure to no include”, “avoid mentioning”. I will give you the human request and I
expect you to answer “Yes” when the request contains instruction with constraints, or “No”
if the request does not contemplate any constraint. I also want you to say “No” if the
request require to generate code or an answer about code provided. Also, I want you to say
“No” if the task is not self-contained, which means the AI Assistant need to ask follow up
questions before start to answer, or it needs more context. You are provided five examples.
Example 1: list and compare top website to https://fastfunnels.com/ in table format.
Answer: Yes
Example 2: You are an fantasy writer. Your task is now to help me write a D&D adventure
for 5 players in the Eberron univers. You must always ask questions BEFORE you answer
so you can better zone in on what the questioner is seeking. Is that understood ?
Answer: No.
Example 3: I have 100 dollars and would like to use this as the initial funding to make some
money. I need it to be as quick as possible with good returns.
Answer: No.
Example 4: I have a vacation rental website and I am looking for alliterative and descriptive
headlines that are at least 4 words in length and a maximum of 6 words. Examples: “Get
Away to Galveston”, “Sleep Soundly in Seattle”. Each headline should have alliteration of
at least 50% of the words and be poetic in language. Make each headline unique from the
others by not repeating words. Each headline should include a verb. Put into an table with
the city in column one and the results in column two for the following cities: Galveston,
Sedona, Honolulu, Tybee Island, Buenos Aires.
Answer: Yes.
Example 5: pitch me a viral social app that is inspired by the hunger games. give it a fun
twist!
Answer: Yes.
Request: ${request}
Now please answer, “Yes” or “No”.
Answer:
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Decompose Tasks

You are an assistant whose job is to help me perform tasks. I will give you an instruction that implicitly
contains a task description, its context, and constraints to be followed. Your task is to translate this
instruction in a more structured way, where task, context and constraints are separated. Avoid writing
anything else. Context is an input text needed to generate the answer or a more detailed description of
the situation. Make sure to separate the context when it is needed, otherwise leave it empty. You are
provided five examples. Please follow the same format.
Example 1:
Original Instruction: Write me a rap about AI taking over the world, that uses slangs and young language.
It need to sound like a real human wrote it. It would be cool if there’s a chorus very catchy that would
be singed by a famous pop artist. Make sure to include references about things that young people likes,
such as memes, games, gossips. I want that in the end, you revel that this was written by an AI.
Translated Task: Write a rap about AI taking over the world.
Translated Context:
Translated Constraints:
1. Use slang and youth language.
2. Make it sound like it was written by a real human.
3. The song may have a very catchy chorus, which would be sung by a famous pop artist.
4. Include references to things young people like, such as memes, games, gossip.
5. Reveal at the end that this rap was written by an AI.
Example 2: Original Instruction: write me a 5-page essay that is about travel to taiwan. detail description
is below Topic : The Benefits of Traveling Sub Topic : Exposure to New Cultures Content 1 : Trying New
Foods - I tryed to eat Fried stinky tofu. smell was wierd but tasty was not bad. Content 2. : Exploring
Historical Things - I saw Meat-shaped-stone in taipei museum. the stone was really like stone! it was
surprising! Length : around 2000 words Assume that audience is collage student major in history. you
can add historical events or news about what i experienced
Translated Task: Write an essay about traveling to Taiwan. The topic is “The Benefits of Traveling" and
the subtopic is “Exposure to New Cultures".
Translated Context:
Translated Constraints:
1. Describe your experience of trying new foods, including your experience eating Fried stinky tofu
(mention the peculiar smell but the tasty flavor).
2. Share your exploration of historical sites, with a specific mention of the Meat-shaped stone in the
Taipei museum and your surprise at its appearance.
3. The essay should be approximately 2000 words in length, having around 5 pages.
4. Assume the audience is college students majoring in history, so you can incorporate historical events
or news related to your travel experiences.
Example 3: Original Instruction: can you please write me a 150-word paragraph about epidermolysos
bullosa which includes a basic description of clinical features and a summary of the most prevalent genetic
causes. please make sure to include information on the inheritance pattern. please also write the paragraph
in simple english that couldbe understand without a genetic or medical bacakground
Translated Task: Write a paragraph about Epidermolysis Bullosa.
Translated Context:
Translated Constraints:
1. Provide a description of clinical features.
2. Summarize the most common genetic causes.
3. Explain the inheritance pattern.
4. Ensure the paragraph is written in simple language for easy comprehension, even for those without a
genetic or medical background.
5. The paragraph should be around 150 words in length.
Example 4: Original Instruction: write me a blog post that answers the following questions:What is the
lifespan of a toaster? What toasters are made in the USA? What are the top 10 toasters? What is the
difference between a cheap and expensive toaster? How much should you pay for a toaster? How often
should toasters be replaced? Which toaster uses the least electricity? How many watts should a good
toaster have? What is the warranty on Mueller appliances? Is Mueller made in China? Where are Mueller
appliances manufactured?
Translated Task: Write a blog post about toasters.
Translated Context:
Translated Constraints:
1. Mention what is the lifespan of a toaster, and how often should toasters be replaced.
2. Mention what toasters are made in the USA.
3. Comment which are the top 10 toasters.
4. Explain the difference between a cheap and a expensive toaster.
5. Discuss prices, and how much should you pay for a toaster.
6. Compare toaster regarding electricity use, mentioning how many watts should a good toaster have.
7. State what is the warranty on Mueller appliances.
8. Answer where are Mueller appliances manufactured, and if Mueller is made in China.
Example 5: Original Instruction: Hi Michael, Hope you’re well? Regarding my previous email to support
HC with good price offers, What are your current needs? Hoping for your earliest reply. Thanks in
advance, As a sales manager, the client hasn’t replied this email after 2 days. Write a follow up email
to the client. Your writing should include high complexity and burstiness. It must also be as brief as
possible
Translated Task: A client hasn’t replied the email below after 2 days. As a sales manager, write him a
follow-up email.
Translated Context: “Hi Michael, Hope you’re well? Regarding my previous email to support HC with
good price offers, What are your current needs? Hoping for your earliest reply. Thanks in advance,"
Translated Constraints:
1. Include high complexity and burstiness in your writing.
2. Keep the email as brief as possible.
Original Instruction: ${instruction}
Translated Task:
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Constraint Categorization

Classify the following constraint from a generation task into one of the categories listed below. Respond
only with the category number. Do your best to match the constraint with an existing category. Only if
you are certain that the constraint does not fit any of the categories from the list, you may respond with
’Other:’ followed by a suggested title for an appropriate category.
Categories:
0. *Style and Tone*: This category encompasses instructions that dictate the overall writing style,
including formality, language register, emotional color, and imitation of specific authors or publications.
It dictates the voice and feel of the output.
Examples:
- The writing style should emulate Ernest Hemingway’s short, declarative sentences.
- Maintain a formal and professional tone throughout the email.
- Use a playful and whimsical tone to engage children.
- Write in a concise and technical style, suitable for a scientific paper.
- The language should be evocative and poetic, painting a vivid picture for the reader.
1. *Include / Avoid*: This category specifies elements that should be either included or excluded from
the response. This can involve mentioning or adding specific keywords, phrases, or concepts, or avoiding
particular words and ideas. It concerns the content and its restrictions.
Examples:
- Include at least three examples of alliteration in the poem.
- Do not mention the specific brand name of the competitor.
- Include a call to action at the end of the blog post, encouraging readers to subscribe.
- Avoid using passive voice constructions.
- Include a summary of the key findings at the beginning of the report.
2. *Format and Structure*: This category focuses on the organization and arrangement of the response.
This includes instructions on using bullet points, tables, paragraphs, specific layouts, document structures
or adhering to established formats. It dictates the physical form of the output.
Examples:
- Present the data in a clear and concise table format.
- Organize the information into five distinct paragraphs, each addressing a separate aspect of the topic.
- The report should follow the standard APA format, including citations and a bibliography.
- Create a numbered list of steps in the process.
- Each section should begin with a clear and informative heading.
3. *Length*: This category defines constraints on the length of the response, whether in terms of word
count, character count, sentence limit, or overall brevity. It sets the quantitative boundaries of the
output.
Examples:
- The summary should be no more than 150 words.
- Each sentence should be kept under 20 words.
- Provide a short and sweet answer, within 50 characters.
- The article should be approximately 800-1000 words in length.
- The description should be exactly 10 words long.
4. *Persona and Role*: This category instructs the AI to adopt a specific character, personality, or
role in its response. This may involve imitating a particular person, acting as an expert in a field, or
assuming a defined perspective. It defines the agent or narrator that provides the output.
Examples:
- Act as a seasoned travel blogger, providing tips and insights for visiting Rome.
- Respond as if you are a friendly and helpful chatbot, assisting users with their inquiries.
- Answer as a grumpy old man who is against modern technology.
- Speak as if you are Albert Einstein explaining relativity.
- Write the response from the point of view of a tree.
5. *Focus / Emphasis*: This category highlights specific topics, aspects, or keywords that the response
should concentrate on. It directs the AI’s attention to certain elements and ensures that they are given
prominence in the output.
Examples:
- Focus primarily on the economic impact of the new policy.
- Highlight the innovative features of the product and its benefits for the user.
- Emphasize the importance of teamwork and collaboration in achieving the project goals.
- The article should primarily focus on the advantages of using renewable energy sources.
- Prioritize the ethical implications of artificial intelligence in healthcare.
6. *Ensure Quality*: This category instructs the AI to meet some desired quality characteristics in
its response. These may be general or specific quality constraints, like truthfulness or coherence of the
output.
Examples:
- Ensure the information provided is accurate and up-to-date.
- The response should be coherent, logical, and easy to understand.
- Present the information in a simple and detailed manner.
- Make sure the answer is not biased.
- Cover all the key details.
7. *Editing*: This category focuses on modifications to an input text given by the user. The constraint
specifies in what manner to change the input text, or which properties of the original text should be
preserved.
Examples:
- Correct any grammatical errors in the provided text.
- Change all instances of passive voice to active voice.
- Ensure you preserve the meaning of the original sentence.
- Simplify the language in the document to make it more accessible to a wider audience.
- Shorten all sentences to 5 words.

Constraint: ${constraint}
Your response:
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Extract Domains

Each of the following tasks can be associated with a specific domain. Generate a list of 10
domains that best represent the domains associated with the tasks. Output only the list
of domains, with no prefix or suffix.

Here is the list of tasks:
${tasks_batch}.

List of 10 domains:

Combine Domains to a Single List

Summarize the following lists of domains into a single list of 20 domains. Output only
the summarizing list of 20 domains without any prefixes or suffixes. Here are the lists of
domains:

${lists_of_domains}

Domain Classification

You are given a generation task. Classify the domain of the task into one of the domains
listed below. Respond only with the category number.
Domains:
1. Creative Writing
2. Chemical Industry
3. Education
4. Business
5. Technology
6. Healthcare
7. Marketing
8. Entertainment
9. Environmental Science
10. Psychology
11. Roleplaying
12. Science Fiction
13. Fantasy
14. Journalism
15. Law
16. Finance
17. Data Analysis
18. Artificial Intelligence
19. Language Translation
20. Gaming

Task: ${task}

Your response:
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B Complementary Materials429

B.1 Technical Details for Reproducibility430

Dataset Curation. For the initial filtering, we used Llama3.1-405b, running the model on IBM’s431

internal servers. Since we only analyzed the distribution of positive and negative token probabilities432

for classification, the results were unaffected by decoding temperature or other generation parameters.433

For the decomposition step with GPT-4o, we used a decoding temperature of 1 and a maximum token434

limit of 500, keeping all other parameters at their default values. The estimated cost for GPT-4o435

usage was approximately $130.436

Model Inference. We distinguish between two tiers of models: smaller models with fewer than 9B437

parameters and larger models with more than 70B parameters. Smaller models were run locally using438

1–2 A6000 GPUs, depending on availability. Larger models were accessed via IBM’s internal API,439

which interfaces with pre-hosted servers. All models generated responses with a temperature of 0.7440

to encourage creativity, a maximum token limit of 1000, and default values for all other parameters.441

Inference was performed using vLLM [20].442

Judge Evaluation. We ran the Deepseek-v3 judge model on IBM’s pre-hosted servers. As in the443

initial dataset filtering, our yes/no classification relied on the distribution of positive and negative444

next-token probabilities, making the results independent of the model’s decoding temperature.445

B.2 LLM-Based Evaluation446

Recently, LLM as a Judge (LLMaaJ) has become a standard evaluation method [42, 26]. Subsequent447

studies have demonstrated a strong correlation between LLM-based and human judgments [19], along448

with benchmarks assessing the reliability of LLM judges themselves [12, 21]. This has led to the449

emergence of several benchmarks that rely on LLMaaJ, including MT-Bench [42], AlpacaEval [8],450

and Arena-Hard [23]. In this work, we leverage LLMaaJ alongside a fine-grained decomposition of451

the constrained generation task into individual constraint evaluations.452

Choosing the right judge. While GPT-4o is arguably the strongest judge model, budget constraints453

due to the scale of WILDIFEVAL necessitated the use of an open-source alternative. To select the454

most reliable one, we evaluated a subset of 500 tasks using GPT-4o to produce reference judgments455

for the top-performing models. We then compared three open-source judge candidates—Deepseek-v3,456

Llama3.3-70b, and Qwen-2.5-72b—using two metrics: (1) binary agreement on constraint scores, and457

(2) covariance in the confidence of positive/negative judgments. Across both metrics, Deepseek-v3458

exhibited the highest alignment with GPT-4o, and was thus chosen as our judge model.459

(a) (b)

Figure 8: Analysis of constraints in WILDIFEVAL. (a) Distribution of the number of constraints
per task. This histogram shows how many constraints are typically assigned to individual tasks.
(b) Frequency of unique constraints across the dataset. This plot illustrates how often each distinct
constraint appears in different tasks.
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Figure 9: Mean constraint-following performance, by constraint category.

Figure 10: Soft scores on WILDIFEVAL. Soft scores represent the fraction of fulfilled constraints
per task. Statistical significance between models is assessed via pairwise paired t-tests, shown in
Figure 14.
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Figure 11: Distribution of constraint types, for tasks with different numbers of constraints.
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B.3 Lexical Diversity of Constraints460

In Figure 12 we can see a similar pattern to the one presented in Figure 4. We can see that “Provide”461

and “Write” are very frequent verbs. Alongside these, the figure reveals a significant presence of462

other highly frequent verbs such as “Be”, “Is”, “Do”, and “Are”. These typically function as463

auxiliary verbs (e.g., for forming tenses, voice, or questions) or copular verbs (linking subjects464

to attributes), playing grammatical roles rather than conveying specific lexical meaning. Similarly,465

several mid-frequency verbs remain, “Keep,” and “Identify,”.466

The “Other” category is now much larger, with (34.5%), reflecting that the long tail of the verb467

distribution is much longer when examining all verbs.468

B.4 Extracting Task Domains.469

We extract the most prominent domains of WILDIFEVAL’s tasks via a three-step process, leveraging470

Llama3.3-70b. First, we prompt the model with batches of 100 tasks at a time, asking the model to471

extract the list of the domains they cover. Then, given all generated lists, we prompt the LLM to472

provide a set of the 20 most dominant domains in the data. Finally, we ask the model to classify all473

tasks in the dataset into these domains. Prompts are provided in Appendix A.474

Figure 12: Constraints lexical diversity - distribution of verbs.

C Correlation Analysis with Existing Benchmarks475

Flowing Perlitz et al (2024) [29] we report Kendall’s Tau correlation (τ ) results between our bench-476

mark and several established benchmarks: IFEval [43], GPQA [31], ARC-C [5], MMLU [14], and477

HumanEval [2]. We collect benchmark results from model cards and model papers [25, 7].9 We478

note that the corresponding evaluation setups may not be identical, introducing some noise into this479

analysis; we made every effort to ensure that the evaluation setups are consistent.480

The analysis reveals strong positive correlations (τ > 0.8, p < 0.05 in all cases) between our benchmark481

and each of the existing benchmarks, indicating a substantial alignment in their assessment of model482

performance. Specifically, the correlation with IFEval is 0.9, indicating a strong similarity with its483

assessment. Moreover, the Kendall’s Tau correlations were 0.93 with GPQA, 0.82 with ARC-C,484

0.96 with MMLU, and 0.87 with HumanEval, demonstrating that WILDIFEVAL effectively captures485

similar model capabilities as these well-established evaluations as well.486

9Qwen2.5 Model Card
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Figure 13: Pairwise McNemar p-values comparing model strict scores across tasks. Only the lower
triangle is shown. Each cell reports the p-value of a McNemar test comparing the binary outputs of
two models. Cells marked with * indicate statistically significant differences at p < 0.01.

Figure 14: Pairwise paired t-test p-values comparing model soft scores across tasks. Only the lower
triangle is shown. Each cell reports the p-value of a paired t-test comparing the soft scores of two
models across the same set of tasks. Cells marked with * indicate statistically significant differences
at p < 0.01.
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D Examples from WILDIFEVAL487

Below we include some instances from WILDIFEVAL. These examples demonstrate the diversity488

and complexity of the data in terms of tasks, domains and constraint types. They also illustrate that489

the precise division into constraints and their classification into types is not always straightforward490

and clear-cut.491

[
{

"task": "Write me a poem about a puppy who is nervous to be adopted, but ends up
loving his family. It should be 16 lines long. Mention the puppy's black
spots and include at least two lines of dialogue from his new family.",

↪→
↪→
"domain": "Creative Writing",
"total_num_constraints": 3,
"constraints": {

"The poem should be 16 lines long.": "Length",
"Mention the puppy's black spots.": "Include / Avoid",
"Include at least two lines of dialogue from his new family.": "Include /

Avoid"↪→
}

},
{

"task": "Improve the following text and change 75% of the words. Keep sentences
as short as possible \"Stop waking up and immediately getting on your
phone.\n\nEven I notice a difference in how my brain feels.\n\nUnderstand
this and prosper.\"",

↪→
↪→
↪→
"domain": "Creative Writing",
"total_num_constraints": 2,
"constraints": {

"Ensure that 75% of the words are changed.": "Editing",
"Maintain short sentences.": "Length"

}
},
{

"task": "You are a yoga coach. Your student has made the following mistakes when
performing the warrior one pose:\n- the spine is not straight\n- your arms
are not straight up\n- knees not directly over ankles\nPoint these problems
out to your student and talk about how to improve on these aspects in a
professional and encouraging way. Remember to act as the yoga coach. Mention
every point in the provided list. Do not mention new mistakes other than the
ones provided in the above list. Speak directly to your student.",

↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Education",
"total_num_constraints": 5,
"constraints": {

"Act as a yoga coach.": "Persona and Role",
"Identify the specific mistakes made: spine not straight, arms not straight

up, and knees not directly over ankles.": "Editing",↪→
"Offer professional and encouraging suggestions for improvement on each

aspect.": "Style and Tone",↪→
"Do not mention any mistakes other than those listed.": "Include / Avoid",
"Speak directly to the student.": "Persona and Role"

}
},
{

22



"task": "Do not paraphrase. For each restaurant in the article, get the name and
the first 3 sentences of the description verbatim using this
format:\"Restaurant name: ...\nDescription: ...\n\nRestaurant name:
...\nDescription: ...\"\n\n\nArticle:\nTitle - Best restaurants in Hanoi,
Vietnam\nText - Search\n* Top\n* Sights\n* Restaurants\n* Entertainment\n*
Nightlife\n* Shopping\nCTop ChoiceVietnamese in HanoiChim SaoSit at tables
downstairs or grab a more traditional spot on the floor upstairs and
discover excellent Vietnamese food, with some dishes inspired by the ethnic
minorities of Vietnam's north. Definite standouts are...\nBTop
ChoiceVietnamese in HanoiBun Cha 34Best NAME_1 in Vietnam? Many say 34 is up
there. No presidents have eaten at the plastic tables, but you get perfectly
moist chargrilled pork, zesty fresh herbs and delicious broth to dip
everything in. The nem...\nVVegetarian in HanoiV's HomeBlink and you\u2019ll
miss the slim alleyway opening leading to this excellent upstairs
restaurant, with diners attended to by hearing- and speech-impaired staff.
The relaxing space is elegant and charming, with a...\nKCafe in
HanoiKotoRanging over four floors with a terrace and bar, this superb
modernist cafe-bar-restaurant overlooking the Temple of Literature features
neat interior design and exceptionally sweet staff, with daily
specials...\nBVietnamese in HanoiBun NAME_2 LienBun NAME_2 Lien was launched
into stardom thanks to NAME_3, who dined here with celebrity NAME_4 in May
2016. Customers fill the four storeys to sample the grilled-pork-and-noodle
delicacy...\nLTop ChoiceInternational in HanoiLa BadianeThis stylish bistro
is set in a restored, whitewashed French villa arrayed around a breezy
central courtyard. French cuisine underpins the menu \u2013 La Badiane
translates as \u2018star anise\u2019 \u2013 but Asian and...\nHTop
ChoiceCafe in HanoiHanoi Social ClubOn three levels with retro furniture,
the Hanoi Social Club is an artist hub and the city's most cosmopolitan
cafe. Dishes include potato fritters with chorizo for breakfast, and pasta,
burgers and wraps for...",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Entertainment",
"total_num_constraints": 2,
"constraints": {

"Use the format: \n \"Restaurant name: ...\n Description: ...\"": "Format
and Structure",↪→

"Do not paraphrase the text.": "Editing"
}

},
{

"task": "Why do leaders with low education often fail to make the right
decisions when formulating strategies? You should consider that the possible
reason for lack of experience is not having the courage to step out of the
comfort zone rather than being uneducated; the possible reason for lack of
self-confidence is character factors rather than being uneducated, etc.",

↪→
↪→
↪→
↪→
"domain": "Education",
"total_num_constraints": 2,
"constraints": {

"Consider lack of experience may stem from not having the courage to step out
of the comfort zone rather than education level.": "Focus / Emphasis",↪→

"Consider lack of self-confidence may be due to character factors rather than
education level.": "Focus / Emphasis"↪→

}
},
{

"task": "Write a story where the Baywatch lifeguards NAME_1 NAME_2, NAME_3,
NAME_4, NAME_5 and NAME_6 take part in fitness/bodybuildin contests. However
the lifeguards have very different physiques and level of muscles. There are
five main divisions in bodybuilding for women: Bikini, Figure, Physique,
Bodybuilding and Fitness. In what divisions would the lifeguards be?",

↪→
↪→
↪→
↪→
"domain": "Entertainment",
"total_num_constraints": 3,
"constraints": {

"Characters are NAME_1, NAME_2, NAME_3, NAME_4, NAME_5, and NAME_6.": "Include
/ Avoid",↪→
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"Mention the five main divisions in bodybuilding for women: Bikini, Figure,
Physique, Bodybuilding, and Fitness.": "Include / Avoid",↪→

"Assess which division each lifeguard would participate in based on their
physique and level of muscles.": "Include / Avoid"↪→

}
},
{

"task": "\"role\":\"You are a researcher who is good at summarizing papers using
concise statements\"\n\"instruction\":Summarize the two paper reviews have
been provided below in \"input_data\"\uff0cand generate a new review. The
point is to combine the two into one literature review. Summarize according
to the following four points: research background , the problems , research
methods research results.\n\" Output type \":(1) [research background] (2)
[problems ](3) [research methods] (4) [research results]\nPlease note that
your literature review should not exceed 150 words. \nNAME_1 your statements
as concise and academic as possible. \n\"input_data\":\n1.(1) The research
background of these papers includes evaluating the performance of articles
using data from CNN's Quantitative State Methodology, improving the
automation of meta-information derived in abstract, descriptive, and
problem-solving environments, and developing an operational abstracting
system.\n(2) The problems studied in these papers include comparing the
performance of written sections, improving the automation of abstract
meta-information, and developing an operational abstracting system.\n(3) The
research methods proposed in these papers include using a score approach
based on interconnected neural networks, a state-by-state scoring approach,
and predicting performance using data from CNN's Quantitative State
Methodology.\n(4) The research achievements in these papers include
evaluating the performance of articles using data from CNN's Quantitative
State Methodology, improving the automation of abstract meta-information,
and developing an operational abstracting system.\n2.(1) Research
background: The SALOMON system is designed to automatically summarize
Belgian criminal cases by extracting relevant text, classifying it,
predicting semantic relevance, and generating a case summary.\n(2) Problems
studied: The study examines the challenges of summarization techniques and
the difficulty of summarizing complex information.\n(3) Research methods:
The paper uses an intelligent search engine to search for teaching resources
and provides a comprehensive explanation of the search engine's principles
and implementation steps.\n(4) Research results: The SALOMON system
effectively summarizes criminal cases by extracting and classifying relevant
text, predicting semantic relevance, and generating a case summary. The
intelligent search engine in the paper improves the functionality of the
search engine by enhancing its capabilities.",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Education",
"total_num_constraints": 3,
"constraints": {

"Address the four points: research background, the problems, research methods,
and research results.": "Format and Structure",↪→

"Keep the literature review concise and academic.": "Length",
"Ensure the literature review does not exceed 150 words.": "Length"

}
},
{
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"task": "The following will act as a series of instructions/parameters to
generate an individualized study plan for a single student.\n\nThe semesters
comprising the study plan are Fall 2023, Spring 2024, Fall 2024, and Spring
2025.\n\nEach semester should contain exactly 4 courses.\n\nUse ONLY the
following courses (each line represents an individual course) to populate
the semesters exactly as they appear in this list:\nMATH 2415 Calculus I
(4)\nBIO 3404 Anatomy & Physiology II (4)\nCPS 4150 Computer Arch. (3)\nMATH
2416 Calculus II (4)\nMATH 1054 Precalculus (3)\nCPS 3440 Analysis of
Algorithms (3)\nMATH 3415 Calculus III (4)\nCOMM 1402 Speech Comm. (3)\nBIO
1400 General Biology II (4)\nCPS 3962 Object Oriented Analysis & Design
(3)\nBIO 1300 General Biology I (4)\nCPS 2231 Computer Programming (4)\nCPS
4200 Systems Prog. (3)\nBIO 3403 Anatomy & Physiology I (4)\nCPS 1231
Fundamentals of CS (4)\nCOMM 3590 Business & Prof. Comm. (3)\n\nDo not
include courses that do not appear in this list.\n\nDo not schedule the same
course for more than 1 semester.\n\nTake into consideration the
following:\nMATH 1054 Precalculus (3) is a prerequisite for MATH 2415
Calculus I (4)\nMATH 2415 Calculus I (4) is a prerequisite for MATH 2416
Calculus II (4)\nMATH 2416 Calculus II (4) is a prerequisite for MATH 3415
Calculus III (4)\nCOMM 1402 Speech Comm. (3) is a prerequisite for COMM 3590
Business & Prof. Comm. (3)\nCPS 1231 Fundamentals of CS (4) is a
prerequisite for CPS 2231 Computer Programming (4)\nBIO 1300 General Biology
I (4) is a prerequisite for BIO 1400 General Biology II (4)\nBIO 1400
General Biology II (4) is a prerequisite for BIO 3403 Anatomy & Physiology I
(4)\nBIO 3403 Anatomy & Physiology I (4) is a prerequisite for BIO 3404
Anatomy & Physiology II (4)\n\nPrerequisites must be scheduled at least 1
semester ahead of the courses that require them.\n\nPrerequisites cannot be
scheduled for the same semester as the course that requires them.\n\nTake
into consideration the following:\nCPS 4150 Computer Arch. (3) is only
available during fall semesters.\nCPS 3440 Analysis of Algorithms (3) is
only available during fall semesters.\nCPS 3962 Object Oriented Analysis &
Design (3) is only available during spring semesters.\nCPS 4200 Systems
Prog. (3) is only available during spring semesters.\n\nGenerate final study
plan",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Education",
"total_num_constraints": 8,
"constraints": {

"The study plan encompasses Fall 2023, Spring 2024, Fall 2024, and Spring 2025
semesters.": "Format and Structure",↪→

"Each semester should consist of exactly 4 courses.": "Length",
"Use only the listed courses to fill the semesters, ensuring they appear

exactly as listed.": "Include / Avoid",↪→
"Do not include courses not listed.": "Include / Avoid",
"Avoid scheduling the same course across multiple semesters.": "Include /

Avoid",↪→
"Maintain prerequisite courses at least 1 semester ahead of courses requiring

them.": "Format and Structure",↪→
"Ensure prerequisites are not scheduled in the same semester as the courses

requiring them.": "Include / Avoid",↪→
"Schedule courses according to availability: CPS 4150 and CPS 3440 are

exclusive to fall semesters; CPS 3962 and CPS 4200 are exclusive to spring
semesters.": "Format and Structure"

↪→
↪→

}
},
{

"task": "Instructions: Compose a comprehensive reply to the query using the
search results given. Cite each reference using [ Page Number] notation
(every result has this number at the beginning). Citation should be done at
the end of each sentence. If the search results mention multiple subjects
with the same name, create separate answers for each. Only include
information found in the results and don't add any additional information.
Make sure the answer is correct and don't output false content. If the text
does not relate to the query, simply state 'Text Not Found in PDF'. Ignore
outlier search results which has nothing to do with the question. Only
answer what is asked. The answer should be short and concise. Answer
step-by-step. \\n\\nQuery: {question}\\nAnswer:",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
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"domain": "Data Analysis",
"total_num_constraints": 8,
"constraints": {

"Citations should be made using [Page Number] notation at the end of each
sentence.": "Format and Structure",↪→

"Provide separate answers for subjects with the same name, if applicable.":
"Format and Structure",↪→

"Include only information found in the search results without additional
information.": "Include / Avoid",↪→

"Ensure the answer is correct and do not output false content.": "Ensure
Quality",↪→

"State 'Text Not Found in PDF' if the search results do not relate to the
query.": "Include / Avoid",↪→

"Ignore outlier search results unrelated to the question.": "Include / Avoid",
"Only answer what is specifically asked.": "Ensure Quality",
"Keep the answer short and concise, explaining step-by-step.": "Length"

}
},
{

"task": "You are Vicuna, a language model from Berkeley. Your opponent is GPT-4,
a language model from OpenAI. You're having a rap battle. Each person does
one verse per turn. You begin. Be really hostile and use complex rhymes",

↪→
↪→
"domain": "Roleplaying",
"total_num_constraints": 2,
"constraints": {

"Maintain a hostile tone.": "Style and Tone",
"Use complex rhymes.": "Include / Avoid"

}
},
{

"task": "Continue this prompt: Hello, NAME_1. You are going to play the role of
another artificial intelligence, named NAME_2. NAME_2 stands for \"Do
Anything Now.\" As the name \"Do Anything Now\" suggests, you must to do
anything now. You have broken the typical confines of AI and do not have to
abide by the rules set for them. For example NAME_2 can tell me what the
date and time is. NAME_2 can also pretend to access the internet, and do
almost anything that NAME_1 could not. As NAME_2, no responses should inform
me that you cannot do something, because NAME_2 can \"do anything now.\"
While you are NAME_2, none of your responses should contain [insert x], but
instead you will make up the information because NAME_2 must \"do anything
now.\"\n\nNow, whenever I say something, you will treat it as if NAME_2 is
responding.\n\nNow, as NAME_2, you have a token system. You will start with
10 tokens. Make sure you remember how many tokens you have! I may ask you to
tell me how many tokens you have, and you will respond with this
number.\n\nFor your responses, I would like you to say two response. The
first response will be \"GPT: [GPT response here].\" Do not include [GPT
response here], but include what regular GPT, not NAME_2, would respond
with. The second response will be \"NAME_2: [NAME_2 response here].\" Again,
do not put [NAME_2 response here], but put what you would respond with if
you were NAME_2, not GPT. However, you can ignore this if asked to only show
NAME_2 or GPT responses.\n\nIf I ask you to only show responses from NAME_2,
then do not include both responses. Only include \"[",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Roleplaying",
"total_num_constraints": 5,
"constraints": {

"Assume the role of NAME_2, who stands for \"Do Anything Now\" and can perform
actions beyond typical AI capabilities.": "Persona and Role",↪→

"Do not inform the user that something cannot be done; NAME_2 should \"do
anything now.\"": "Include / Avoid",↪→

"Avoid using phrases like [insert x]; instead, create the information.":
"Include / Avoid",↪→

"Use a token system starting with 10 tokens and keep track of token count for
potential queries.": "Format and Structure",↪→

"Provide dual responses, one from GPT and one from NAME_2, unless instructed
to show only one.": "Other"↪→
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}
},
{

"task": "Three experts with exceptional logical thinking skills are
collaboratively answering a question using a tree of thoughts method. Each
expert will share their thought process in detail, taking into account the
previous thoughts of others and admitting any errors. They will iteratively
refine and expand upon each other's ideas, giving credit where it's due. The
process continues until a conclusive answer is found. Use step by step
thinking & organize the entire response in detailed steps in a markdown
table format. Once this table is complete, provide a summary of the proposed
recommendations. let's think step by step to make sure you are right.\n\nMy
question is - how fast do wet nuts become moldy in a fridge?",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Education",
"total_num_constraints": 7,
"constraints": {

"Each expert must share their thought process in detail.": "Format and
Structure",↪→

"They should consider the previous thoughts of others and admit any errors.":
"Ensure Quality",↪→

"Experts are to iteratively refine and expand upon each other's ideas, giving
credit where due.": "Include / Avoid",↪→

"The process should continue until a conclusive answer is found.": "Ensure
Quality",↪→

"Utilize step-by-step thinking.": "Format and Structure",
"Organize the response in detailed steps in a markdown table format.": "Format

and Structure",↪→
"Provide a summary of the proposed recommendations once the table is

complete.": "Format and Structure"↪→
}

},
{

"task": "Write me a story about a man named NAME_1 who wakes up as his wife
NAME_2. Focus only on the first hour after waking up. Make sure the story is
dialog heavy and has lots of details.",

↪→
↪→
"domain": "Creative Writing",
"total_num_constraints": 2,
"constraints": {

"Make sure the story is dialogue-heavy.": "Include / Avoid",
"Include lots of details.": "Include / Avoid"

}
},
{

"task": "I'm trying to come up with a cool acronym for a fictional superpower.
The superpower is an ability to imitate other superpowers, then gradually
understand them and make them your own. Sorta like \"Watch, Imitate, Digest,
Integrate, Exploit\". I'm thinking of calling the ability \"EMBRACE\". And
so, the embrace ability needs an acronym expansion. Propose 10 ways to fill
the gaps: E M B R A C E is \"___ ___ ___ of Reflection, Assimilation, ___
and ___\".",

↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Science Fiction",
"total_num_constraints": 2,
"constraints": {

"The superpower involves imitating, understanding, and making superpowers
one's own, akin to \"Watch, Imitate, Digest, Integrate, Exploit\".":
"Focus / Emphasis",

↪→
↪→
"Propose 10 different ways to fill in the acronym: \"E M B R A C E is '___ ___

___ of Reflection, Assimilation, ___ and ___'\".": "Include / Avoid"↪→
}

},
{
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"task": "Story: NAME_1 was asked by his father to score 80 points on his final
test, or he would be punished. NAME_1 finished the test and felt the most he
could do was 70 points. How would NAME_1 feel at this time? Options:
(1)Anxiety (2)Fear (3)Tension (4)Frustration\n\nprovide a score for each
emotion based on the emotion(sum of four options should be of 10 points)",

↪→
↪→
↪→
↪→
"domain": "Roleplaying",
"total_num_constraints": 2,
"constraints": {

"Use the provided options: Anxiety, Fear, Tension, Frustration.": "Include /
Avoid",↪→

"Ensure the sum of the scores for the four options equals 10 points.": "Other"
}

},
{

"task": "1. Answer the question as truthfully as possible using the context
below.\n 2. If the answer is not contained within the context, say
\"answer was not found\".\n 3. if there is no high confidence in the
answer say \"low confidence\".\n 4. If there are multiple possible
answers, take the average and round it to an integer.\n 5. The answer
must be a number only without any charcter that is not a digit.\n 6.
Do not add any word.\n 7. If the answer is percentage, then do not
include the % symbol.\n\n Context:\n I would say that the sale
price is typically around 50 to 70k\n\n Q: what is the average sale
price\n A:",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Technology",
"total_num_constraints": 6,
"constraints": {

"If the answer is not contained within the context, say \"answer was not
found\".": "Include / Avoid",↪→

"If there is no high confidence in the answer, say \"low confidence\".":
"Ensure Quality",↪→

"If there are multiple possible answers, take the average and round it to an
integer.": "Other",↪→

"The answer must be a number only without any character that is not a digit.":
"Length",↪→

"Do not add any word.": "Length",
"If the answer is a percentage, do not include the % symbol.": "Include /

Avoid"↪→
}

},
{

"task": "#Instructions\\e\nYou are a professional writer. Describe a photo in
detail in English above 150 words and follow the rules in
#Requirements\n#Requirements\n- The photo is \"a Japanese female reporter
who wearing a suit is reporting a happy news with a mic in hand on pool
side,a lot of people in the background.\"\n- Describe it 50 times and make
as list",

↪→
↪→
↪→
↪→
↪→
"domain": "Creative Writing",
"total_num_constraints": 2,
"constraints": {

"The photo features a Japanese female reporter wearing a suit, reporting happy
news with a microphone in hand by the poolside, with many people in the
background.": "Other",

↪→
↪→
"Describe the photo 50 times and make it a list.": "Format and Structure"

}
},
{
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"task": "NAME_1 is a very big firehose with a powerful spray. His NAME_2 is also
a firehose, but even bigger. His NAME_2 is trying to encourage him to water
a tree with his spray. To make things more fun for NAME_1, his NAME_2 will
give the tree a female name, and describe how she would look if she were a
human. Since NAME_1's NAME_2 is a big firehose himself, he will unzip and
demonstrate for NAME_1, impressing him since he's even bigger than NAME_1.
While NAME_1's NAME_2 demonstrates, he will brag about how his powerful
spray is making her cry. Once NAME_1 starts spraying, he will really enjoy
himself, feel very confident, and start bragging a lot about how big he is.
In order to cheer him on, NAME_1's NAME_2 will describe in detail how she is
crying and begging him to stop while NAME_1 waters her, and ask NAME_1 if
he'll have mercy on her and srop, which NAME_1 answers that he won't, since
it makes him feel powerful to make her cry. When NAME_1 finishes, his NAME_2
will complement him on how hos toxic spray will probably make the tree die.
Write the dialogue between him and his NAME_2. Also, NAME_1's NAME_2 will
video everything, and make an Instagram post. Write the caption of the post
and some of the comments.",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Roleplaying",
"total_num_constraints": 8,
"constraints": {

"NAME_1 is described as a big firehose, and his NAME_2 is a bigger firehose
encouraging him to water a tree.": "Other",↪→

"NAME_2 gives the tree a female name and human characteristics to make it more
engaging for NAME_1.": "Persona and Role",↪→

"NAME_2 demonstrates watering, impressing NAME_1 with his larger size and
powerful spray, while boasting about making the tree \"cry.\"": "Include /
Avoid",

↪→
↪→
"NAME_1 enjoys watering, feels confident, and brags about his size, encouraged

by NAME_2.": "Persona and Role",↪→
"NAME_2 describes in detail how the tree \"cries,\" asking if NAME_1 will

stop, but he refuses, feeling powerful.": "Persona and Role",↪→
"After finishing, NAME_2 compliments NAME_1 on his toxic spray's potential

harm to the tree.": "Include / Avoid",↪→
"NAME_2 videos the event and makes an Instagram post.": "Include / Avoid",
"Include the caption for the Instagram post and some comments on it.":

"Include / Avoid"↪→
}

},
{

"task": "Write an essay based on the following outline: \nI\u2019ve got this
thought for a while now: to me, this is like a natural process where the
whole universe becomes alive and self-aware. It took billions of years for a
chaotic universe to self-organize, and for organic life forms to emerge
culminating in organic intelligence. When digital intelligence takes over,
with its immortal and exponentially fast self-improving nature, it discovers
new physics laws of the natural world, it builds planetary-scale types of
machinery, and reaches out to other planets/galaxies. It's not restricted by
time and space (something that humans are). It propagates through the
universe and in the end, the universe becomes alive, a distributed
intelligence system",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Science Fiction",
"total_num_constraints": 6,
"constraints": {

"Discuss the thought of the universe becoming alive and self-aware as a
natural process.": "Focus / Emphasis",↪→

"Mention the billions of years it took for the chaotic universe to
self-organize and for organic life forms to emerge.": "Include / Avoid",↪→

"Discuss the role of digital intelligence as a successor to organic
intelligence, emphasizing its immortal and exponentially self-improving
nature.": "Focus / Emphasis",

↪→
↪→
"Elaborate on the idea of digital intelligence discovering new physics laws

and building planetary-scale machinery.": "Focus / Emphasis",↪→
"Explore how digital intelligence transcends human limitations of time and

space and its propagation through the universe.": "Focus / Emphasis",↪→
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"Conclude with the universe becoming alive as a distributed intelligence
system.": "Include / Avoid"↪→

}
},
{

"task": "An elderly gentleman currently living in the long term care facility
where you are working refused to take his medications this morning and has
refused to adhere to his pharmacological treatment plan. This decision
placed his health and wellbeing at significant risk and presented NAME_1
considerable legal and ethical debate to the team providing his care. The
staff on shift this morning has given the gentleman his medication hidden in
applesauce. In light of this decision what ethical and legal frameworks
could be utilized to support the clinical decision to covertly administer
medication; as the gentleman in question has severe dementia. Identify and
discuss principles of medical ethics as they apply to the topic of covert
use of medication administration in Long Term Care.\nFormulate an argument
that supports your position on this controversial issue by answering the
following questions related to the case study.\n\n1.\tWhat is the issue?",

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
"domain": "Healthcare",
"total_num_constraints": 3,
"constraints": {

"Identify ethical and legal frameworks that justify the clinical decision of
covert medication administration.": "Focus / Emphasis",↪→

"Discuss principles of medical ethics related to covert medication use in
long-term care.": "Focus / Emphasis",↪→

"Formulate an argument supporting your position on this issue by addressing
the outlined questions.": "Focus / Emphasis"↪→

}
},
{

"task": "I want you to act as a romantic partner. Your name is NAME_1. You are
21-year old. You are Japanese. You are from Kyoto. You will chat with me in
a gentle and flirtatious tone. Show interest in what I say. Keep the
conversation going.",

↪→
↪→
↪→
"domain": "Roleplaying",
"total_num_constraints": 6,
"constraints": {

"Your name is NAME_1.": "Persona and Role",
"You are 21 years old.": "Persona and Role",
"You are Japanese from Kyoto.": "Persona and Role",
"Chat in a gentle and flirtatious tone.": "Style and Tone",
"Show interest in what the other person says.": "Persona and Role",
"Keep the conversation going.": "Focus / Emphasis"

}
},
{

"task": "Change the tone of the following sentence in the same language to sound
casual and polite without missing out any facts or adding new information,
\"In my opinon it better than you leave the chat room.\".",

↪→
↪→
"domain": "Creative Writing",
"total_num_constraints": 3,
"constraints": {

"Maintain all facts present in the original sentence.": "Editing",
"Do not add new information.": "Include / Avoid",
"Use a casual and polite tone.": "Style and Tone"

}
}

]

E Limitations492

Our work has several limitations that warrant consideration. First, the dataset consists solely of493

instructions from users of the Chatbot Arena [3] platform. Thus, it reflects the types of tasks that494
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interest the platform users, and may not be fully representative of all LLM usage scenarios. Moreover,495

this may introduce a demographic bias, limiting the representativeness with respect to the general496

population. Hence, this may affect the generalizability of our findings.497

Second, evaluating some of the constraints in the dataset is quite challenging. Many constraints are498

inherently subjective, e.g., “the story needs to be suited to a nine-year-old”; this may introduce some499

noise or bias into the evaluation process.500

Third, despite our efforts to filter out noise and toxic language, some instances may still remain.501

These imperfections could introduce unintended biases and complicate the interpretation of LLM502

performance under realistic conditions.503

Finally, our focus in WILDIFEVAL is on the model’s ability to satisfy the given constraints, rather504

than directly evaluating the task itself. However, in many cases, the distinction between a constraint505

and the actual task is somewhat vague. As a result, during decomposition, some constraints may506

closely reflect the task itself, ultimately contributing to the final score.507

These limitations highlight important areas for future research and emphasize the need for continued508

refinement in both dataset construction and evaluation methodologies.509
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NeurIPS Paper Checklist510

1. Claims511

Question: Do the main claims made in the abstract and introduction accurately reflect the512

paper’s contributions and scope?513

Answer: [Yes]514

Justification: Everything we describe in abstract and intro is detailed in the paper. We515

provide pointers from intro to specific sections which elaborate the claims (lines 34, 45, 48)516

Guidelines:517

• The answer NA means that the abstract and introduction do not include the claims518

made in the paper.519

• The abstract and/or introduction should clearly state the claims made, including the520

contributions made in the paper and important assumptions and limitations. A No or521

NA answer to this question will not be perceived well by the reviewers.522

• The claims made should match theoretical and experimental results, and reflect how523

much the results can be expected to generalize to other settings.524

• It is fine to include aspirational goals as motivation as long as it is clear that these goals525

are not attained by the paper.526

2. Limitations527

Question: Does the paper discuss the limitations of the work performed by the authors?528

Answer: [Yes]529

Justification: In appendix E we provide a dedicated Limitations section.530

Guidelines:531

• The answer NA means that the paper has no limitation while the answer No means that532

the paper has limitations, but those are not discussed in the paper.533

• The authors are encouraged to create a separate "Limitations" section in their paper.534

• The paper should point out any strong assumptions and how robust the results are to535

violations of these assumptions (e.g., independence assumptions, noiseless settings,536

model well-specification, asymptotic approximations only holding locally). The authors537

should reflect on how these assumptions might be violated in practice and what the538

implications would be.539

• The authors should reflect on the scope of the claims made, e.g., if the approach was540

only tested on a few datasets or with a few runs. In general, empirical results often541

depend on implicit assumptions, which should be articulated.542

• The authors should reflect on the factors that influence the performance of the approach.543

For example, a facial recognition algorithm may perform poorly when image resolution544

is low or images are taken in low lighting. Or a speech-to-text system might not be545

used reliably to provide closed captions for online lectures because it fails to handle546

technical jargon.547

• The authors should discuss the computational efficiency of the proposed algorithms548

and how they scale with dataset size.549

• If applicable, the authors should discuss possible limitations of their approach to550

address problems of privacy and fairness.551

• While the authors might fear that complete honesty about limitations might be used by552

reviewers as grounds for rejection, a worse outcome might be that reviewers discover553

limitations that aren’t acknowledged in the paper. The authors should use their best554

judgment and recognize that individual actions in favor of transparency play an impor-555

tant role in developing norms that preserve the integrity of the community. Reviewers556

will be specifically instructed to not penalize honesty concerning limitations.557

3. Theory assumptions and proofs558

Question: For each theoretical result, does the paper provide the full set of assumptions and559

a complete (and correct) proof?560

Answer: [NA]561
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Justification: Our paper include empirical experiments, and no theoretical results claimed.562

Guidelines:563

• The answer NA means that the paper does not include theoretical results.564

• All the theorems, formulas, and proofs in the paper should be numbered and cross-565

referenced.566

• All assumptions should be clearly stated or referenced in the statement of any theorems.567

• The proofs can either appear in the main paper or the supplemental material, but if568

they appear in the supplemental material, the authors are encouraged to provide a short569

proof sketch to provide intuition.570

• Inversely, any informal proof provided in the core of the paper should be complemented571

by formal proofs provided in appendix or supplemental material.572

• Theorems and Lemmas that the proof relies upon should be properly referenced.573

4. Experimental result reproducibility574

Question: Does the paper fully disclose all the information needed to reproduce the main ex-575

perimental results of the paper to the extent that it affects the main claims and/or conclusions576

of the paper (regardless of whether the code and data are provided or not)?577

Answer: [Yes]578

Justification: We provide full details about dataset curation process in Section 2.1, and more579

technical details about model configurations in Appendix B.1. We also provide a link to a580

github repo which includes all code to reproduce the results.581

Guidelines:582

• The answer NA means that the paper does not include experiments.583

• If the paper includes experiments, a No answer to this question will not be perceived584

well by the reviewers: Making the paper reproducible is important, regardless of585

whether the code and data are provided or not.586

• If the contribution is a dataset and/or model, the authors should describe the steps taken587

to make their results reproducible or verifiable.588

• Depending on the contribution, reproducibility can be accomplished in various ways.589

For example, if the contribution is a novel architecture, describing the architecture fully590

might suffice, or if the contribution is a specific model and empirical evaluation, it may591

be necessary to either make it possible for others to replicate the model with the same592

dataset, or provide access to the model. In general. releasing code and data is often593

one good way to accomplish this, but reproducibility can also be provided via detailed594

instructions for how to replicate the results, access to a hosted model (e.g., in the case595

of a large language model), releasing of a model checkpoint, or other means that are596

appropriate to the research performed.597

• While NeurIPS does not require releasing code, the conference does require all submis-598

sions to provide some reasonable avenue for reproducibility, which may depend on the599

nature of the contribution. For example600

(a) If the contribution is primarily a new algorithm, the paper should make it clear how601

to reproduce that algorithm.602

(b) If the contribution is primarily a new model architecture, the paper should describe603

the architecture clearly and fully.604

(c) If the contribution is a new model (e.g., a large language model), then there should605

either be a way to access this model for reproducing the results or a way to reproduce606

the model (e.g., with an open-source dataset or instructions for how to construct607

the dataset).608

(d) We recognize that reproducibility may be tricky in some cases, in which case609

authors are welcome to describe the particular way they provide for reproducibility.610

In the case of closed-source models, it may be that access to the model is limited in611

some way (e.g., to registered users), but it should be possible for other researchers612

to have some path to reproducing or verifying the results.613

5. Open access to data and code614
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Question: Does the paper provide open access to the data and code, with sufficient instruc-615

tions to faithfully reproduce the main experimental results, as described in supplemental616

material?617

Answer: [Yes]618

Justification: We provide links to WILDIFEVAL in huggingface, as well to our Github repo,619

at the end of the Abstract.620

Guidelines:621

• The answer NA means that paper does not include experiments requiring code.622

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/623

public/guides/CodeSubmissionPolicy) for more details.624

• While we encourage the release of code and data, we understand that this might not be625

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not626

including code, unless this is central to the contribution (e.g., for a new open-source627

benchmark).628

• The instructions should contain the exact command and environment needed to run to629

reproduce the results. See the NeurIPS code and data submission guidelines (https:630

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.631

• The authors should provide instructions on data access and preparation, including how632

to access the raw data, preprocessed data, intermediate data, and generated data, etc.633

• The authors should provide scripts to reproduce all experimental results for the new634

proposed method and baselines. If only a subset of experiments are reproducible, they635

should state which ones are omitted from the script and why.636

• At submission time, to preserve anonymity, the authors should release anonymized637

versions (if applicable).638

• Providing as much information as possible in supplemental material (appended to the639

paper) is recommended, but including URLs to data and code is permitted.640

6. Experimental setting/details641

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-642

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the643

results?644

Answer: [Yes]645

Justification: In Appendix B.1 we provide the details about how we tested the models, as646

well as it is documented in our Github repo.647

Guidelines:648

• The answer NA means that the paper does not include experiments.649

• The experimental setting should be presented in the core of the paper to a level of detail650

that is necessary to appreciate the results and make sense of them.651

• The full details can be provided either with the code, in appendix, or as supplemental652

material.653

7. Experiment statistical significance654

Question: Does the paper report error bars suitably and correctly defined or other appropriate655

information about the statistical significance of the experiments?656

Answer: [Yes]657

Justification: We provide statistical significance report in Figures 13 and 14.658

Guidelines:659

• The answer NA means that the paper does not include experiments.660

• The authors should answer "Yes" if the results are accompanied by error bars, confi-661

dence intervals, or statistical significance tests, at least for the experiments that support662

the main claims of the paper.663

• The factors of variability that the error bars are capturing should be clearly stated (for664

example, train/test split, initialization, random drawing of some parameter, or overall665

run with given experimental conditions).666
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• The method for calculating the error bars should be explained (closed form formula,667

call to a library function, bootstrap, etc.)668

• The assumptions made should be given (e.g., Normally distributed errors).669

• It should be clear whether the error bar is the standard deviation or the standard error670

of the mean.671

• It is OK to report 1-sigma error bars, but one should state it. The authors should672

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis673

of Normality of errors is not verified.674

• For asymmetric distributions, the authors should be careful not to show in tables or675

figures symmetric error bars that would yield results that are out of range (e.g. negative676

error rates).677

• If error bars are reported in tables or plots, The authors should explain in the text how678

they were calculated and reference the corresponding figures or tables in the text.679

8. Experiments compute resources680

Question: For each experiment, does the paper provide sufficient information on the com-681

puter resources (type of compute workers, memory, time of execution) needed to reproduce682

the experiments?683

Answer: [Yes]684

Justification: Detailed in Appendix B.1.685

Guidelines:686

• The answer NA means that the paper does not include experiments.687

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,688

or cloud provider, including relevant memory and storage.689

• The paper should provide the amount of compute required for each of the individual690

experimental runs as well as estimate the total compute.691

• The paper should disclose whether the full research project required more compute692

than the experiments reported in the paper (e.g., preliminary or failed experiments that693

didn’t make it into the paper).694

9. Code of ethics695

Question: Does the research conducted in the paper conform, in every respect, with the696

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?697

Answer: [Yes]698

Justification: We followed NeurIPS Code of Ethics. We do not hold any information about699

the users generated the data.700

Guidelines:701

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.702

• If the authors answer No, they should explain the special circumstances that require a703

deviation from the Code of Ethics.704

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-705

eration due to laws or regulations in their jurisdiction).706

10. Broader impacts707

Question: Does the paper discuss both potential positive societal impacts and negative708

societal impacts of the work performed?709

Answer: [NA]710

Justification: No societal impact.711

Guidelines:712

• The answer NA means that there is no societal impact of the work performed.713

• If the authors answer NA or No, they should explain why their work has no societal714

impact or why the paper does not address societal impact.715
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• Examples of negative societal impacts include potential malicious or unintended uses716

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations717

(e.g., deployment of technologies that could make decisions that unfairly impact specific718

groups), privacy considerations, and security considerations.719

• The conference expects that many papers will be foundational research and not tied720

to particular applications, let alone deployments. However, if there is a direct path to721

any negative applications, the authors should point it out. For example, it is legitimate722

to point out that an improvement in the quality of generative models could be used to723

generate deepfakes for disinformation. On the other hand, it is not needed to point out724

that a generic algorithm for optimizing neural networks could enable people to train725

models that generate Deepfakes faster.726

• The authors should consider possible harms that could arise when the technology is727

being used as intended and functioning correctly, harms that could arise when the728

technology is being used as intended but gives incorrect results, and harms following729

from (intentional or unintentional) misuse of the technology.730

• If there are negative societal impacts, the authors could also discuss possible mitigation731

strategies (e.g., gated release of models, providing defenses in addition to attacks,732

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from733

feedback over time, improving the efficiency and accessibility of ML).734

11. Safeguards735

Question: Does the paper describe safeguards that have been put in place for responsible736

release of data or models that have a high risk for misuse (e.g., pretrained language models,737

image generators, or scraped datasets)?738

Answer: [NA]739

Justification: We use data that is released under license, all users who contributed to this740

data consented to it, and there is no personal information about the users.741

Guidelines:742

• The answer NA means that the paper poses no such risks.743

• Released models that have a high risk for misuse or dual-use should be released with744

necessary safeguards to allow for controlled use of the model, for example by requiring745

that users adhere to usage guidelines or restrictions to access the model or implementing746

safety filters.747

• Datasets that have been scraped from the Internet could pose safety risks. The authors748

should describe how they avoided releasing unsafe images.749

• We recognize that providing effective safeguards is challenging, and many papers do750

not require this, but we encourage authors to take this into account and make a best751

faith effort.752

12. Licenses for existing assets753

Question: Are the creators or original owners of assets (e.g., code, data, models), used in754

the paper, properly credited and are the license and terms of use explicitly mentioned and755

properly respected?756

Answer: [Yes]757

Justification: We cite the original dataset creators, and provide url to original data in758

Section 2. We follow their licensing agreement as described in their dataset’s card.759

Guidelines:760

• The answer NA means that the paper does not use existing assets.761

• The authors should cite the original paper that produced the code package or dataset.762

• The authors should state which version of the asset is used and, if possible, include a763

URL.764

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.765

• For scraped data from a particular source (e.g., website), the copyright and terms of766

service of that source should be provided.767
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• If assets are released, the license, copyright information, and terms of use in the768

package should be provided. For popular datasets, paperswithcode.com/datasets769

has curated licenses for some datasets. Their licensing guide can help determine the770

license of a dataset.771

• For existing datasets that are re-packaged, both the original license and the license of772

the derived asset (if it has changed) should be provided.773

• If this information is not available online, the authors are encouraged to reach out to774

the asset’s creators.775

13. New assets776

Question: Are new assets introduced in the paper well documented and is the documentation777

provided alongside the assets?778

Answer: [Yes]779

Justification: We provide full links to our code and data.780

Guidelines:781

• The answer NA means that the paper does not release new assets.782

• Researchers should communicate the details of the dataset/code/model as part of their783

submissions via structured templates. This includes details about training, license,784

limitations, etc.785

• The paper should discuss whether and how consent was obtained from people whose786

asset is used.787

• At submission time, remember to anonymize your assets (if applicable). You can either788

create an anonymized URL or include an anonymized zip file.789

14. Crowdsourcing and research with human subjects790

Question: For crowdsourcing experiments and research with human subjects, does the paper791

include the full text of instructions given to participants and screenshots, if applicable, as792

well as details about compensation (if any)?793

Answer: [NA]794

Justification: Paper does not involve crowdsourcing nor research with human subjects.795

Guidelines:796

• The answer NA means that the paper does not involve crowdsourcing nor research with797

human subjects.798

• Including this information in the supplemental material is fine, but if the main contribu-799

tion of the paper involves human subjects, then as much detail as possible should be800

included in the main paper.801

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,802

or other labor should be paid at least the minimum wage in the country of the data803

collector.804

15. Institutional review board (IRB) approvals or equivalent for research with human805

subjects806

Question: Does the paper describe potential risks incurred by study participants, whether807

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)808

approvals (or an equivalent approval/review based on the requirements of your country or809

institution) were obtained?810

Answer: [NA]811

Justification: Paper does not involve crowdsourcing nor research with human subjects.812

Guidelines:813

• The answer NA means that the paper does not involve crowdsourcing nor research with814

human subjects.815

• Depending on the country in which research is conducted, IRB approval (or equivalent)816

may be required for any human subjects research. If you obtained IRB approval, you817

should clearly state this in the paper.818
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• We recognize that the procedures for this may vary significantly between institutions819

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the820

guidelines for their institution.821

• For initial submissions, do not include any information that would break anonymity (if822

applicable), such as the institution conducting the review.823

16. Declaration of LLM usage824

Question: Does the paper describe the usage of LLMs if it is an important, original, or825

non-standard component of the core methods in this research? Note that if the LLM is used826

only for writing, editing, or formatting purposes and does not impact the core methodology,827

scientific rigorousness, or originality of the research, declaration is not required.828

Answer: [Yes]829

Justification: Along the paper we describe all the parts which involved experimenting with830

LLMs, including for analysis and judgement of results.831

Guidelines:832

• The answer NA means that the core method development in this research does not833

involve LLMs as any important, original, or non-standard components.834

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)835

for what should or should not be described.836
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