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Abstract

We consider the problem of Federated Q-learning, where M agents aim to col-
laboratively learn the optimal Q-function of an unknown infinite horizon Markov
Decision Process with finite state and action spaces. We investigate the trade-off
between sample and communication complexity for the widely used class of inter-
mittent communication algorithms. We first establish the converse result, where
we show that any Federated Q-learning that offers a linear speedup with respect to
number of agents in sample complexity needs to incur a communication cost of
at least Q(ﬁ), where « is the discount factor. We also propose a new Federated

Q-learning algorithm, called Fed-DVR-Q, which is the first Federated Q-learning
algorithm to simultaneously achieve order-optimal sample and communication
complexities. Thus, together these results provide a complete characterization of
the sample-communication complexity trade-off in Federated Q-learning.

1 Introduction

Reinforcement Learning (RL) [Sutton and Barton, 2018]] refers to an online sequential decision
making paradigm where the learning agent aims to learn an optimal policy, i.e., a policy that
maximizes the long-term reward, through repeated interactions with an unknown environment. RL
finds applications across a diverse array of fields including, but not limited to, autonomous driving,
games, recommendation systems, robotics and Internet of Things (IoT) [Kober et al., 2013 [Yurtsever
et al., 2020, |Silver et al., 2016} |Lim et al., 2020].

The primary hurdle in RL applications is often the high-dimensional nature of the decision space
that necessitates the learning agent to have to access to an enormous amount of data in order to have
any hope of learning the optimal policy. Moreover, the sequential collection of such an enormous
amount of data through a single agent is extremely time-consuming and often infeasible in practice.
Consequently, practical implementations of RL involve deploying multiple agents to collect data
in parallel. This decentralized approach to data collection has fueled the design and development
of distributed or federated RL algorithms that can collaboratively learn the optimal policy without
actually transferring the collected data to a centralized server. Such a federated approach to RL, which
does not require the transfer of local data, is gaining interest due to lower bandwidth requirements
and lower security and privacy risks. In this work, we focus on federated variants of Q-learning
algorithms where the agents collaborate to directly learn the optimal Q-function without forming an
estimate of the underlying unknown environment.

A particularly important aspect of designing Federated RL algorithms, including Federated Q-learning
algorithms, is to address the natural tension between sample and communication complexity. At
one end of the spectrum lies the naive approach of running a centralized algorithm with optimal
sample complexity after transferring and combining all the collected data at a central facility/server.
Such an approach trivially achieves the optimal sample complexity while suffering from a very
high and infeasible communication complexity. On the other hand, several recently proposed
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algorithms [[Khodadadian et al., 2022, [Woo et al.| 2023|] operate in more practical regimes, offering
significantly lower communication complexities as compared to the naive approach at the cost of
sub-optimal sample complexities. These results suggest the existence of underlying trade-off between
sample and communication complexities of Federated RL algorithms. The primary goal of this
work is to better understand this trade-off in context of Federated Q-learning by investigating these
following fundamental questions:

» Fundamental limit of communication: What is the minimum amount of communication required by
a federated Q-learning algorithm to achieve any statistical benefit of collaboration?

* Optimal algorithm design: How does one design a federated Q-Learning algorithm that simultane-
ously offers optimal order sample and communication complexity guarantees i.e., operates on the
optimal frontier of sample-communication complexity trade-off?

1.1 Main Results

We consider a setup where M distributed agents collaborate to learn the optimal Q-function of an
infinite horizon Markov Decision Process which is defined over a finite state space S and a finite
action set A, and has a discount factor of v € (0, 1). We consider a commonly considered setup in
federated learning called the intermittent communication setting, where the clients intermittently
share information among themselves with the help of a central server. In this work, we provide a
complete characterization of the trade-off between sample and communication complexity under the
aforementioned setting by providing answers to both the questions. The main result of this work is
twofold and is summarized below.

» Fundamental bounds on communication complexity of Federated Q-learning: We establish lower
bounds on the communication complexity of Federated Q-learning, both in terms of number of
communication rounds and the overall number of bits that need to be transmitted in order to
achieve any speed up in convergence with respect to the number of agents. Specifically, we show
that in order for an intermittent communication algorithm to obtain any benefit of collaboration,
i.e., any order of speed up w.r.t. the number of agents, the number of communication rounds

must be least Q(W) and the number of bits sent by each agent to the server must be

least Q((l_lf)‘%), where N denotes the number of samples taken by the algorithm for each
state-action pair.

* Achieving the optimal sample-communication complexity trade-off: We propose a new Federated
Q-Learning algorithm called Federated Doubly Variance Reduced Q Learning, Fed-DVR-Q for
short, that simultaneously achieves optimal order of sample complexity and the minimal order of
communication as dictated by the lower bound. We show that Fed-DVR-Q learns an e-optimal

Q-function in the /., sense with 1) ( IS]I-A]

m) ii.d. samples from the generative model at each

agent while incurring a total communication cost of @) (l(‘fﬂf;)l) bits per agent across ) (ﬁ)

rounds of communication. Thus, Fed-DVR-Q not only improves upon both the sample and
communication complexities of existing algorithms, but also is the first algorithm to achieve both
order-optimal sample and communication complexities (See Table[I| for a comparison).

1.2 Related Work

Single agent Q-Learning. Q-Learning has been extensively studied in the single-agent setting in
terms of both its asymptotic convergence [Jaakkola et al., {1993 |Tsitsiklis|, |1994, |Szepesvari, |1997,
Borkar and Meyn, 2000]] and its finite-time sample complexity in both synchronous [Even-Dar and;
Mansour, 2004, Beck and Srikant, |2012, [Wainwright, [2019a, |(Chen et al., 2020, |Li et al., [2023]] and
asynchronous settings [[Chen et al., [2021b} L1 et al.} 2023|2021} |Qu and Wierman, |[2020].

Distributed RL. There has also been a considerable effort towards developing distributed and
federated RL algorithms. The distributed variants of the classical TD learning algorithm have been
investigated in a series of studies [[Chen et al., [2021c| |Doan et al., 2019} 2021} |Sun et al., 2020,
Wail 2020, [Wang et al.| 2020, [Zeng et al.l 2021b]]. The impact of environmental heterogeneity
in federated TD learning was studied in [Wang et al.| [2023]]. A distributed version of actor-critic
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Table 1: Comparison of sample and communication complexity of various single-agent and Federated
Q-learning algorithms for learning an e-optimal Q-function under the synchronous setting. We hide
logarithmic factors and burn-in costs for all results for simplicity of presentation. In the above
table, S and A represent state and action spaces respectively and -y denotes the discount factor. We
report the communication complexity only in terms of number of rounds as other algorithms assume
transmission of real numbers and hence do not report bit level costs. For the lower bound, |Azar et al.
[2013]] and this work establish the bound for sample and communication complexity respectively.

algorithms was studied by [Shen et al.| [2023]] where the authors established convergence of their
algorithm and demonstrated a linear speed up in the number of agents in their sample complexity
bound. |Chen et al.| [2022] proposed a new distributed actor-critic algorithm which improved the
dependence of sample complexity on the error € and incurs a communication cost of O(¢~1)./Chen
et al.|[2021a] have proposed a communication efficient distributed policy gradient algorithm and have
analyzed its convergence and established a communication complexity of O(1/(Me)).|Xie and Song
[2023]] adopts a distributed policy optimization perspective, which is different from the Q-learning
paradigm considered in this work. Moreover, the algorithm in Xie and Song|[2023] obtains a linear
communication cost, which is worse than that obtained in our work. Similarly, Zhang et al.|[2024]]
focuses on on-policy learning and incurs a communication cost that depends polynomially on the
required error €. Several other studies [Yang et al., 2023} Zeng et al., 2021al [Lan et al.l 2024]
have also developed and analyzed other distributed/federated variants of the classical natural policy
gradient method [Kakadel 2001]]. |/Assran et al. [2019], [Espeholt et al.| [2018]], Mnih et al.| [2016] have
developed distributed algorithms to train deep RL networks more efficiently.

Distributed Q-learning. Federated Q-learning has been explored relatively recently. Khodadadian
et al.| [[2022] proposed and analyzed a federated Q-learning algorithm in the asynchronous setting
S 2
Mﬂiﬂl(ll_’)/)gs2
state-action occupancy distribution of the sample trajectories over all agents. Jin et al.| [2022]]
study the impact of environmental heterogeneity across clients in Federated Q-learning. They
propose an algorithm where the local environments are different at each client but each client
knows their local environment. Under this setting, they propose an algorithm that achieves a
sample and communication complexity of O(ﬁ) and O(ﬁ) rounds respectively. Woo

et al.[[2023]] proposed new algorithms with improved analysis for Federated Q-learning under both
synchronous and asynchronous settings. Their proposed algorithm achieves a sample complexity and

communication complexity of @(%) and @(%“f') real numbers respectively under the

with a sample complexity of O ( ) where (i 1s the minimum entry of the stationary

synchronous setting and that of @( and O (%UYA‘) real numbers respectively under

the asynchronous setting. Here, f1,y, denotes the minimum entry of the average stationary state-action
occupancy distribution of all agents. In a follow up work, [Woo et al.|[2024] propose a Federated Q-
learning for offline RL in finite horizon setting and establish a sample and communication complexity

~ 7 ~
of O(%) and O(H), where H denotes the length of the horizon and C,y, denotes the average
single-policy concentrability coefficient of all agents.



Accuracy-Communication Trade-off in Federated Learning. The trade-off between commu-
nication complexity and accuracy (equivalently, sample complexity) has been studied in various
federated and distributed learning problems, including stochastic approximation algorithms for con-
vex optimization. Duchi et al.| [2014]], [Braverman et al.|[2016] establish the celebrated inverse linear
relationship between the error and the communication cost the problem of distributed mean estimation.
Similar trade-off for distributed stochastic optimization, multi-armed bandits and linear bandits has
been studied and established across numerous studies [Woodworth et al.,[2018),[2021), [Tsitsiklis and
Luo} 1987} Shi and Shen| 2021} |Salgia and Zhao, [2023]].

2 Problem Formulation and Preliminaries

In this section, we provide a brief background of Markov Decision Processes, outline the performance
measures for Federated Q-learning algorithms and describe the class of intermittent communication
algorithms considered in this work.

2.1 Markov Decision Processes

In this work, we focus on an infinite-horizon Markov Decision Process (MDP), denoted by M, over
a state space S and an action space A and with a discount factor v € (0, 1). Both the state and action
spaces are assumed to be finite sets. In an MDP, the state s evolves dynamically under the influence
of actions based on a probability transition kernel, P : (S x A) x S — [0, 1]. The entry P(s'|s, a)
denotes the probability of moving to state s’ when an action a is taken in the state s. An MDP
is also associated with a deterministic reward function r : S x A — [0, 1], where (s, a) denotes
the immediate reward obtained for taking the action a in the state s. Thus, the transition kernel P
along with the reward function r completely characterize an MDP. In this work, we consider the
synchronous setting, where each agent has access to an independent generative model or simulator
from which they can draw independent samples from the unknown underlying distribution P(-|s, a)
for each state-action pair (s, a) [Kearns and Singh} |1998].

A policy 7 : S — A(A) is a rule for selecting actions across different states, where A(.A) denotes
the simplex over A and 7(a|s) denotes the probability of choosing action a in a state s. Each policy 7
is associated with a state value function and a state-action value function, or the Q-function, denoted
by V™ and Q™ respectively. V™ and Q™ measure the expected discounted cumulative reward attained
by  starting from a particular state s and state-action pair (s, a) respectively. Mathematically, V'™
and Q™ are given as

V™(s):=E lz Yir(se, az)

t=0

So = 5] i Q7 (s,a) =E lz Vir(se, az)

t=0

SOZS,GOZG] , (D

where a; ~ 7(-|s¢) and s;y1 ~ P( - |s,a¢) for all ¢ > 0. The expectation is taken w.r.t. the
randomness in the trajectory {s;, a, }32;. Since the rewards lie in [0, 1], it follows immediately that

both the value function and Q-function lie in the range [0, ﬁ]

An optimal policy 7* is a policy that maximizes the value function uniformly over all the states and it
has been shown that such an optimal policy 7* always exists [Puterman, 2014]. The optimal value
and Q-functions are those corresponding to that of an optimal policy 7* are denoted as V* := V™"
and Q* := Q™ respectively. The optimal Q-function, Q*, is also the unique fixed point of the
Bellman operator 7 : § x A — S x A, given by

(TQ)(5,a) = r(5,0) + 7 Eynp(fo.a [mﬁ Qs a’)} : @)

Q-learning [Watkins and Dayanl, [1992] aims to learn the optimal policy by first learning Q* as the
solution to the fixed point equation 7 () = @ and then obtain a deterministic optimal policy via the
maximization 7*(s) = arg max, @*(s, a).

Let Z € S!SII4I be a random vector whose (s, @)™ coordinate is drawn from the distribution P(-|s, a),
independently of all other coordinates. We define the random operator 7z : (S x A) — (S x A) as

(TZQ)(57 a) = T(S7 a) + 'YV(Z(Sv CL)), 3



where V(s') = maxg e Q(s',a’). The operator Tz can be interpreted as the sample Bellman
Operator, where we have the relation 7@ = Ez[T,Q] for all Q-functions.

Lastly, the federated learning setup considered in this work consists of M agents, where all the agents
face a common, unknown MDP, i.e., the transition kernel and the reward functions are the same across
agents, which is popularly known as the homogeneous setting. For a given value of € € (0, ﬁ), the
objective of agents is to collaboratively learn an e-optimal estimate (in the ¢, sense) of the optimal
Q-function of the unknown MDP.

2.2 Performance Measures

We measure the performance of a Federated Q-learning algorithm .o/ using two metrics — sample

complexity and communication complexity. For a given MDP M, let Q »¢(%7, N, M) denote the
estimate of Q0 (, the optimal Q-function of the MDP M, returned by an algorithm .27, when given
access to N i.i.d. samples from the generative model for each (s, a) pair at all the M agents. The
minimax error rate of the algorithm <7, denoted by ER(%7; N, M), is defined as

ER(/5 N, M) i=  sup B [[Qua(/, N, M) = Qiull | @
M=(P,r)
where the expectation is taken over the samples and any randomness in the algorithm. Given a value
of £ > 0, the sample complexity of <7, denoted by SC(«7; ¢, M) is given as

SC(«;e, M) :=|S||A| -min{N € N: ER(«/; N, M) < e}. ®)
Similarly, we can also define a high-probability version for any § € (0, 1) as follows:

SC(«#;e,M,6) :=|S||A| - min{N € N : Pr(sup |Q (7, N, M) — Q*ylloe < ) >1—6}.
M

We measure the communication complexity of any federated learning algorithm both in terms of
frequency of information exchange and total number of bits uploaded by the agents. For each agent m,
let Ci 1 q(«7; N) and Gl (#7; ) respectively denote the number of times agent m sends a message
to the server and the total number of bits uploaded by agent m to the server when an algorithm
&/ is run with N i.i.d. samples from the generative model for each (s, a) pair at each agent. The
communication complexity of <7, when measured in terms of frequency of communication and total
number of bits exchanged, is given by

M
1
CCround(ﬂ N Z round M N CCb|t(d N Zcblt % N) (6)

m=1

respectively. Similarly, for a given value of € € (0, ﬁ), we can also define CCroyng(#; €) and
CCypit(«7; ) based on when <7 is run to guarantee a minimax error of at most .

2.3 Intermittent Communication Algorithms

In this work, we consider a popular class of
federated learning algorithms referred to as al-
gorithms with intermittent communication. The
intermittent communication setting provides a
natural framework to extend single agent Q-
learning algorithms to the distributed setting.
As the name suggests, under this setting, the
agents intermittently communicate with each
other, sharing their updated beliefs about Q™.
Between two communication rounds, each agent

Algorithm 1: A generic algorithm .o/

Inpllt : Ta Ra {nt}thlv C= {tr}ﬁzl, B
Set Q' + 0 for all agents m
fort=1,2,...,T do
form=1,2,...,M do
Compute Q7" 1 according to Eqn.

Compute Q7" according to Eqn.

WA NhwN

d fi
updates their belief about QQ* using stochas- engnforor
tic fixed point iteration based on the locally return Q7

available data, similar to a single agent setup.
Such intermittent communication algorithms
have been extensively studied and used to establish lower bounds on communication complexity of
distributed stochastic convex optimization [Woodworth et al., {2018} 202 1]].




A generic Federated Q-learning algorithm with intermittent communication is outlined in Algorithm|[T}
It is characterized by the following five parameters: (i) total number of updates 7'; (ii) the number of
communication rounds R; (iii) a step size schedule {7; }7_,; (iv) a communication schedule {¢,}_,;

(v) batch size B. During the £ iteration, each agent m computes {7z, (Q™,)}Z 41 @ minibatch of
sample Bellman operators at the current estimate Q)] ;, using B samples from the generative model
for each (s, a) pair, and obtains an intermediate local estimate using the Q-learning update as follows:

l’i% =(1—n Qt 1+ 5 ZTZb i @)

Here 7; € (0, 1] is the step-size chosen corresponding to the ¢ time step. The intermediate estimates

are averaged based on a communication schedule C = {t,.}%_, consisting of R rounds, i.e.,

1 M j .
m szle‘Z—l 1ft€C,
Q" =19 Hm : : ®)
to1 otherwise.

In the above equation, the averaging step can also be replaced with any distributed mean estimation
routine that includes compression to control the bit level costs. Without loss of generality, we
assume that Qf* = 0 for all agents m and tg = T, i.e., the last iterates are always averaged. It is
straightforward to note that the number of samples taken by an intermittent communication algorithm
is BT, i.e, N = BT and the communication complexity CCoung = R.

3 Lower Bound

In this section, we investigate the first of the two questions regarding the lower bound on communica-
tion complexity. The following theorem establishes a lower bound on the communication complexity
of a Federated Q-learning algorithm with intermittent communication.

Theorem 1. Assume that v € [5/6,1) and the state and action spaces satisfy |S| > 4 and | A| >
2. Let & be a Federated Q-learning algorithm with intermittent communication that is run for

T > max{16, ; } steps with a step size schedule of either 1, = m or n; := 1 for all
1<t<T.If
S
R = CCround(ﬂfQ N) < 6702; or CCb,‘t(,Qf; N) < LHAL
(1 —7)log” N (1 —7)log” N

for some universal constants cy, c1 > 0 then, for all choices of communication schedule, batch size
B, ¢;, > 0and n € (0,1), the minimax error of <f satisfies

cy
log® N\F

forall M > 2 and N = BT. Here C-, > 0 is a constant that depends only on .

ER(/; N, M) >

The above theorem states that in order for an intermittent communication algorithm to obtain any
benefit of collaboration, i.e., for the error rate ER(2/; N, M) to decrease w.r.t. number of agents, the
number of communication rounds must be least Q(W) This implies that any Federated

Q-learning algorithm that offers order optimal sample complexity, and thereby also a linear speed up
with respect to the number of agents, must have at least Q(m) rounds of communication

and transmit Q((l_lf)l%) bits of information per agent. This characterizes the converse relation

for the sample-communication tradeoff in Federated Q-learning. We would like to point out that our

lower bound extends to the asynchronous setting as the assumption of i.i.d. noise corresponding to a
generative model is a special case of Markovian noise observed in asynchronous setting.

The lower bound on the communication complexity of Federated Q-learning is a consequence of
the bias-variance trade-off that governs the convergence of the algorithm. While a careful choice
of step-sizes alone is sufficient to balance this trade-off in the centralized setting, the choice of
communication schedule also plays an important role in balancing this trade-off in the federated
setting. The local steps between two communication rounds induce a positive estimation bias that



bl

depends on the standard deviation of the iterates and is a well-documented issue of “over-estimation’
in Q-learning [Hasselt, [2010]]. Since such a bias is driven by local updates, it does not reflect any
benefit of collaboration. During a communication round, the averaging of iterates across agents
allows the algorithm an opportunity to counter this bias by reducing the effective variance of the
updates through averaging. In our analysis, we show that if the communication is infrequent, the
local bias becomes the dominant term and averaging of iterates is insufficient to counter the impact
of the positive bias induced by the local steps. As a result, we do not observe any statistical gains
when the communication is infrequent. The analysis is inspired the analysis of Q-learning by Li et al.
[2023]] and is based on analyzing the convergence of an intermittent communication algorithm on a
specifically chosen “hard” instance of MDP. Please refer to Appendix [B]for a detailed proof.

Remark 1 (Communication complexity of policy evaluation). Several recent studies [Liu and Ol4
shevsky, [2023| Tian et al.| [2024] established that a single round of communication is sufficient to
achieve linear speedup of TD learning for policy evaluation, which do not contradict with our results
focusing on Q-learning for policy learning. The latter is more involved due to the nonlinearity of the
Bellman optimality operator. Specifically, if the operator whose fixed point is to be found is linear in
the decision variable (e.g., the value function in TD learning) then the fixed point update only induces
a variance term corresponding to the noise. However, if the operator is non-linear, then in addition to
the variance term, we also obtain a bias term in the fixed point update. While the variance term can
be controlled with one-shot averaging, more frequent communication is necessary to ensure that the
bias term is small enough.

Remark 2 (Extension to asynchronous Q-learning). We would like to point out that our lower bound
extends to the asynchronous setting [Li et al.,[2023]] as the assumption of i.i.d. noise corresponding to
a generative model is a special case of Markovian noise observed in the asynchronous setting.

4 The Fed-DVR-Q algorithm

Having characterized the lower bound on the communication complexity of Federated Q-learning, we
explore our second question of interest — designing a federated Q-learning algorithm that achieves
this lower bound while simultaneously offering an optimal order of sample complexity.

We propose a new Federated Q-learning algorithm, Fed-DVR-Q, that achieves not only a communica-
tion complexity of CCyoung = O(ﬁ) and CCpit = O(%) but also the optimal order of sample

complexity (upto logarithmic factors), thereby providing a tight characterization of the achievability
frontier that matches with the converse result derived in the previous section.

4.1 Algorithm Description

Fed-DVR-Q proceeds in epochs. Dur- Algorithm 2: Fed-DVR-Q

ing an epoch k£ > 1, the agents collab- 1. Input : Error bound ¢ > 0, failure probability
oratively update Q*~1 the estimate of 6>0

(" obtained at the end of previous epoch, 2: k<« 1, Q(O) ~—0

to a new estimate Q(*), with the aid of 3: // Set parameters as described in

the sub-routine called REFINEESTIMATE. Sec. 1.3

The sub-routine REFINEESTIMATE is de- 4: fork=1,2,..., K do

signed to ensure that the suboptimality gap, 5: Q)

Q™) — Q*|| oo, reduces by a factor of 2 at REFINEESTIMATE(Q*~Y), B, I, Ly, Dy, J)

the end of every epoch. Thus, at theend 61 k< k+1
of K = O(log(1/¢)) epochs, Fed-DVR-Q  7: end for
obtains a e-optimal estimate of Q*, which ~ 8: return Q (K)
is then set to be the output of the algorithm.
Please refer to Alg. [2|for a pseudocode.

4.1.1 The REFINEESTIMATE sub-routine

REFINEESTIMATE, starting from @ an initial estimate of Q*, uses variance reduced Q-learning
updates to obtain an improved estimate of *. It is characterized by four parameters — the initial
estimate (), the number of local iterations I, the recentering sample size L and the batch size B,



which can be appropriately tuned to control the quality of the returned estimate. Additionally, it also
takes input two parameters D and J required by the compressor.

The first step in REFINEESTIMATE is to collaboratively approximate T Q for the variance reduced
updates. To this effect, each agent m builds an approximation of 7 as follows:

R Y
m™(@Q m 9

T."Q = am Z om ©)

where {Z\™ Z{™ . ZFZL/)M]} are [L/M7 iid. samples with Z{"™ ~ Z. Each agent sends

€ <7N;:(m) (Q)—-Q;D,J ) , a compressed version of the difference 7~}fm) (Q) — Q, to the server, which
collects all the estimates from the agents and constructs the estimate

M
7@ =0+ > ¢ (7@ -aDn,J) (10)

and sends it back to the agents for the variance reduced updates. We defer the description of the
compression routine to the end of this section. Equipped with the estimate 7~'L (@), REFINEESTIMATE
constructs a sequence {Qi}!_, using the following iterative update scheme initialized with Qg = Q.
During the 7™ iteration, each agent m carries out the following update:

Qy = A =mQi1+1 |70 - TR+ (@) (an

In the above equation, € (0, 1) is the step size and 7;(7”)@ = % Zzezi(m) T.Q, where Zi(m) is the

minibatch of B i.i.d. random variables drawn according to Z, independently at each agent m for all

iterations 7. Each agent then sends a compressed version of the update, i.e., ¢ (Q:’Z 1 —Qi—1;D,J ),
2

to the server, which uses them to compute the next iterate

Qi = Q11+—Z%<Qm1—@ D), (12)

and broadcast it to the clients. After I such updates, the obtained iterate (J; is returned by the routine.
A pseudocode of the REFINEESTIMATE routine is given in Algorithm [3]in Appendix [A]

4.1.2 The Compression Operator

The compressor, €(-; D, J), used in the proposed algorithm Fed-DVR-Q is based on the popular
stochastic quantization scheme. In addition to the input vector ) to be quantized, the quantizer
€ takes two input parameters D and J. D corresponds to an upper bound on /., norm of @, i.e.,
IQllcc < D. J corresponds to the resolution of the compressor, i.e., number of bits used by the
compressor to represent each coordinate of the output vector.

The compressor first splits the interval [0, D] into 27 — 1 intervals of equal length where 0 = d; <
da,--- < dgys = D correspond to end points of the intervals. Each coordinate of () is then separately
quantized as follows. The value of the n™ coordinate, %' (Q)[n], is set to be d;, 1 with probability
i =9I and (o d;,, with the remaining probability, where j,, := min{j : d; < Q[i] < d;41}. Itis
in Jn—1

straightforward to note that each coordinate of ¥’(Q)) can be represented using J bits.

4.1.3 Setting the parameters

The desired convergence of the iterates {Q(k)} is obtained by carefully choosing the parameters of
the sub-routine REFINEESTIMATE and the compression operator €. For all epochs k > 1, we set the
number of iterations I and the batch size B of REFINEESTIMATE and the number of bits J of the com-

A A
pressor % to be [ 21, [ 2 (2%)? log( LA and [log, (-2 (BELSTALY Y
spectively. The total number of epochs is set to K = [51og,(725)] + [5l0gs(7—5z2)]- The
recentering sample sizes Lj and bounds Dy, are set to be the following functions of epoch index k:

19600 S8KI|S||A| 4k ifk <Koy - 27k
(1_7)210 ( 5 Ko ks Ky Dk.—16-1_7, (13)

\/ % log re-

Lk =




where Ko = [ logy(725)]. The piecewise definition of Ly, is crucial to obtain the optimal depen-
dence with respect to ﬁ, similar to the two-step procedure outlined in Wainwright|[2019b].

4.2 Performance Guarantees

The following theorem characterizes the sample and communication complexity of Fed-DVR-Q.

Theorem 2. Consider any ¢ € (0,1) and € € (0,1]. Under the federated learning setup described
in Section the sample and communication complexities of the Fed-DVR-Q algorithm, when
run with the choice of parameters described in Sec. and a learning rate n € (0, 1), satisfy the
following relations for some universal constant C; > 0:

e 1 SKI|S||A|
- -Q): < _ R -
SC(Fed-DVR-Q; ¢, M, d) < DM = ) log, <(1 — 7)5) log ( 5 ,

16 1
CCrouna(Fed-DVR-Q;e,6) < ——— lo (> ,
roune s aa-y e T

RN 391S|A] 1 8KI|8||A|
CCypit(Fed-DVR-Q; ¢, §) < D0 log, ((1 — 'y)e) log < \/ )) )

A proof of Theorem [2]can be found in Appendix [C] A few implications of the theorem are in order.

Optimal Sample-Communication complexity trade-off. As shown by the above theorem, Fed-
DVR-Q offers a linear speed up in the sample complexity with respect to the number of agents while
simultaneously achieving the same order of communication complexity as dictated by the lower bound
derived in Theorem I} both in terms of frequency and bit level complexity. Moreover, Fed-DVR-Q is
the first Federated Q- Learmng algorithm that achleves a sample complexity with optimal dependence
on all the salient parameters, i.e., |S|, | A| and =, in addition to linear speedup w.r.t. to number of
agents and thereby bridges the existing gap between upper and lower bounds on sample complexity
for Federated Q-learning. Thus, Theorem [T|and [2] together provide a characterization of optimal
operating point of the sample-communication complexity trade-off in Federated Q-learning.

Role of Minibatching. The commonly adopted approach in intermittent communication algorithm
is to use a local update scheme that takes multiple small (i.e., B = O(1)), noisy updates between
communication rounds, as evident from the algorithm design in | Khodadadian et al.| [2022f], Woo
et al.| [2023]] and even numerous FL algorithms for stochastic optimization McMahan et al.|[2017],
Haddadpour et al.| [2019]], Khaled et al.|[2020]. In Fed-DVR-Q, we replace the local update scheme
of taking multiple small, noisy updates by a single, large update with smaller variance, obtained by
averaging the noisy updates over a minibatch of samples. The use of updates with smaller variance
in variance reduced Q-learning yields the algorithm its name. While both the approaches result in
similar sample complexity guarantees, the local update scheme requires more frequent averaging
across clients to ensure that the bias of the estimate, also commonly referred to as “client drift”,
is not too large. On the other hand, the minibatching approach does not encounter the problem
of bias accumulation from local updates and hence can afford more infrequent averaging allowing
Fed-DVR-Q to achieve optimal order of communication complexity.

Compression. Fed-DVR-Q is the first algorithm in Federated Q-Learning to analyze and establish
communication complexity at the bit level. All existing studies on Federated RL focus only on the
frequency of communication and assume transmission of real numbers with infinite bit precision. On
the other hand, the our analysis provides a more holistic view point of communication complexity
and provides bounds at the bit level, which is of great practical significance. While some recent other
studies [Wang et al., 2023 also consider quantization in Federated RL, their objective is to understand
the impact of message size on convergence with no constraint on the frequency of communication,
unlike the holistic viewpoint adopted in this work.



5 Conclusion and Future Directions

We presented a complete characterization of the sample-communication trade-off for Federated
Q-learning algorithms with intermittent communication. We showed that no Federated Q-learning
algorithm with intermittent communication can achieve a linear speedup with respect to the number of
agents if its number of communication rounds are sublinear in ﬁ We also proposed a new Federated

Q-learning algorithm called Fed-DVR-Q that uses variance reduction along with minibatching to
achieve optimal-order sample and communication complexities. In particular, we showed that Fed-

DVR-Q has a sample complexity of @(%) which is order-optimal in all salient problem

parameters, and a communication complexity of @(ﬁ) rounds and @(%) bits.

The results in this work raise several interesting questions that are worth exploring. While we focus
on the tabular setting in this work, it is of great interest to investigate to the trade-off in other settings
where we use function approximation to model the Q* and V* functions. Moreover, it is interesting
to explore the trade-off in the finite horizon setting, where there is no discount factor. Furthermore,
it is also worthwhile to explore if the communication complexity can be further reduced by going
beyond the class of intermittent communication algorithms.
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A Additional details about REFINEESTIMATE

We outline below the pseudocode of the REFINEESTIMATE routine described in Sec.[4.1.1]

Algorithm 3: REFINEESTIMATE(Q, B, I, L, D, J)

1: Input: Initial estimate @, batch size B, Number of iterations I, recentering sample size L,
quantization bound D, message size J
2: // Build an approximation for 7 () which is to be used for variance
reduced updates
3: form=1,2,...,M do
4:  Draw [L/M] i.i.d. samples from the generative model for each (s, a) pair and evaluate
7™)(@Q) according to Eqn. @)
Send %( L(m) (Q) — Q; D, J) to the server

Receive - Zﬁle %”(7'Lm) (Q) — Q; D, J) from the server and compute 77, (()) according to
Eqn.

7: end for

8: Qo< Q

9: // Variance reduced updates with minibatching

10: for:=1,2,...,1do

11: form=12,...,M do

12: Draw B i.i.d. samples from the from the generative model for each (s, a) pair
13: Compute Q" , according to Eqn. (T1)
2
14: Send €(Q}" » — Qi—1; D, J) to the server
2
15: Receive Zf\f:l € (QT — Qi—1; D, J) from the server and compute (); according to
Eqn. (12)
16:  end for
17: end for

18: return O

B Proof of Theorem[l

In this section, we prove the main result of the paper, the lower bound on the communication
complexity of federated Q-learning algorithms. At a high level, the proof consists of the following
three steps.

Introducing the “hard” MDP instance. The proof builds upon analyzing the behavior of a generic
algorithm 7 outlined in Algorithm [I|over a particular instance of MDP. The particular choice of
MBDP is inspired by, and borrowed from, other lower bound proofs in the single-agent setting [Li et al.,
2023]] and helps highlight core issues that lie at the heart of the sample-communication complexity
trade-off. Following |Li et al.|[2023]], the construction is first over a small state-action space that
allows us to focus on a simpler problem before generalizing it to larger state-action spaces.

Establishing the performance of intermittent communication algorithms. In the second step,
we analyze the error of the iterates generated by an intermittent communication algorithm 7. The
analysis is inspired by the single-agent analysis in|Li et al.|[2023]], which highlights the underlying
bias-variance trade-off. Through careful analysis of the algorithm dynamics in the federated setting,
we uncover the impact of communication on the bias-variance trade-off and the resulting error of the
iterates to obtain the lower bound on the communication complexity.

Generalization to larger MDPs. As the last step, we generalize our construction of the “hard”
instance to more general state-action space and extend our insights to obtain the statement of the
theorem.
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B.1 Introducing the ‘“hard” instance

We first introduce an MDP instance M, that we will use throughout the proof to establish the result.
Note that this MDP is identical to the one considered in|Li et al. [2023]] to establish the lower bounds
on the performance of single-agent Q-learning algorithm. It consists of four states S = {0, 1,2, 3}.
Let A; denote the action set associated with the state s. The probability transition kernel and the
reward function of M, is given as follows:

Ag = {1} P(0]0,1) =1 r(0,1) =0, (14a)

A ={1,2} P(11,1)=p PO|,1)=1-p r(1,1)=1, (14b)

P(11,2)=p PO1,2)=1—p r(1,2)=1, (14¢)

Ay = {1} P(212,1)=p P0]2,1)=1—p 7r(2,1) =1, (14d)

Az = {1} P(3]3,1) =1 r(3,1) =1, (14e)
4y —1

where the parameter p =

of this hard MDP instance.
Lemma 1 ([Li et al., 2023 Lemma 3]). Consider the MDP My}, constructed in Eqn. (14). We have,

V*(0) = Q*(0,1) = 0
VL) = Q°(L1) = Q(L,2) = V*(2) = Q*(2,1) =

1
=1

. We have the following results about the optimal () and V' functions

13
L—yp 4(1-7)

Vi3) =@ (3,1

Throughout the next section of the proof, we focus on this MDP with four states and two actions. In
Appendix [B.4] we generalize the proof to larger state-action spaces.

B.2 Notation and preliminary results

For convenience, we first define some notation that will be used throughout the proof.

Useful relations of the learning rates. We consider two kinds of step size sequences that are
commonly used in Q-learning — the constant step size schedule, i.e., n; = nforallt € {1,2,...,T}
and the rescaled linear step size schedule, i.e., n; = where ¢, > 0 is a universal constant

that is independent of the problem parameters.

1
T+e, (1=7)¢°

We define the following quantities:

t
77,(:) =Mk H (1 =n:(1—=~p)) forall0 < k <'t, (15)
i=k+1
where we take 179 = 1 and use the convention throughout the proof that if a product operation does

not have a valid index, we take the value of that product to be 1. For any integer 0 < 7 < ¢, we have
the following relation, which will be proved at the end of this subsection for completeness:

t t
[T a-m=p)+0a-mw > o =1 (16)
k=1+1 k=1+1
Similarly, we also define,
t
= ] —m) forall 0 < k < ¢, (17)
i=k+1

which satisfies the relation
t

t
IIa-m+ > 7’=1 (18)

k=1+1 k=7+1
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for any integer 0 < 7 < t. The claim follows immediately by plugging p = 0 in (T6). Note that for

~(t)

constant step size, the sequence 7, ” is clearly increasing. For the rescaled linear step size, we have,
~(t)

M1 _ Tk _q_ A= =7))m
A0 (1= m) 1—cy(X=7)m

<1 (19)

7= Thus, 7it" is an increasing sequence as long as ¢, < 7= Similarly, " is also
clearly increasing for the constant step size schedule. For the rescaled linear step size schedule, we

have,

whenever ¢, <

(t)
Me—1 Nk UL <1

<
p e (L= me(L=9p) T (=) T

whenever ¢, < ﬁ The last bound follows from Eqn. (19).

Proof of (I6). We can show the claim using backward induction. For the base case, note that,

(1 =) + (1 =) = (1 = p)ne + (1 = yp)me—1 (1 — (1 = yp)me)

t

=1-(1=m=mw)d-na(-p)=1- ] Q=@ -p)),

k=t—1
as required. Assume (T6) is true for some 7. We have,
t t
¢
A=) > 0 ==t + 1 —9p) > 0
k=t k=17+1
t t
=@ =pm, [] Q=m—=p)+1- J[ (0 —m@—=p)
k=141 k=141
t
=1- [ =m1—p),
k=1

thus completing the induction step.

Sample transition matrix. Recall Z € SIS/l is a random vector whose (s, a)-th coordinate is

drawn from the distribution P( |s,a). We use Pm to denote the sample transition at time ¢ and agent
m obtained by averaging B i.i.d. samples from the generative model. Specifically let {Z, ";,},, 1

denote a collection of B i.i.d. copies of Z collected at time ¢ at agent m. Then, for all s, a, s/,

P(5'|s,q) Z " (s']s,a) (20)
where P/ (s's,a) = 1{Z]",(s,a) = s’} fors" € S.

Preliminary relations of the iterates. We state some preliminary relations regarding the evolution
of the Q-function and the value function across different agents that will be helpful for the analysis
later.

We begin with the state 0, where we have Q7*(0,1) = V;™(0) = 0 for all agents m € [M] and
t € [T]. This follows almost immediately from the fact that state 0 is an absorbing state with
zero reward. Note that Qf*(0,1) = Vg™(0) = 0 holds for all clients m € [M]. Assuming that
Q7 1(0,1) = V™, (0) = 0 for all clients for some time instant ¢ — 1, by induction, we have,

Q212(0,1) = (1 —m)Q{" (0, 1) + n:(vV;"1(0)) = 0.

Consequently, @7"(0,1) = 0 and V;(0) = 0, for all agents m, irrespective of whether there is
averaging.
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For state 3, the iterates satisfy the following relation:

Qi12(3,1) = (1 —m)Q{21(3,1) +ne(1 +V/"4(3))
=1 =n)Q1(3,1) + (1 +vQf",(3,1))
= (1 =n:(1 = 7)Q1(3,1) + s,

where the second step follows by noting V;™(3) = Q7*(3, 1). Once again, one can note that averaging
step does not affect the update rule implying that the following holds for all m € [M] and ¢ € [T7:

V3 = Qre.) = n < T 0-mt- w)) - ﬁ [1 ~TIa-ma -

k=1 i=k+1 i=1
(21
where the last step follows from Eqn. withp = 1.
Similarly, for state 1 and 2, we have,
Qit12(L,1) = (1= n) Q"1 (L, 1) +me (1 + P (11, D)V (1)), (22)
Q212(1,2) = (1 — )@Y (1,2) + (1 + P (11, 2)V;7 (1)), (23)
QiL12(2,1) = (1 =) Q"1 (2,1) + ne (1 + v P (2]2, 1)V (2)). (24)

Since the averaging makes a difference in the update rule, we further analyze the update as required
in later proofs.

B.3 Main analysis

WEe first focus on establishing a bound on the number of communication rounds, i.e., CCoyng ()
(where we drop the dependency with other parameters for notational simplicity), and then use this
lower bound to establish the bound on the bit level communication complexity CCj (7).

To establish the lower bound on CCyoyng(2) for any intermittent communication algorithm <7, we
analyze the convergence behavior of .7 on the MDP M},. We assume that the averaging step in line 6
of Algorithm[T]is carried out exactly. Since the use of compression only makes the problem harder, it
is sufficient for us to consider the case where there is no loss of information in the averaging step for
establishing a lower bound. Lastly, throughout the proof, without loss of generality we assume that

1
logN < —— (25)
1—7
otherwise, the lower bound in Theorem[I]reduces to the trivial lower bound.

We divide the proof into following three parts based on the choice of learning rates and batch sizes:

1. Small learning rates: For constant learning rates, 0 < n < =T )T and for rescaled linear
learning rates, the constant c,, satisfies ¢,, > logT'.

2. Large learning rates with small nr/(BM): For constant learning rates, 1 > ( )T and for

rescaled linear learmng rates, the constant ¢, satisfies 0 < ¢, < logT < —— (c f. 23)).

1—

Additionally, the ratio 277 satisfies 21+ < 5o

3. Large learning rates with large nr/(BM): We have the same condition on the learning rates

as above. However, in this case the ratio B M satlsﬁes i ﬁ

We consider each of the cases separately in the following three subsections.

B.3.1 Small learning rates

In this subsection, we prove the lower bound for small learning rates, which follow from similar
arguments in L1 et al.|[2023]].
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For this case, we focus on the dynamics of state 2. We claim that the same relation established in |Li1
et al.| [2023]] continues to hold, which will be established momentarily:

(T)

E[V(2)] = Z]E V(2 Z 0 _ 1 _n’(;p . (26)

Consequently, for all m € [M], we have

A
V*(2) — E[VE(2)] = . 27)
@)~ B ) = {2
To obtain lower bound on V*(2) — E[V]7*(2)], we need to obtain a lower bound on n(()T) , which from
[Li et al.| 2023, Eqn. (120)] we have

T
log(n{") > —1. (1—p) > — D >
og(ny ') 2 5;17 ) > g IOgT = e
when T > 16 for both choices of learning rates. On plugging this bound in (27), we obtain,
3
E[|QF — Q* > E[Q*(2) — QT (2)]] > V*(2 V, —_— 28
197 - @l) 2 EIQ"(2) - QFQ)) 2 V@) ~EVF Q) 2 {m—oe 29)

holds for all m € [M], N > 1 and M > 2. Thus, it can be noted that the error rate ER(.7; N, M)
is bounded away from a constant value irrespective of the number of agents and the number of
communication rounds. Thus, even with CCoung = Q(T'), we will not observe any collaborative
gain if the step size is too small.

Proof of 26). Recall that from (24)), we have,
Qi%12(2,1) = (L= ne) V21 (2) + e (1 + v B (212, V4 (2)).
Here, Q7" 1(2,1) = V;™,(2) as the second state has only a single action.
* When t is not an averaging instant, we have,
Vi"(2) = QM2,1) = (1 =) Vi (2) + e (1 + 4B (22, DV"1(2). (29)
On taking expectation on both sides of the equation, we obtain,
E[V;"(2)] = (1 = n)E[V;"1(2)] + ne(1+ B[P (212, DV (2)))
L= m)EV;, )]+ me (1 + B[P 212, DIV, (2)])
) (
(

—m)E[V;™1(2)] 4+ ne (1 + vpE[V™1(2)])
= ne(1 = yp))E[Vi"1(2)] + ne.- (30)

In the second step, we used the fact that P (2|2, 1) is independent of V;™, (2).

 Similarly, if £ is an averaging instant, we have,

ViM(2) = Q7 (2,1) = ZQt1/221

M M
1 ~ .
<1fntMZvH + 57 2L+ P 22,10V, (2). 6D
j=1

Once again, upon taking expectation we obtain,

M
EV/" ()l = (1 —n) 5= ZEWl Z (1+7E[F/ (212, )V, (2)])

18



1L 1 & :
= (=) D EVL @1+ 55 Z m(1+pE[V 1 (2)])

M
— (=l =w) | 57 SEVL @) | 4 @)

Eqns. (30) and (32) together imply that for all ¢ € [T,

| M | M
(M >, E[W"@ﬂ) = (1 =m(l—p)) (M > E| tT1(2)]> + e (33)

m=1

On unrolling the above recursion with V5™ = 0 for all m € [M], we obtain the desired claim (26).

B.3.2 Large learning rates with small 27,

In this subsection, we prove the lower bound for case of large learning rates when the ratio 77 is

small. For the analysis in this part, we focus on the dynamics of state 1. Unless otherwise specified,
throughout the section we implicitly assume that the state is 1.

We further define a key parameter that will play a key role in the analysis:
Ti=min{k e N:Vt > k,n <mp < 3n}. (34)

It can be noted that for constant step size sequence 7 = 1 and for rescaled linear stepsize 7 = 7'/3.

Step 1: introducing an auxiliary sequence. We define an auxiliary sequence Qm( ) for a €
{1,2} and all t = 1,2,...,T to aid our analysis, where we drop the dependency with state s =

1 for sunph(:lty The evolutlon of the sequence Qt is defined in Algorithm @ l where Vm =
maxXge(1,2} Qt (a). In other words, the iterates {Qt } evolve exactly as the iterates of Algorlthm

except for the fact that sequence {Qt } is initialized at the optimal @-function of the MDP. We would
like to point out that we assume that the underlying stochastlclty is also identical in the sense that the

evolution of both (7" and Qt is governed by the same Pm matrices. The followmg lemma controls
the error between the iterates (7" and Qt , allowing us to focus only on Qt .

Algorithm 4: Evolution of @

1: Input: 7', R, YL ,,Cc={t.}E,,B
2: Set Qi (a) + Q*(1,a) for a € {1,2} and all agents m // Different
initialization
fort = 1,2,...,Td0
form=1,2,...,M do
Compute Q’” 1 according to Eqn.

Compute Q7" according to Eqn. (8)
end for
end for

A A

Lemma 2. The following relation holds for all agents m € [M], allt € [T] and a € {1,2}:

t

Qr(1,a) — O (a) > ——— [[(1 = me(1 = ).

1_71':1

By Lernma bounding the error of the sequence @I” allows us to obtain a bound on the error of Q}".
To that effect, we define the following terms for any ¢ < T and all m € [M]:

A(a) = Q"(a) — Q*(1,a); a=1,%

19



A’Vn

t,max

— A"L
e A (a).

In addition, we use A; = % Zf\f:l A} to denote the error of the averaged iterat and similarly,

At max 1= Ay
¢, Jmax A (a)- (35)

We first derive a basic recursion regarding A}*(a). From the iterative update rule in Algorithm EL we
have,

A7 (a) = (1 =) APy (@) +0e(1 + P (11, 0) V", — Q*(1,a))
= (1= m)AT () + ey (P (11, @)V, — pV*(1))

(1= n) AT (@) + ey (p(V;my — V(1)) + (P (11, a) — p)Vie1)
= (1= ) AT (@) + 7y (PAT | o + (P11, 0) — p)V/™).

Here in the last line, we used the following relation:

Al ax = gﬁ\g}(Qt (a) —Q*(1,a)) _(LQ}?};}Q (a) =V*(1) = V2 = V*(1),

as Q*(1,1) = @*(1,2) = V*(1).

Recursively unrolling the above expression, and using the expression (I7), we obtain the following
relation: for any ¢’ < ¢ when there is no averaging during the interval (¢',t)

t
A?<a>=< 11 <1—nk> Z IOV PAL | e + (PP(1[1,0) — p)V1). (36)

k=t/+1 k=t/+1
For any ¢/, ¢ with ¢ < ¢, we define the notation

t

pvei= ] (1—m) (37)
k=t'+1

& (a) == Z Ay (P (L, e) )V, a=1,2; (38)
k=t'+1

ggt,max = ag}(?}é}gt, ( ) (39)

Note that by definition, E[£]",(a)] = 0 for a € {1,2} and all m, ¢’ and ¢. Plugging them into the
previous expression leads to the simplified expression

t
AP(a) = g AP (a) + | Y TV ADAT | s

k=t'+1

+ ggl,t(a)-

We specifically choose ' and t to be the consecutive averaging instants to analyze the behaviour of
AJ" across two averaging instants. Consequently, we can rewrite the above equation as

t
AT(a) = @ aBu(@) + | D A IPATL L max | + & (@) (40)
k=t'+1
Furthermore, after averaging, we obtain,
o o M | M
IO IEXS D 9 D o TN S SEOCRIIT
k=t/+1 m=1

'We use this different notation in appendix as opposed to the half-time indices used in the main text to
improve readability of the proof.
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Step 2: deriving a recursive bound for E[Ztmax}. Bounding (@[}, we obtain,

A;nmax 2 @t/,tzt’,max + Z nk pAk 1,max + ggl,t,max - @t’7t|zt/(1) - Zt'(2)‘v (42a)
k=

A27Snmax < Sﬁt/,tzt’,max + Z ﬁlg:t)’ypAzzl,max + ggl,t,maXV (42b)
k=t’'+1

where in the first step we used the fact that

max{aj + by,as + ba} > minf{ay, as} + max{by, by} = max{ay,as} + max{by,ba} — a1 — as|.

(43)
On taking expectation, we obtain,
E[A} o] = 00 tE[Ay max] + Z 77 DypE[AT max) | T EER  max) — €0 E[[Ap (1) — Ay (2)]],
Lk=t'+1 _
(44a)
[A;nmax] < Sat/,t]E[Zt/,maX] + Z W(t)’YpE Ak 1 max} + E[gzn/,t,max]' (44b)
Lk=t'+1 _

Similarly, using (@T)) and (@3) we can write,

Af max = L, fAt’ ,max + — Z [ Z n(t)rypAlT—l,max‘| - @t/7t‘zt'(1) - Zt’ (2)|

m=1 Lk=t'+1
1 U 1 <

+ max M2 (1), M;g%@)} (452)

1 M t

[At max] > 27 tE[At’,rnaX] + M Z [ ](g prE[AgL—l,max]] 2% tIEHAt'( ) At'( )H
m=1 Lk=t'+1
1 Y 1 &

+ E |max {M ;fﬁ,t(l): M ;fﬁt@)}] (45b)

E[meax] > M [ [A;nmax] - E[ggl,t,maxu - Spt',tEHZt’(l) - Zt’(2)|]

M
max{ Z &t % Z 5?%(2)}] : (46)
m=1

In order to simplify [@6)), we make use of the following lemmas.

+

Lemma 3. Lert’ < t be two consecutive averaging instants. Then for all m € [M],

t

[A;nmax] - ]E[gtm’,t,max] > < H (1 - Uk(l - ryp))) [At' max} + E gt/ ,t,max [ Z U(t) ]
k=t’+1 k=t/+1 "
— v B[ Ay (1) = Ap (2)]],
where [z]+ = max{x, 0}.

Lemma 4. For all consecutive averaging instants t',t satisfying t — max{t’, 7} > 1/n, and all
m € [M], we have,

1 v

24010 (102 ) v

E[&mt,max] Z
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1 v
max{ mzl Vil 7; el H 240 log ( 1803M> VA VM

nr(1—7)
where v := %
C VB(l-9)
Lemma 5. Forallt € {t.}F |, we have
~ ~ 3nr
E[|A:(1) — A¢(2)] < W

Thus, on combining the results from Lemmas 3 @] and [5|and plugging them into (46), we obtain the
following relation for ¢,t' > 7:

E[Zt,max] 2 < H (1 - 77k(1 - ’Yp))> [At' mdx] + IE t' t,max [ Z n(t - 1]
+

k=t'+1 k=t'+1

1 &
max{ Z ft/ M Z Et’,t(2)}]

m=1 m=1

- 2<Pt',tE[|Zt/(1) - Zt’(Q)H

1—(1-n(1—7p)t"

. 1 {
5760log (28025 ) (1—p) ) ¥ F1

> (1= 1:(1 = ) "V E[Ay max] +

(L it . Lt -t > —
=)\ 5B =) 240log (LS08M) v+ VM { o
(47)

where we used the relation ¢y ¢ < (1 — nT)t’t', as well as the value of v as defined in Lemma
along with the fact

t ’
1—(1—n(1- it
Z 771(:) —1> ( n-( p))

(48)
W 24(1 — vp)
forall¢t,t’ > 7 suchthatt — ¢’ > 8/n,.
Proof of (@8). We have,
¢ t t
Soond-1= 3" (nk 11 (1—771(1—729))) —1
k=t'+1 k=t'+1 i=k+1
t t
> (m (1—n7(1—7p))> -1
k=t'+1 i=k+1
t
>ne > (L=n(1—7p)F -1
k=t/+1
1—(1—n(1—7p)*
. (I—n-(1—-9p)) _q
n7(1 = p)
1—(1—n(1—9p)"
> A-n1-p)™" 49)
3(1—p)
1—(1—n(1—9p)"
To show @), it is sufficient to show that ( 3 (771 ( )7 p) g fort — ¢’ > 8/n,. Thus,
- P

fort —t' > 8/n, we have,

- (1 =n(1= )" _ 1 —exp(=ne(1 —p) - (t — 1))
3(1—p) - 3(1 =)

22
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1 —exp(=8(1 —1p))
- 3(1—p) '

Since v > 5/6, 1 — vp < 2/9. For « < 2/9, the function f(z) = 1_§;M > 8/7, proving the claim.

(50)

Step 3: lower bounding E[A ,,,.x]. We are now interested in evaluating E[Ar 1,.x] based on the
recursion (7). To this effect, we introduce some notation to simplify the presentation. Let

R, :=min{r : t, > 7}. (51
Forr = R, ..., R, we define the following terms:
Ty 1= E[Ztr,max]a

ay = (1 = (1 —yp))tr—tr-1,
/87‘ = (1 — nT)tT_tr—l’
Lo={r>r" >R, ity —t_1 >8/n:},

Cr - 1 1%
T 576010 (A0 ) (1—qp) VH L
og (8225) (1L =)
32n7
Coi= | sp—
? 3BM(1—~)’
c 1 v
3 = . .
BM
240log (202} v+ VM

With these notations in place, the recursion in can be rewritten as
Ty > py_1 — B,Co + Csl{r € Z,} + (1 — o, )C1 1{r € Z,.}, (52)

for all » > R,. We claim that z,. satisfies the following relation for all » > R, 4 1 (whose proof is
deferred to the end of this step):

W( I >_ ¥ 5k<ﬁ al.)cﬁ > (ﬁ al.)n{kezk}cg

i=R,+1 k=R,+1 i=k+1 k=R,+1 \i=k+1
+C | [T (1— Hai>7 (53)
i¢Z, €L,

where we recall that if there is no valid index for a product, its value is taken to be 1.

Invoking (33) for » = R and using the relation x, 1 > 0, we obtain,

TR 2> — Zﬂk< H ai>02—|— Z (H ai>03]l{kelk}+cl Hai <1— Hai)
k=R,

i=k+1 k=R, \i=k+1 i¢Tr i€LR

> —RCs 4+ (1 H (e7) <1 - H ai)
iQIR i€TR
3277T 1 v
_R.ﬁ+ 1 o <1_Hai>. S
3BM(1—v) |\ 27 e 5760 log (n;(sfi)) (1—7p) v F1

(54)

where we used the fact 3, (Hi ka1 ozi) < 1 and that C's > 0. Consider the expression

[Ta=T10=n@—m)i et =1—n(1=p)- Y (t —tic1). (55)
i¢IR i¢IR #lr

=T
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Consequently,

(1 — H ai> =11 =n(1=yp)T " >1 —exp(—n,(1 —yp) (T — 7 —T})). (56)
i€Tr
Note that 7} satisfies the following bound

T == Z (ti —tic1) < (R —|IR])-

< —. (57
iQIR l

We split the remainder of the analysis based on the step size schedule.

* For the constant step size schedule, i.e., ; = n > ﬁ, we have, R, = 0, with 7 = 0 and

to = 0 (as all agents start at the same point). If R < 96000(177)1@( eyl then, (33), (56)
and yield the following relations:
S8R T

n(1—")

<< —<-—
"= T 1200010g(180N)’
32R(1 —7) 1
>1-p(l—qp) Ty 21— Vs~
H a2 1= =p)-Th 2 3 =7 90001og(180N)
i¢Tr
1= [ ] 21-expn—p)@-T) > 1—exp (-2 (1- — b
o = = 3 9000log(180V)
i€IR
On plugging the above relations into (34), we obtain
V40
TR > — : (Vil - ”M> (58)
96000 log (n(lﬂ)) (1) 5V
where recall that v := _20m Consider the function f(z) = -2 — —2— . We
V3Bl -n) St sVM T
claim that for z € [0,V M] and all M > 2,
flz) > 2—70 min{z, 1}. (59)
The proof of the above claim is deferred to the end of the section. In light of the above claim,
we have,
V40 . 20n
TR 2 180B I L 3B(1—7)
96000 log (n(lﬂ)) (1) gl
V4 7 1 2
> 0 - — - min , 0 , (60)
96000 log (180N) ~ 20 1-~\/30 - )N
where we used the fact that M > 2, % is an increasing function and the relation
v 20 1y

M 3BM(1-~) 15—
* Next, we consider the rescaled linear step size schedule, where 7 = T'/3 (cf. ). To begin,

we assume tp, < max{ %, T—- m}. It is straightforward to note that

T 1 3L if ¢, >3
max{g,T—}: 4 1 o=
4 6n-(1 —vp) T— T e if ¢, < 3.

< 1 ' i -
IfR < 35100001 log(n;?fi))-(5+cn) then, (33), (56) and (57) yield the following rela
tions:
S8R 32R(1 — ) 1
T, < — [[oiz1-n0-9p) Ti>1- "2 L1
P ,ﬂa— m(l=p) T 2 3~ 36000
i¢IR

24



For ¢, > 3, we have,

(1 - 11 ai> 21 —exp(=n-(1 —p) (T —tr, —T1))

i€LR

(1-7)T 32R(1 —7)

ZleXp<(3+cn(1—7)T)+ 3 )
1

Z2(3—!—0,,)7

where we used T' > ﬁ in the second step. Similarly, for ¢,, < 3, we have,
(1 -1 ai> >1—exp(—n-(1—yp) (T —tr, —T1))

i€LR
1 32R(1 —
Zl_exp(_+(v>)

6 3
1
> —.
— 10
On plugging the above relations into (54), we obtain
S 18+/1.6 v v
TR = 180B _ v+1 18VM
384000 log ( 77 1—=7)(5+cy)
N 18v/1.6 L 200
384000 log ( —82B_) (1 —~)(5 20 "\ 3B(1-7)
o8 (52 ) (1) (5 + )
18v/1.6 T 1 2017
= 180B T (R 3B(1 —~)3
384000 log (nT (1_7)) 5+ cy) Y gl
S 184/1.6 . 1 20
- — -min
~ 3840001log (180N (1 +log N)) (5 +1log N) 20 1—~"\/3B(1+1logN)(1—7)*N [’

(61)

where we again used the facts that M > 2, ¢;, < log NN, % is an increasing function

20
and the relation % = qur_w

* Last but not least, let us consider the rescaled linear step size schedule case when tp_ >

<1

max {2, T — m}. The condition implies that the time between the communication
rounds R, — 1 and R, is at least Tp := max{5%, 2F — Wl—vp)}' Thus, {7) yields that
— 1-(1—-—n(1- To v 8

B[R, ] > Ol ) 1= )™ [
(62)

Using the above relation along with (53)), we can conclude that

1—(1—n,(1—qp)T
zp > (1—nr(1—qp)" ' ( 7718(0 7)) : i T
v
To T—tgr 877T

—2(1=nr)™ - (1 =n-(1 = p))" 77 — RCy. (63)

3BM(1—7)
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In the above relation, we used the trivial bounds C', C's > 0 and a crude bound on the term
corresponding to C', similar to (13_1[) Let us first consider the case of ¢,, > 3. We have,

51— )T 1
3(3+cn(1—7)T)> S .

L= (1 =n(1=7p)™ >1—exp(—n(1—p)5T/12) > 1 —exp (—

B T (1—~T 1 _ 2
L—n(1=yp)Tter >1—n.(1 —yp)=>1- 177 -
(I =n-(1—=7p)) 21=n:(1=7p)7 2 Bre(d—)T) = 23
Similarly, for ¢,, < 3, we have,

2T 1
1—(1=n(1—9p)™ >1—exp (nf(l - vp)§ + 6)

8(1 =T 1 —5/18
>1- — )l >1-
- eXp( 33+ en(L-T) 6) -t

1 (1— )Tt > 1 — n-(1 —p) 59

(I =nr(1=1p)) 61— p) = 6
The above relations implies that (1 — 1, (1 — vp))T =t (1 — (1 — (1 — yp))™) > ¢
for some constant ¢, which only depends on ¢,. On plugging this into (63), we obtain a
relation that is identical to that in (54) up to leading constants. Thus, by using a similar
sequence of argument as used to obtain (61), we arrive at the same conclusion as for the
case of tp, < max{3L T — 17717)}

Step 4: finishing up the proof. Thus, (60), (6I) along with the above conclusion together imply
that there exists a numerical constant ¢y > 0 such that

m * N Co . 1 1
E[IV7 (1) = V*(1)]] > E[AT max] > o N -mln{1 A\ —7)4]\7} . (64)

The above equation along with Lemma 2]implies

* Co . 1 1 1 T
BV V]2 S miny e ey e L0 w7 69)

i=1
On the other hand, from we know that

T
E[[VF'(3) = V*(3 Hl—ml— ))- (66)

Hence,

EllQ7 — Q"[lco] = E[max {|V7"*(3) = V*@3)], [V7* (1) = V*(1)[}]
> max {E [[V7"(3) = V*(3)[], E[V7"(1) = VZ (D[]}

> Oy 1—m(1 i ! ! L L—=m(1
> max EH( —n;(1 —+)), min =7\ T= N - H( —ni(1—7))

i=1 1—x i=1

>1 i L L 67
5 1777 (1*’}/)4N ’ ( )

where the third step follows from (63)) and (66) and the fourth step uses max{a, b} > (a + b)/2.

Thus, from @28) and (@ we can conclude that whenever CCioyng = O (m),

ER(«/;N,M) = Q ( ; )

log N Vv N
rithm to achieve any collaborative gain, its communication complexity should satisfy CCroyng =
Q (%) , as required.

for all values of M > 2. In other words, for any algo-

(1-7)log*> N
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Proof of (53). We now return to establish (33) using induction. For the base case, (52)) yields

TR.4+1 > OR, +1ZR, — PR, +1C2 + Cgl{Rq— +1e IRT+1} + (1 — OcRT+1)01]l{RT +1€ IRT+1}~
(68)

Note that this is identical to the expression in (33)) for r = R, + 1 as

H «; 1-— H o | = (170[RT+1)]].{R7—+1 GIRT—H}
1¢TR, +1 1€LR, 1

based on the adopted convention for products with no valid indices. For the induction step, assume
(53) holds for some r > R, + 1. On combining (52)) and (53), we obtain,

Tpr41 2 Ay 1Ty — 67’4—102 + Cg]].{(r + 1) € Ir_._l} + (1 - Ozr_;,_l)Cl]].{T + 1e Ir—i—l}

> Oér+1< H ai) TR, — Qi1 Z 5k< H ai) Co+ arta Z < H ai) Cs1{k € I;}

i=R,+1 k=R.+1 i=k+1 k=R,+1 \i=k+1

+OZT+101 H Q5 (1— H Oéi> —5r+1C2+C3]].{(7"+1) GIT+1}+(1—OZT+1)01]].{(T+1) GIrJrl}

27, =

r+1 r+1 r+1 r+1 r+1
Z( H ai>aﬁRT— Z 5;€<Hai>02+ Z (HO@)Cg]l{kEIk}

=Ry 41 k=R, +1 =kt k=R.+1 \i=k+1
+ a,41C1 H o; <1 — H ai> +(1- Ozr+1)01]l{<7" + 1) S IT+1}. (69)
T, i€T,

If (r+1) ¢ Z.4, then (1 —[liez, o) = (1 _HieIrH ai) and @11 (HiQIT o) =
(Higz,,.ﬂ ozi). Consequently,
()17-+101 H Q5 (1 — H Oéz') + (1 — Oér+1)01]].{(’l" + 1) S I,-_;,_l} = Cl H (67 1-— H (073
¢, €L, ¢ L4 1€L 41
(70)
On the other hand, if (r 4+ 1) € Z,41, then (HieL ai) = (Higzrﬂ ai). Consequently, we have,
ar+101 H (67 <]. - H Cki) + (]. - OZT+1)01]].{(’I" + ].) S Ir+1}

i¢T, i€z,

= a,+1Ch H o (1 - H ai) + (1 —ar41)Ch

€T, 41 €L,

> C H (% [ar+1 (1 - H ai) +(1— arﬂ)}

¢ Ly €T,
Z Cl H (673 ]. — H Q; . (71)
¢ Ly 1€Ly 41

Combining (69), and proves the claim.

Proof of (39). To establish this result, we separately consider the cases < 1 and z > 1.

e When x < 1, we have

T 1 1 T Tx
e v R R} "

where in the last step, we used the relation M > 2.
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* Let us now consider the case > 1. The second derivative of f is given by f”(z) =
fm Clearly, for all z > 1, f” < 0 implying that f is a concave function. It is
well-known that a continuous, bounded, concave function achieves its minimum values over

a compact interval at the end points of the interval (Bauer’s minimum principle). For all
M > 2, we have,

1 1 7 VM 1 7
H=c— —— > —; VM= —Y" - >
F) 2 5yM T 20 it ) vVM+1 5720
Consequently, we can conclude that for all z € [1, v M],
7
> —. 73
@)= o5 73)

Combining (72)) and (73)) proves the claim.

B.3.3 Large learning rates with large 71;

In order to bound the error in this scenario, note that %7 controls the variance of the stochastic
updates in the fixed point iteration. Thus, when #7; is large, the variance of the iterates is large,
resulting in a large error. To demonstrate this effect, we focus on the dynamics of state 2. This part of
the proof is similar to the large learning rate case of |Li et al.| [2023]. For all ¢ € [T'], define:

M

— 1
Vi(2) =47 > V). (74)

m=1
Thus, from (33)), we know that E[V;(2)] obeys the following recursion:
E[V:(2)] = (1 — (1 = vp))E[Vi—1(2)] + ne.

Upon unrolling the recursion, we obtain,

T T
E[Vr(2)] = ( 11 <1nk<1vp>>) EV.2))+ > .

k=t+1 k=t+1
Thus, the above relation along with (T6) and the value of V*(2) yields us,

T

v -5 = ] 0-n0-w) (2 -smel). o)
k=t+1 - P
Similar to L1 et al.|[2023]], we define
1
Ti=mind0<t <T -2 v ———forallt/ + 1 <t<T5;.
T mln{ <t < ’ E[( t)]_4(1_7)2 orallt! +1<t< }
If such a 7" does not exist, it implies that either E[(V7)?] < g7757 V)Q or E[(Vr-1)?] < ﬁ. If
the former is true, then,
_ 3 — 1
V*©2) —E[Vr(2)] = —— — JE[(V)?2] > —. (76)
Similarly, if E[(V7_1)?] < PTG )2,1t implies E[V7_1] < (1 5 Using (33)), we have,
_ — — 1 1 2
EVr@2)]=0-nr(1=yp)E[Vr-1(2)] +nr <E[Vr-1(2)] +1 < + =

21-7) 6(1-v) 3(1-9)
Consequently,
— 3 2 1
AT 30— 20—

(77)

For the case when 7/ exists, we divide the proof into two cases.
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* We first consider the case when the learning rates satisfy:
T

IT =m(—7p)> % (78)

k=141

The analysis for this case is identical to that considered in Li et al.|[2023]]. We explicitly
write the steps for completeness. Specifically,

_ T 1 _
v*<2>E[vT<2>]—< 11 <1nk<1w>>> i)

k=141 7P
1 3 —
> 5 (g — VeI @)
1 3 1 1
22'(4(1—7>‘2<1—7>>28(1—7)’ )

where the first line follows from (73)), the second line from the condition on step sizes and
the third line from the definition of /.

¢ We now consider the other case where,
T

1
0< J] G=m@-9p) < 3 (80)
k=141

Using [Li et al., 2023} Eqn.(134)], for any ¢’ < ¢ and all agents m, we have the relation

@)= I <1—nk<1—w>>(1_17p—v;f"'<2>)

L= 2 41
+ Z 77 V(B (212) — p)Vim 1 (2).
k=t'+1

The above equation is directly obtained by unrolling the recursion in (24)) along with noting
that Q+(2,1) = V;(2) for all ¢. Consequently, we have,

Ve =2 ] G- mt-w) (2 - 7o)

1=2p k=t/+1

Z Z 0Dy (BP212) = p)ViT (2). (81)

m=1k=t'4+1

Let {Z#}E, be a ﬁltration such that .%#; is the o-algebra corre-
sponding to  {{P™(2]2)}M_,}\_ It is straightforward to note that
{ e Zm 177,(€T) (P(2]2) — )Vk—l( )}k is a martingale sequence adapted to the
filtration .%,. Thus, using the result from [Li et al., [2023] Eqn.(139)], we can conclude that

Z Var( an (P (2]2) — p) Vi, (2) ’9,61)]. (82)

k=1'+2

Var(Vr(2

We have,

( Z U(T) (P (212) — p)Vi™4(2) ‘91%—1)

m=1

M
1 R
= 37 X Var (2Bl ~ DV 2) | 71

(T)y2
_(nB]fJ\/[)’Y (szkl )
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> “_gg—f\}_” ) (Viea(2))%, (83)

where the first line follows from that fact that variance of sum of i.i.d. random variables is
the sum of their variances, the second line from variance of Binomial random variable and
the third line from Jensen’s inequality. Thus, (82) and (83) together yield,

T
Var(V(2)) > LW =D s~ e w2

9BM
k=142
1—~) 4y —1 1 )
> 31)9(1\} )'4(1—7)2' > (84)

k=max{7,7’'}+2

where the second line follows from the definition of 7/. We focus on bounding the third
term in the above relation. We have,

T T T 2
> (n;(@T))Q > > <7lk IT a=n1- w))

k=max{7’,7}+2 k=max{7’,7}+2 i=k+1

T t 2
>y <77T 11 (1—777(1—729)))

k=max{7’,7}+2 i=k+1
T

=ny Y, (L=n(1—7p)*"P
k=max{7/,7}+2

I e Ul e U yp)) 2T —maxdri =)
N (1 —=9p)(2 = n-(1 —p))

1
> — . 85
Z Nt A1—7) ¢, (85)

where the second line follows from monotonicity of 7; and the numerical constant ¢’ in the
fifth step is given by the following claim whose proof is deferred to the end of the section:

1—e 89 for constant step sizes,

1 _ 1 - N, 1 _ 2(T—max{7/,‘r}—1) > .
(1 =n-(1=7p)) ~|1—exp (fngS{lc}) for linearly rescaled step sizes
»Cn

(86)
Thus, (84) and (83) together imply
T
= (-1 (T)y2
Vi 2> —— .
ar(VT( )) = 36BM(1 _7) k;Jrz(nk )
"4y — 1 "4y — 1 1

d(4y—1) nr S -1 &7)

~ 144(1—~) BM(1—~) = 144(1—~) 100’
where the last inequality follows from the bound on Z77.

Thus, for all N > 1, we have,

C//

E[(V*(2) = Vr(2))*] = E[(V*(2) - E[Vr(2)])’] + Var(V7(2)) = AN’

for some numerical constant ¢’. Similar to the small learning rate case, the error rate is bounded away
from a constant value irrespective of the number of agents and the number of communication rounds.
Thus, even with CCroung = Q(T'), we will not observe any collaborative gain in this scenario.

Proof of (86). To establish the claim, we consider two cases:
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e 7/ > 7: Under this case, we have,

(1 _ 777_(1 _ ’yp))Q(T_maX{T/vT}_l) — (1 _ "77—(1 _ fyp))Q(T—‘r’—l)
T

<A-n(1-)" < [ Q-m@—9p) <
k=1'+1

)

DN =

(88)

where the last inequality follows from (30).

e 7 > 7': For this case, we have

(1= e (1 —p)) 2T mexlm =0 = (1 — (1 — p))2T =77

2Tn. (1 —
<(L—=n:(1—p)" 7 <exp (n(gvp)
(89)

For the constant stepsize schedule, we have,

For linearly rescaled stepsize schedule, we have,

o (‘W) = (‘23T T cn(ll— NTJ3 o5 w) - <_3max8{1%}>

oD

On combining B8], (89), (O0) and (OT), we arrive at the claim.

B.4 Generalizing to larger state action spaces

We now elaborate on how we can extend the result to general state-action spaces along with the
obtaining the lower bound on the bit level communication complexity. For the general case, we
instead consider the following MDP. For the first four states {0, 1, 2, 3}, the probability transition
kernel and reward function are given as follows.

Ag = {1} P(0]0,1) =1 r(0,1) =0, (92a)
A ={1,2,...,|Al} P(1|1,a) =p P0|l,a)=1—-p r(l,a)=1,Yae A (92b)
Ay={1} P@21)=p PO21)=1-p r21)=1, (92¢)
As={1}  P@3I3,1)=1 r(3,1) =1, (92d)

where the parameter p =

. The overall MDP is obtained by creating |S|/4 copies of the above

2
MDP for all sets of the form {47, 4r+1,4r+2,4r+3} for r < |S|/4—1. It is straightforward to note
that the lower bound on the number of communication rounds immediately transfers to the general

case as well. Moreover, note that the bound on CCoyng implies the bound CCpi; = 2 (m)

as every communication entails sending (1) bits.

To obtain the general lower bound on bit level communication complexity, note that we can carry
out the analysis in the previous section for all |.4|/2 pairs of actions in state 1 corresponding to the
set of states {0, 1,2,3}. Moreover, the algorithm &7, needs to ensure that the error is low across
all the |.A|/2 pairs. Since the errors are independent across all these pairs, each of them require

Q ((1—7)% bits of information to be transmitted during the learning horizon leading to a lower
bound of (O—“yl)%)' Note that since we require a low (., error, </ needs to ensure that

the error is low across all the pairs, resulting in a communication cost linearly growing with |.A].
Upon repeating the argument across all |S|/4 copies of the MDP, we arrive at the lower bound of

CC:Ut::(2(44J§H4LA,)_

(1-7)log* N

31



B.5 Proofs of auxiliary lemmas
B.5.1 Proof of Lemma 2]

Note that a similar relationship is also derived in|Li et al.| [2023]], but needing to take care of the
averaging over multiple agents, we present the entire arguments for completeness. We prove the
claim using an induction over ¢. It is straightforward to note that the claim is true for ¢ = 0 and all
agents m € {1,2,..., M}. For the inductive step, we assume that the claim holds for ¢ — 1 for all

clients. Using the induction hypothesis, we have the following relation between V™, (1) and f/\;’flz

Vit (1) = agg@}Qt 1(La) =2 aggg}@? 1(a) = 17:(1 —ni(l—7) =V - 1 17: 1(1 =ni(1="))
(93)
Fort ¢ {t,}* | and a € {1,2}, we have,
Q' (1,a) — Qi*(a) = Q" j5(1,a) — Q" (a)
= (1= n)Q¢L1 (L, a) +ne(1 + P (1]1,a)V;" (1))
— [0 =m)@ (@) + (1 + P (1L, @) V)]
= (1— )@+ (11, ) — Q" 1 (a)) + my P (1]1, a)( (1) = V)
> —“1‘_2”ﬁ(l—m<1—v>>—ﬁtm<1|1,a> N H (1—m(1=7))
=1 i=1
(L—m) 7 m
>~ - - H =)
> ,ﬁ il_i[l(l = ni(1 =) (94)

Fort € {t,.}F | and a € {1, 2}, we have,

;M
Q" (1,a) — m(a) M Z Q7L 1/2(1 AV Z Qt 1/2

I
=[=
ME )

(1= n)Q71 (1,0) +me(1 + 4P (11, )17, (1)

3
Il

1 M
=20 (A= m)Q (@) + (1P (L) T

y =1
=A14§_:1[1—m (@1*4(1.0) — Q1 4(a)) + P (UL, a) (V24 (1) - T
>~ Tl -n0 -, (95)

=1

where the last step follows using the same set of arguments as used in (94). The inductive step follows

from (94) and (93).
B.5.2 Proof of Lemma[3l

In order to bound the term E[A} ] —E[£", .. ], we make use of the relation in (@#4a), which we
recall v

[Alnmax] > th’,t]E[Zt’,max Z 77 ’YpE Ak 1, mdx} + E[ t',t, max] (pt’7tE[|Zt'(1) - Zt’ (2)”
k=t'+1
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* To aid the analysis, we consider the following recursive relation for any fixed agent m:

Yo = (1= n0)ye—1 +ne(ypye—1 + EIET 1nax])- (96)

Upon unrolling the recursion, we obtain,

yt=< H (1—%)) o+ Y <77k H (1—m)> YPYk—1

k=t'+1 k=t'+1 i=k+1
t t
+ Z (Uk H (1 _nt)> E[ggl,t,max]
k=t'+1 i=k+1
= gy + Z ) vpy-1 + Z TVEIER ) s 97)
k=t'+1 k=t'+1

Initializing v, = E[Ay max] in and plugging this into (#4a), we have

[A;nmax] > Yt — Spt',tIEHZt’(l) - Zt'(Z)”?

where we used S} et/ 41 ﬁ,(f < 1 (cf. (I8)). We now further simply the expression of y;.

By rewriting (96) as
Yo = (L= me(1 = yp))ye—1 + B 1 max]

it is straight forward to note that y; is given as

Ye = ( II ¢-na —w))) Yo + EIEL ) max] l > n,f)] : (98)

k=t'+1 k=t'+1

Consequently, we have,

[Agnmax] - E[ Z?,t,max] > < H (1 - 77k(1 - ryp))> E[Zt’,max]
k

=t'+1
gt’ t,max [ Z nkt) 1 - Sot',tIEHZt’(l) - Z15'(2)|]
k=t/+1
99)
* We can consider a slightly different recursive sequence defined as
wi = (1 —ng)wi—1 + ne(ypwi—1). (100)

Using a similar sequence of arguments as outlined in (96)-(98), we can conclude that if
Wy = E[At/,max] then E[A%nmax] > wy + ]E[é-t’ t, max} @t/ﬂfE“At/(l) - At'(2)|] and
consequently,

E[AY nax] = < H (1 —me(1— w))) E[Ay max] + E[E7 ) max] — @ B[Aw (1) = Ay (2)]].
k=t'+1 (o

On combining (99) and (I0T)), we arrive at the claim.

B.5.3 Proof of Lemmal

We begin with bounding the first term E[£] the second bound follows in an almost identical

derivation.

,t max]
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Step 1: applying Freedman’s inequality. Using the relation max{a,b} = %Iafb\’ we can
rewrite E[¢]} . ) @S
er () +€m,(2) &m0 —&r,2
E[&7  max] = E () fwt()_i_ (1) — &0, (2)
it 5 5
2 2
1
= 3" Z (B 1) - B (UL, 2) i, (102)
k=t/+1

—.m
St

where we used the definition in (38) and the fact that E[¢}",(1)] = E[¢]";(2)] = 0. Decompose (],
as

L

t B
m I ,-Y m m Am
o= Do HPLAILY) - LAV = Y (103)

k=t/+1 b=1 =1
where forall1 <[ < L
Y O
2= E< k(1),b(1) (1|1 1) - Plg)(ql),b(l)(1|1’2))vk?l)fl
with
k() :=[l/B]+t +1; b(l)=(I-1) mod B)+1; L= (t—t)B.

Let {«%}l ; be a filtration such that %, is the o-algebra corresponding to
{20 b0 (UL, 1), Pty vy (UL 2)}._,. It is straightforward to note that {z}/=, is a mar-

tingale sequence adapted to the filtration {.% }zL:1~ We will use the Freedman’s inequality [Freedman,
1975, |Li et al., |2023] to obtain a high probability bound on [, |.

* To that effect, note that

o ly T T Am
sup |z1] < sup ﬁ;(ct()l) "B (Prtny o (UL, 1) = Py vy (1L, 2)) - Vil 21

77@) . v
— R0 B(1—9)
Mt
<5, (104)
B(1-7)

where the second step follows from the bounds |(P"(L (1|1 1) — Py v (1\1 2)) <1

and V k-1 < T v and the third step uses ¢, < — and the fact that 77,(€ ) is increasing in
k in this reglme (cf. (IO)).

* Similarly,

A2
Var(z|Fi-1) < 77{1:)1 2' Vk(l) 1 'Var(Pkw(ll),b(l)(Hlﬂl)_Ply(ll)#b(l)(1|1ﬂ2))
@) B

2
~(t) Y
< (nk(l)) B2(1—~)2 2p(1—p)
~(t)
< M (105)
~3B2(1—7)’
Using the above bounds (T04) and (T03) along with Freedman’s inequality yield that
L
8log 2/(5 2 477t log(2/4)
> — =L 7| <.
PrIcid >\ 3520 ) Z( k(l) 36— | <° (106)

l=1

34



Setting 6 = U570 - E[|¢;,[2], with probability at least 1 — &, it holds

s [ Blos2/h) 5 ()" + Amlos2/00) _

3B(1—7) k 3B(1—7) (107

k=t'+1
Consequently, plugging this back to (T02), we obtain
m 1 m
E[gt’,t,max] = E]EHCt’,tH

1
SElG 1G] < DY

1 m m
SSEICE P1{¢,| < DY

1
57 (Bl ?] = Ellgr, P1{l¢r, | > D))
2D

L PRI DN 1
2 2D (E[|<t’7t|2] - M) > D -E[|Ct/,t|2]. (108)

¢ ()
. g

Here, the penultimate step used the fact that |(}"',| < <
s 2 T ay

used the definition of dg. Thus, it is sufficient to obtain a lower bound on E[|Cﬁft|2] in order obtain a
lower bound for E|

v

Y]

v

, and the last step

—
t/,t,maxl]*

Step 2: lower bounding E[|§Z?7t|2]. To proceed, we introduce the following lemma pertaining to
lower bounding ‘//\'tm that will be useful later.

Lemma 6. For all time instants t € [T] and all agent m € [M]:
E|(vm) !
m > [—
[( ") ] T 2(1-79)?

‘We have,

2 - ~1\?
>9800 2 (17) (10

k=max{t',7}+1

where the third line follows from Lemma|§| and the fourth line uses v > 5/6.

2
Step 3: finishing up. We finish up the proof by bounding Zzzmax ()41 (7),?)) for t —
max{t', 7} > 1/n,. We have

t t t

> (77;?’)2 > > (77k I1 (1771-)>2

k=max{t’,7}+1 k=max{t',7}+1 i=k+1
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vz

t t 2
> (m IT a- m))
k=max{t’,7}+1 i=k+1

¢
=0 > (1—p)*H

k=max{t',7}+1
1— (1 _ nT)2(t—max{t/,‘r})

>n? -
¢ 777(2_777)
1—exp(—2) _ n _ nr
>n > = > 110
>N 5 2702 107 (110)

where (i) follows from the monotonicity of 7. Plugging (110) into the expressions of D (cf. (I07))
we have

t

8log 2/50 2 4n,log(2/d0)
D = Z ( ,(:)) + HPe\=2/%0)

3B(1-7) 4, 3B(1—7)
_9 81log(2/80) 1 i 2\
O, 0 ~(t)
< JElci ) 2 (B(l_,y) > (it )) 160 E[ICy ] - log(2/60)
< BE(CP ] - log(2/50) 603<m ”>+2o]

< 60E[|¢7|] - log(2/d0) l 332(3”;” N 1] ’

where the second line follows from (T09) and (TT0), and the third line follows from (TI0). On
combining the above bound with (T08)), we obtain,

m 1 v
E[ét/,t,max] >

. 111
= 240T0g(2/0)) w41’ (1)

2077T

h ==
where v 3B(1—7)

Note that we have,

(1—7)? mo21 < (L=7) Zt ~\2 _ nr—7)
= . ’ > . > —
(SO EHCt ,t| ] - 9B e (nk ) = 90B

Combining the above bound with (ITI) yields us the required bound.

Step 4: repeating the argument for the second claim. We note that second claim in the theorem,
i.e., the lower bound on E {max {ﬁ M & (1), 57 M &r,(2) H follows through an identi-

cal series of arguments where the bounds in Eqns. (I04) and (T03) contain an additional factor of M
in the denominator (effectively replacing B with BM), which is carried through in all the following
steps.

B.5.4 Proof of Lemmal[3
Using Eqns. @T)) and (38)), we can write

M t t
1 . - .
305 (T 0w aErany - Fran2ie,



Upon unrolling the recursion, we obtain,

t M ¢
A -E@=1Y <nk ITa- m) TP (L1~ B QL 2) T
k=1m=1 i=k+1

If we define a (filtration % as the o-algebra  corresponding  to
{P}(1]1,1), P}(1]1,2),..., PM(1|1,1), PM(1]1,2)}%_,, then it is straightforward to note
that {A;(1) — A;(2)}; is a martingale sequence adapted to the filtration {.%;};. Using Jensen’s
inequality, we know that if {Z;}; is a martingale adapted to a filtration {%¥; };, then for a convex
function f such that f(Z;) is integrable for all ¢, {f(Z;)}: is a sub-martingale adapted to {¥; }:.
Since f(x) = |z| is a convex function, {|A;(1) — A;(2)|}; is a submartingale adapted to the
filtration {.%; }+. As a result,

sup B[[5(1) - %)) < E[Er() - Br@)] < (EIGr(1) - Br)) . a12)

We use the following observation about a martingale sequence { X; }!_; adapted to a filtration {%; }!_,
to evaluate the above expression. We have,

(Sl

t—1 t—1 2
=E |E | X? +2X, (ZX) + (ZX)
=1 =1

Gi1

Y1

2
=E[X}]+E <le>
t
~ S E[x2], (113)
=1

where the third step uses the facts that (Zt X, ) is ¢4,_1 measure and E[X;|%,_1] = 0 and fourth

step is obtained by recursively applying second and third steps. Using the relation in Eqn. (T13) in
Eqn. (T12)), we obtain,

1E?ET]E[|Kt(1) ~R(2))] < (B[Ar(1) — Br(2))2)

., o\ 1/2
<[> (Zf -A}~<ﬁﬁ<1|1,1>—ﬁ$<11,2>>Vgﬁ1>
1 =1

. , , - o ) , 1/2
(50 T e () )

=1 m=

T 2 2,~Y2p(1 p) 12

1) -

= (l; ") G ) 4

Let us focus on the term involving the step sizes. We separately consider the scenario for constant
step sizes and linearly rescaled step sizes. For constant step sizes, we have,

T T T 2
Z(ﬁ;@) Z(nk 11 1—m) Zn )27 k)éﬁﬁn- (115)

k=1 k=1 i=k+1
Similarly, for linearly rescaled step sizes, we have,

XT: (ﬁ,ﬁﬂ)z _ ZT: (ﬁ,ﬁT))z v ZT: (nk7 ﬁ (1— m)>2

k=1 k=1 k=71+1 i=k+1
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4T
§377T'77T'T'6Xp(—

9
< Pl + 317
e

< dnr, (116)

where the second step uses c;, < log N < 1% and the fact that ﬁ,gT) is increasing in k in this regime.
2t

(See Eqn. (T9)) and fifth step uses ze~4*/3 < 3/4e. On plugging results from Eqns. (TT3) and
into Eqn. (T14) along with the value of p, we obtain,

~ A1) - A | 8m
1zltlngE[lAt(l) A(2)]] = B )’ (117)

B.5.5 Proof of Lemmal6l

as required.

For the proof, we fix an agent m. In order to obtain the required lower bound on IA/tm, we define
an auxiliary sequence @:ﬂ that evolves as described in Algorithm |5} Essentially, @ln evolves in a

manner almost identical to Q7" except for the fact that there is only one action and hence there is no
maximization step in the update rule.

Algorithm 5: Evolution of Q

1 r«1,Q, =Q*(1,1) forallm e {1,2,..., M}

2: fort=1,2,...,T do

3 form=1,2,...,M do

4: Q176n—1/2 — (L=m)Q; 1 (a) + (1 + P11, 1)Q," )
5 Compute@n according to Eqn. (8)

6 end for

7: end for

It is straightforward to note that @?”(1) > @;n, which can be shown using induction. From the
initialization, it follows that Q7*(1) > Q. Assuming the relation holds for ¢ — 1, we have,

@?11/2(1) = (1 —n)QY 1 (1) + (1 + 4P (11, 1)V/™)
> (1= n) Q"1 (1) + (1 + 7B (11, 1)Q7" 4 (1))
> (1= )@,y +n(1+ P11, 1)Q;" )
:@:,il/z'

Since @;” and Q:n follow the same averaging schedule, it immediately follows from the above
relation that Q*(1) > Q;". Since V; > Q7(1) > Q; ', we will use the sequence @, to establish
the required lower bound on V™.

We claim that for all time instants ¢ and all agents m,

—m 1
E@Q)) = 1= (118)

Assuming (T18) holds, we have
s (s0) = (500 > (1255) = o

1—p 1—7)%
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as required. In the above expresswn the first inequality follows from Jensen’s inequality, the second
from the relation Vt > Qt > 0 and the third from (118).

We now move now to prove the claim (TT8)) using induction. For the base case, E[Qp | = I 1717

by choice of initialization. Assume that E[@:’il] = ﬁ holds for some ¢ — 1 for all m.

* If ¢ is not an averaging instant, then for any client m,
Q= (1 =n) Q1 +me(1L+ B (11, 1)Q;)
E[Q)] = (1 —n0)BQ)" 1] +m(1 +EF" (111, 1)Q) 1))
= (1= m)E[Q" 1] + ne(1 + vpE[Q;"1))
B (11—;7t)+n <1+1jp7p) B 1—17;.0' (1

The third line follows from the independence of ]3;”(1 |1,1) and @:il and the fourth line
uses the inductive hypothesis.

« If ¢ is an averaging instant, then for all clients m,

Qo) 1
Qp = Tt ZQiq Y Z(l +PI (11, 1)Q; 1)
j=1 j=1

— (1—n) e 1 Y N .
E[Q;] = = EQi ]+ gy (U AER (AL 1)@ )
P i=1
C (- 1
ST Py +WMZ( 1—7p) T—p 20

j=1
where we again make use of independence and the inductive hypothesis.

Thus, (TT9) and (T20) taken together complete the inductive step.

C Analysis of Fed-DVR-Q

In this section, we prove Theorem [2]that outlines the performance guarantees of Fed-DVR-Q. There
are two main parts of the proof. The first part deals with establishing that for the given choice of
parameters described in Section[4.1.3] the output of the algorithm is an -optimal estimate of Q* with
probability 1 — §. The second part deals with deriving the bounds on the sample and communication
complexity based on the choice of prescribed parameters. We begin with the second part, which is
easier of the two.

C.1 Establishing the sample and communication complexity bounds

Establishing the communication complexity. We begin with bounding CCyoyng. From the de-
scription of Fed-DVR-Q, it is straightforward to note that each epoch, i.e., each call to the REFINEES-
TIMATE routine, involves I + 1 rounds of communication, one for estimating 7 () and the remaining
ones during the iterative updates of the Q-function. Since there are a total of K epochs,

16 1
CCroung(Fed-DVR-Q: £, M,5) < (I + 1)K < ——2 1o ()
o e [ A\

where the second bound follows from the prescribed choice of parameters in Sec.[4.1.3] Similarly,
since the quantization step is designed to compress each coordinate into J bits, each message
transmitted by an agent has a size of no more than J - |S||.A| bits. Consequently,

CCuit(Fed-DVR-Q; e, M, §) < J - S]] A| - CCrouna(Fed-DVR-Q; £, M, 6)

32|S] 4| 1 8KI|S||A|
S77(1—7)1Og2<(1—7)€)1 ( \/ ))

where once again in the second step we plugged in the choice of J from Sec.§.1.3]
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Establishing the sample complexity. In order to establish the bound on the sample complexity,
note that during epoch k, each agent takes a total of [ Ly /M| + I - B samples, where the first term

corresponds to approximating ﬁ(Q(k*D) and the second term corresponds to the samples taken
during the iterative update scheme. Thus, the total sample complexity is obtained by summing up
over all the K epochs. We have,

K
SC(Fed-DVR-Q; ¢, M, 6) SZU %1 B><I B- K+—ZLk+K

k=1
To continue, notice that

K K
1 39200 8KI|S|| A kL K,
- < 0
1521 L, < TEESE log < E 4 E 4

k=Ko+1

39200 SKIISIIAI [ ke . 15—t
73M(1_7)210 ( 5 (470 +4 )

156800 (8KI|S||A] Lo,
S3M(1IA)2 g l—y  (1=9)e)’

where the first lme follows from the choice of Lj in Sec. and the last line follows from
Ko = [1logy (- — ). Plugging this relation and the choices of I and B (cf. Sec. j into the

previous bound yields

SC(Fed-DVR-Q: ¢, M, 6) < %% ((1_17)5> log <8Kf|5|«4|> K

nM(1—~)3 )

156800 | (SKIIS|\A L1
BM(1— )2 ® 6 I—y  (I—n9)e?

313600 1 8KI|S||A|
< _ .
S T = y)e o8 ((1 - v)e) l°g< 5 )R

Plugging in the choice of K finishes the proof.

C.2 Establishing the error guarantees

In this section, we show that the Q-function estimate returned by the Fed-DVR-Q algorithm is
¢-optimal with probability at least 1 — §. We claim that the estimates of the Q-function generated by
the algorithm across different epochs satisfy the following relation for all £ < K with probability
1-9:

—k

1—

1Q™ — Q*[|os < (121)
The required bound on ||Q) — Q* || immediately follows by plugging in the value of K. Thus,
for the remainder of the section, we focus on establishing the above claim.

Step 1: fixed-point contraction of REFINEESTIMATE. Firstly, note that the variance-reduced
update scheme carried out during the REFINEESTIMATE routine resembles that of the classic Q-
learning scheme, i.e., fixed-point iteration, with a different operator defined as follows:

H(Q) :=T(Q) — T(Q) + To(Q), for some fixed Q. (122)
Thus, the update scheme at step ¢ > 1 in (TT)) can then be written as
Qs = (1 =n)Qit +nH™(Qin), (123)

where 7™ (Q) := T."™(Q) — T"™(Q) + T1.(Q) is a stochastic, unbiased estimate of the operator

‘H, similar to ’YA;(m)(Q). Let Q%, denote the fixed point of 7. Then the update scheme in (123)
drives the sequence {Q}" };>0 to Q7,; further, as long as ||Q* — Q|| is small, the required error
|Q:; — @*||oo can also be controlled. The following lemmas formalize these ideas and pave the path
to establish the claim in (IZI). The proofs are deferred to Appendix
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Lemma 7. Let § € (0,1). Consider the REFINEESTIMATE routine described in Algorithm [3|and

let %, denote the fixed point of the operator H defined in (T22) for some fixed Q. Then the iterates
generated by REFINEESTIMATE @) satisfy

1, — D
Q1 = @il < 3 (18~ @l + 10" — Qiellc) + =

with probability 1 — %.
Lemma 8. Consider the REFINEESTIMATE routine described in Alg. [3|and let Q% denote the fixed

point of the operator H defined in Eqn. (I22) for a fixed Q. The following relation holds with
probability 1 — %:

— 16k’ 64r’ 2k'v/2 D
IIQ%—Q*IIOOSIIQ—Q*IOO-\/L “)2+\/L( - &L

(- 1= " 3La—2 " 70

whenever L > 32k’, where £’ = log (%‘SHA‘).

Step 2: establishing the linear contraction. We now leverage the above lemmas to establish
the desired contraction in (I21)). Instantiating the operator (I22) at each k-th epoch by setting
Q = Q%Y and L := L, we define

He(Q) = T(Q) = T(Q" ) + Tu, ("), (124)

whose fixed point is denoted as ()3, . Using the results from Lemmas and@ with D := Dj, and
H = Hj,, we obtain

1QM — Qe < 1 — @iy loe + Q5 — @iyl

]' — * * * Dk * *
< 2 (10479 = @l +1Q" = Q3,10 ) + = + 1@, — Q1
1 _ Dy,
= < (1% = @l +71Q" - Q3 ) + =
17 16x’ 7 64k’ 2V2k/ 13Dy,
< (k=1) _ o* T B _
<le @l <6+6 Lk(1—7)2> +6( Li(1—7)3 +3L;€(1—fy)2> * 120
17 165/ 7 100/ 13D
< (k—=1) _ * - A ’ k
=lQ @l (6 * 6\ Li(1 —7)2> 6\ Lr(1—7)3 + 420 °

(125)

holds with probability 1 — %. Here, we invoke Lemma in the second step and Lemma in the
fourth step corresponding to the REFINEESTIMATE routine during the k-th epoch. In the last step, we

used the fact that w > 1.

We now use induction along with the recursive relation in (I23)) to establish the required claim (I21).
Let us first consider the case 0 < k& < K. The base case, ||Q(0) — Q" < ﬁ, holds by definition.

Let us assume the relation holds for k¥ — 1. Then, from (I23) and choice of Ly, (Sec.[d.1.3), we have

1 7 16K’ 7 100x/ 13D
(k) _ * < (k—=1) _ y* Y A ’ k
109 @l < Q% - @'« <6+ : Lk(l—w) o BT

2-(=1) (] 104 2~
. <+2ng 8>+2hg 0 104

1—7 6 19600 19600(1 —~) 420 11—+
_2t T o 1
- 1y 6 6V 39200 4
27’6
< . (126)
1 -~
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Now we move to the second case, for k& > K. From (I25) and choice of Lj, (Sec.[.1.3), we have

1 7 16+’ 7 100+’ 13D
(k) _ * < (k=1) _ . 2O ! k
10 — Q" < Q%D — @ ||oo< e >+6\/Lk(1_7>3+ o

—(k—1 — (k-1
< 2~ b } + 9~ (k=Ko) Z 8 4+ 2~ (k=Ko) | Z 50 + &'4 . 2~y
- 1—y 6 6V 19600 6\ 19600(1 —~) 420 1-—~
B (O N
I 6 6V 196 4

9—Fk
< . 127)

I—x

By a union bound argument, we can conclude that the relation ||Q*) — Q* ||, < % holds for all
k < K with probability at least 1 — 4.

Step 3: confirm the compressor bound. The only thing left to verify is that the inputs to the
compressor are always bounded by Dy, during the k-th epoch, for all 1 < k£ < K. The following
lemma provides a bound on the input to the compressor during any run of the REFINEESTIMATE
routine.

Lemma 9. Consider the REFINEESTIMATE routine described in Algorithm [3| with some for some
fixed . For all ¢ < I and all agents m, the following bound holds with probability 1 — %

nD(1 +
1925 = Quale <@~ il (- (1) +20) + 2P
For the k-th epoch, it follows that
, . 7 Di(1+~
MQ* ~ @il (& (14 7) +27) + P2RED)
6 70
3 * * * D 1+
< 2 (1Q% ) — @ +1Q" — Qi ) + 20D
13 15 B 2Dk
<3 *-IIQ(’“ Y~ Q"
195 16\ 2~ (k-1
= \42 "7 1—~
(k—1)
§8~2 = Dy.
1—n

In the third step, we used the same sequence of arguments as used in (I26) and (127) and, in the
fourth step, we used the bound on ||Q*~1) — Q*||, from (T21)) and the prescribed value of Dy.

C.3 Proof of auxiliary lemmas

C.3.1 Proof of Lemmal7l

Let us begin with analyzing the evolution of the sequence {Q;}!_; during a run of the REFINEESTI-
MATE routine. The sequence {Q;}/_, satisfies the following recursion:

Qi =Qi—1+ % i (QT_% - qu—l;D7J)

Y

~

(Qﬁ% - Qi1+ sz)

1

i\H

m
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M

M M
= % > (QH + C’”) =(1-n)Qi—1+ % STH™ Qi) + % S 28

m=1 m=1 m=1
¢
In the above expression, (;" denotes the quantization noise introduced at agent m in the ¢-th update.
Subtracting @7, from both sides of (I128)), we obtain
M

> (ﬁﬁm) (Qi-1) — Q%) + G

m

Qi — Q7 =1 —n)(Qi-1 — Q) +

SE
1}

=1 =n)(Qi-1 — Q%) +

SE
M=

(A Qi) ~ H™(@30)

1

3
I

+ i (™ (@3 = H(@30)) + G (129)
Consequently,
M
19: = @il < (1 = Qi1 = @il + 37 3 [ Qi) = A(@30)
NERS (A (@0 -1@3)| +lGl
M ] i H H N oo »
(130)

which we shall proceed to bound each term separately.

* Regarding the second term, it follows that

[ @ - @) = |7 @ - T @)

<7010 -Qkll.. (3D

which holds for all @) since ﬁ(m) is a y-contractive operator.
* Regarding the third term, notice that

M
7 30 (A @) - H@w) = 175 DI T.@Q) - T@Q) + T@).
m=1 m=1 ¢ z(m

Note that 72(Q%,) — T.(Q) — T(Q%,) + T(Q) is a zero-mean random vector satisfying

1T(Q%) — T=(Q) — T(Q3,) + T(Q)lloo < 27/|Q — Q%¢lloo- (132)

Thus, each of its coordinate is a (27]|Q — Q% || s )?-sub-Gaussian vector. Applying the tail
bounds for a maximum of sub-Gaussian random variables [Vershynin, [2018]], we obtain that

o 2 8KI|S||A
<zv||Q—QH|oo-¢MBlog( A

1 M R
=3 (A @) - H@s)

m=1

- (133)
holds with probability at least 1 — ;2.

* Turning to the last term, by the construction of the compression routine described in
Section [4.1.2] it is straightforward to note that (/" is a zero-mean random vector whose
coordinates are independent, D? . 4—7_sub-Gaussian random variables. Thus, (; is also a

. . 2 .
zero-mean random vector whose coordinates are independent, ﬁ-snb—Gaussmn random
variables. Hence, we can similarly conclude that

< bt |2 o (SKISIA
Gl <D -2 \/Mlog( : (134

holds with probability at least 1 — 4‘%
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Combining the above bounds into (I30), and introducing the short-hand notation x :=
log (%‘S”A‘) we obtain with probability at least 1 —

2KI’
Qi = @illoo < (1= (L= Qis ~ Qoo + 2@~ @il {375 + D277 -1/
7 Hlloo = n Y 1—1 H oo ny H oo MB M
Unrolling the above recursion over ¢ = 1,..., I yields the following relation, which holds with

probability at least 1 — %

2 (2 -
||Q1Q;mgan(lv))’nczoQ;Amﬁ(ﬁﬂ@ Qilloe + D2 )-Z(l

=1

— N 1 2k [ 21y
S(1_77(1—’7))I||Q—QH”00+M\/;(f”Q Q3llo + D -27 )

— I 2v 2k D277 \/ﬁ

”Q QHHoo D
T*‘*O <5 (HQ Qoo + 1Q* — Q% lloc) + 70" (136)

Here, the fourth step is obtained by plugging in the prescribed values of B, I and .J in Sec.[d.1.3]

C.3.2 Proof of Lemmal§|

Intuitively, the error ||Q%, — Q* || depends on the error term T1(Q) — T(Q). If the latter is small,
then #(Q) is close to 7(Q) and consequently so are @5, and Q*. Thus, we begin with bounding the

term 77(Q) — T(Q). We have,

T.(Q) - T(Q)
=Q+A14i%(’f£m><@—@)—ﬂ@>
1 & = - _
- X (M @+87) - T@)
L S (Fm) gy _ 7m) (o ol « Lo, 1o Fm) (o .
=Mm1(TL @ -7} (Q)—T(Q)+T(Q)>+M;CL +Mmzl< @)-T@"),

(137)

where once again (;’ Fm) TL (Q) Q—% | 7~'L(m) Q) — Q) denotes the quantization error at

agent m. Similar to the arguments of (I33)) and , we can conclude that each of the following
relations hold with probability at least 1 — %:

L QR (Alm) (5, Am) ey . S 2 (12K|S||A
v 2 (@ -T"@)-T@+7@))| <»iR-@ ||oo'\/Llog<5),
~ (138)
1L 12KS A
MZQ’ ¢ | [ |)
m=1
(139)
For the third term, we can rewrite it as
1 M 1 M [L/M]
a1 2 (@) -T@) = yrpam X X (T @) -T(@)
m=1 m=1 [=1



We will use Bernstein inequality element wise to bound the above term. Let o* € RISI*I4l be such
that [0* (s, a)]? = Var(Tz(Q*)(s, a)), i.e., (s, a)-th element of o denotes the standard deviation of
the random variable 7z(Q*)(s, a). Since | Tz(Q*) — T(Q*)|lco < ﬁ a.s., Bernstein inequality

gives us that

x 2 6 K]S Al 2 6K[SI|A]
<o (s,a)\/Llog< 5 +3L(1_7)1og 5 .

M o
(140)
holds simultaneously for all (s,a) € S x A with probability at least 1 — ;5. On combining
(137), (138), (139) and (T40), we obtain that
~ — — 8k! 2k! 2k 2k
o _ > U o * , “hv D . 27J . v
L@ @) = T@)(s,)| = Q= @l - T+ 0" (oal\| T+ 5755+ Vo
(141)
holds simultaneously for all (s,a) € S x A with probability at least 1 — %, where k' =

log (%‘SHA'). We use this bound in (I41)) to obtain a bound on ||Q};, — @* |/ using the fol-
lowing lemma.

Lemma 10 (Wainwright|[2019b])). Let 7* and 73, respectively denote the optimal policies w.r.t. Q*
and (Q%,. Then,

1@ = Q'lloe < max {(7 = yP™) 7 |TL@ = T@)| . (1 = 7P7) 7 [T(@) -~ T@)]}

Here, for any deterministic policy m, P™ & RISIAXISIAL s given by (P™Q)(s,a) =

Y ves P(s']5,0)Q(s", w(s")).

Furillermore, it was shown inWainwright [2019b, Proof of Lemma 4] that if the error \7~1 (@) (s,a) —
T(Q)(s,a)| satisfies

To(@)(5.0) = T@Q(s. )| < 20/Q = Q"lloe + 210" (5,0) + 22 (142)
for some 2, 21, z2 > 0 with z; < 1, then the bound in Lemma|[I0]can be simplified to
1 20 = 21 k)
* o yx < — 0O . 143
105~ @l < 12 (0= @t 412 ) . (49
On comparing, (I41) with (I42)), we obtain
8K’ 2K! 2k 2K'
=4/ —: =4/ —: =_—"" 4+D.277 /=
0 L - I 2 30—y " M

Moreover, the condition L > 32«’ implies that z; < 1 and ﬁ < /2. Thus, on plugging in the
above values in (T43)), we can conclude that

* * = * 16k’ 64k’ 25;/\/5 D.2-J Ak!
(@hm@le=lome ”°°ML(1—7>2 Wm—ws e

_ 8k 325 2v2' D
<@ — Qoo - 40

where once again we use the value of .J in the last step.

(144)

C.3.3 Proof of Lemma/9]

From the iterative update rule in (123)), for any agent m we have,

Qﬁ% - Qi1 = 77(7:21(?'1)(@171) - Qz‘q)
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= (A" (Qimr) = HH(Q30) + AN (Q4) = H(Q3) + Q3 — Qim)-
Thus,
1Q7" 5 = Qiclloe < m (I (@Qim1) = H@5) Moo + AL (@5) = H@5) oo + Q5 — Qitloc)

<7 (VQi—1 — Qullse +291Q — Qjulle + Q% — Qi-1ll)
=7 (1 +DNQi-1 — Qll +27[1Q — Q3 llsc)

Q D
< Q- Qe (5 (14) +27) + 220

holds with probability 1 — 52— Here, the second inequality follows from (T31)) and (T32), The last

step in the above relation follows from (I33) evaluated at a general value of 4 and the prescribed value

of J. By a union bound argument, the above relation holds for all ¢ with probability at least 1 — %.

D Numerical Experiments

In this section, we corroborate our theoretical results through simulations. For the simulations, we
consider an MDP with 3 states and two actions, i.e., S = {0,1,2} and A = {0, 1}. The discount
parameter is set to v = 0.9. The reward and transition kernel of the MDP is based on the hard
instance constructed in Appendix [B| Specifically, the reward and transition kernel of state 0 is given
by the expression in Eqn. (I4a). Similarly, the reward and transition kernel corresponding to state 1
and 2 are identical and given by Eqns. and withp = 0.8.

Error vs Samples Taken

Communication Cost vs Samples Taken

—o— Fed-DVR-Q 30000 R .
Fed-Syn-Q —— l“edfl)\ R-Q
103 25000 Fed-Syn-Q
20000
107!
15000 /
10000
1072
5000
10734 0
. . 0.0 0.2 0.4 0.6 0.8 1.0
109 107 %107
(a) Sample Complexity (b) Communication Complexity

Figure 1: Comparison between sample and communication complexities of Fed-DVR-Q and the
algorithm Fed-SynQ from [Woo et al.|[2023]].

We perform three empirical studies. In the first study, we compare the proposed algorithm Fed-DVR-
Q to the Fed-SynQ algorithm proposed in|Woo et al.|[2023]]. We consider a Federated Q-learning
setting with 5 agents. The parameters for both the algorithms were set to the suggested values
in the respective papers. Both the algorithms were run with 107 samples at each agent. For the
communication cost of Fed-SynQ we assume that each real number is expressed using 32 bits.
In Fig|lal we plot the error rate of the algorithm as a function of the number of samples used. In
Fig. plot the corresponding communication complexities. As evident from Fig Fed-DVR-Q
achieves a smaller error than Fed-SynQ under the same sample budget. Similarly, as suggested by
Fig. Fed-DVR-Q also requires much less communication (measured in terms of the number of
bits transmitted) than Fed-SynQ), demonstrating the effectiveness of the proposed approach and
corroborating our theoretical results.

In the second study, we examine the effect of the number of agents on the sample and communication
complexity of Fed-DVR-Q. We vary the number of agents from 5 to 25 in multiples of 5 and
record the sample and communication complexity to achieve an error rate of ¢ = 0.03. The sample
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«107  Sample Complexity vs Number of Agents
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Figure 2: Dependence of sample and communication complexities of Fed-DVR-Q on the number of
agents.

Communication Complexity vs Effective horizon
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Figure 3: Communication complexity of Fed-DVR-Q as a function of effective horizon, i.e., —.

and communication complexities as a function of number of agents are plotted in Figs. 2a] and [2b]
respectively. The sample complexity decreases as 1/M while the communication complexity is
independent of the number of agents. This corroborates the linear speedup phenomenon suggested by
our theoretical results and the independence between communication complexity and the number of
agents.

In the last study, we compare the communication complexity of Fed-DVR-Q as function of the
discount parameter . We consider the same setup as in the first study and vary the values of v from
0.7 to 0.9 in steps of 0.05. We run the algorithm to achieve an accuracy of € = 0.1 with parameter
choices prescribed in Sec. We plot the communication cost of Fed-DVR-Q against the effective
horizon, i.e., ﬁ in Fig.[3| As evident from the figure, the communication scales linearly with the

effective horizon, which matches the theoretical claim in Theorem 2}

47



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we describe that we study the sample-
communication complexity trade-off in Federated Q-learning and derive both converse
and achievability results. In Sec.[3] we derive the lower bound on communication complexity
and in Sec. d] we outline the algorithm that matches the lower bound derived earlier.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
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Answer: [Yes]

Justification: We consider an infinite horizon MDP in the tabular setting and derive the
results for the class of intermittent communication algorithms. We acknowledge that these
assumptions might be restrictive for a certain class of applications and extension to more
general settings is discussed as a future direction in Sec. 5]
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model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

48



3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
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Justification: We have a section with numerical experiments in Appendix [D} The section
contains all relevant details of our implementation to reproduce the results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not have associated code or data.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The relevant details can be found in Appendix [D}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The error bars associated with the plots are small and hence we omit them.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The empirical studies require no specific compute resources can be easily
completed on a regular laptop.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and the paper conforms to the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper is concerned with foundational research and is theoretical in nature
with no direct societal impact.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper is theoretical is nature and does not involve release of data or code
and hence poses no such risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use any existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve any crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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