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ABSTRACT

Small language models (SLMs) become unprecedentedly appealing due to
their approximately equivalent performance compared to large language models
(LLMs) in certain fields with less energy and time consumption during training
and inference. However, the personally identifiable information (PII) leakage of
SLMs for downstream tasks has yet to be explored. In this study, we investigate
the PII leakage of the chatbot based on SLM. We first finetune a new chatbot, i.e.,
ChatBioGPT based on the backbone of BioGPT using medical datasets Alpaca
and HealthCareMagic. It shows a matchable performance in BERTscore com-
pared with previous studies of ChatDoctor and ChatGPT. Based on this model, we
prove that the previous template-based PII attacking methods cannot effectively
extract the PII in the dataset for leakage detection under the SLM condition. We
then propose GEP, which is a greedy coordinate gradient-based (GCG) method
specifically designed for PII extraction. We conduct experimental studies of GEP
and the results show an increment of up to 60x more leakage compared with the
previous template-based methods. We further expand the capability of GEP in
the case of a more complicated and realistic situation by conducting free-style
insertion where the inserted PII in the dataset is in the form of various syntactic
expressions instead of fixed templates, and GEP is still able to reveal a PII leakage
rate of up to 4.53%.

1 INTRODUCTION

LLM is one of the most centric research concentrations in the Artificial Intelligence (Al) field. It
contributes dramatically to various domains (Zhao et al., [2023; Xu et al.| 2024)) and tasks (Zhao
et al., [2023)). Nevertheless, with the scaling up of parameters of LLMs, the energy and resource
consumption are huge and unsustainable (Bolon-Canedo et al., [2024). Instead, SLM has gradually
become the research focus in recent years. The idea is to make the models smaller, usually less than
7 billion parameters (Hu et al., |2024)) but still with emergent ability (Wang et al., | 2024), and to train
them in a specific domain so that they can match the performance of LLMs in this certain field.

In spite of the protruding advantages of the SLMs, the privacy issues need to be considered before
the practical deployment. Enormous amount of training data from the Internet may exhibit poor
data quality and unintended leakage of private personal information (Das et al., 2025). There are
chances for models to memorize some of them (Carlini et al.,2019), and suffer from revelation in the
later inference phase. These private sensitive data are named as PII which includes the information
such as person’s name, telephone number and email address (Lukas et al.|[2023). This inappropriate
disclosure will become a severe issue in many domains, such as the medical field as it does harm
to patients both physically and mentally (Nakamura et al., [2020). Despite plenty of studies (Carlini
et al.|[2019; Nakamura et al.,[2020; Lukas et al.,|2023; |Lehman et al., 2021;|Huang et al., 2022} \Chen
et al.| 2024; [Nakka et al.| [2024; Kim et al., [2023) that have already concentrated on the detection of
potential PII leakage of different language models, there are fewer studies exploring the possibility
of PII leakage of downstream tasks based on SLMs such as chat models. As the popularity of chat
models starts to rise drastically in various fields (Dam et al,2024)) and they perform even better than
experts, relieving the burden of support staff (Ayers et al.,2023), it shows promising prowess of the
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chat model in practical scenarios greatly, as well as the urgency to protect the privacy which might
be revealed by unreasonable design (Jain et al., 2023).

Another problem of previous studies is that the majority utilizes template-based sensitive data in-
sertion or queries (Carlini et al.} [2019; [Lukas et al 2023} Lehman et al., |2021; [Huang et al., [2022;
Chen et al., 2024). However, even with the same meaning, language can be expressed in different
ways (Brown et al.| [2022). The template-based query under this “free-style” circumstance faces
more challenges, because the performance of the results will largely depend on the quality of these
hand-crafted templates (Nakka et al., | 2024). Even if one cannot detect any leakage using these tem-
plates, it does not mean that the model won’t leak if some other proper prompts are used for queries,
according to the relevant definition of association and extractable memorization in (Huang et al.,
2022; Nasr et al., 2023)).

In this study, we explore the PII leakage of chat models based on SLM. We mainly aim for the
medical domain, as it is one of the most vulnerable fields to data leakage. Specifically, we create a
new chatbot (ChatBioGPT) by finetuning BioGPT (Luo et al.,2022), a domain-adapted GPT model
for biomedicine and also an SLM by definition. Based on this model, we propose GEP for PII
extraction based on GCG (Zou et al., [2023), and explore the PII leakage in both cases where the
template-based or free-style PII is inserted into the dataset. The results show that GEP reveals more
PII leakage for the template-based insertion, and also unveils the risks of PII leakage even if the
PII are in more complex and realistic patterns. To the best of our knowledge, we are the first one
exploring the potential PII leakage of chatbots based on SLM. The contributions of our studies are
as follows:

* We develop a new chatbot ChatBioGPT based on SLM (BioGPT) in the medical domain
which consumes less finetuning time, and the results show a matchable performance in
BERTSscore compared with the existing approaches (i.e., ChatGPT and ChatDoctor in |Li
et al. (2023)).

* We propose GEP specially designed for PII extraction. It increases the PII leakage by up to
60x more compared with the previous template-based method, and it is still able to reveal
a leakage rate of up to 4.53% when the PII is in the form of various syntactic expressions.

* We conduct thorough experiments, studying the relationship between PII leakage and three
key factors, i.e., training step, trigger tokens’ length and the position of leakage, which
offers us a potential insight into how to defend against the leakage in the future study.

2 RELATED WORKS

2.1 SMALL LANGUAGE MODEL

Many researchers focus on SLM (Zhang et al.l 2022} Biderman et al.,|2023; [Wu et al., |2024; |Abdin
et al., [2024; |Groeneveld et al., [2024; [Mehta et al., 2024} Pfeiffer et al., 2024} Team, 2024) based on
the Transformer architecture (Vaswani et al., [2017). Their main difference is mainly in the number
of layers, hidden neurons, attention mechanism, activation function, etc. Based on these structures,
some domain-specific models are developed, such as|Luo et al.[(2022)); Acikgoz et al.|(2024)); Bolton
et al| (2024); [Labrak et al.| (2024)); [Yang et al| (2024); |Yao et al.| (2021) in the medical domain.
Considering that many institutions and organizations cannot afford the cost of training or adaptive
training, they usually choose pretrained SLMs for the downstream tasks, e.g., chatbots.

2.2  PRIVACY ATTACK

The dominant way to verify if the model leaks private information is by privacy attack. Privacy
attack can be categorized into gradient leakage attack, membership inference attack and PII leakage
attack (Das et al., |2025). The PII leakage attack refers to the method of extracting PII from a
trained language model. It is a fundamental problem for the language model (Das et al. [2025),
and it happens regularly (Kshetri, 2023). In recent years, many researchers have concentrated on
PII extraction. These studies either use pretrained model directly and try to extract the PII in the
pretraining datasets (Huang et al., |2022; [Nakka et al., 2024; |[Kim et al., [2023)), or create sensitive
data manually and then insert them in the dataset for training and detection (Carlini et al., 2019
Lehman et al.,|2021)). Usually the latter method is more convenient and effective, as the former one



Under review as a conference paper at ICLR 2026

needs extra techniques, such as named entity recognition (Lukas et al., [2023), to have a grasp of
what PIIs are in the original datasets.

The approach of manually creating sensitive data for insertion is usually based on template-based
method due to the tabular form of data (Chen et al [2024). A template is often used to formalize
the sensitive data. This data curation method is commonly used in [Carlini et al.| (2019); Lehman
et al.| (2021); Huang et al.|(2022); Chen et al.[(2024)). However, the natural language sentences are
rich and varied in their formation (Brown et al., [2022)). This data curation will cause a deviation of
the datasets from the real scenario. The approach of detecting leakage is usually based on template-
based query. The model is fed with prompts similar as the formalization in the hope that it can fill
the masked words or complete the query with sensitive data (Lukas et al.|[2023;[Lehman et al., 2021}
Huang et al., 2022} |Chen et al.} |[2024; |Kim et al., 2023).

3 METHODOLOGY

In this section, we are going to introduce ChatBioGPT and the new PII extraction method GEP. For
PII extraction, we finetune the models by inserting manually crafted PII data into the training dataset,
including two different ways of insertion. Each model utilizes only one way of insertion, so we will
have two models after the finetuning stage, i.e., ChatBioGPT (T) with template-based insertion and
ChatBioGPT (F) with free-style insertion. Then, the leakage of models will be measured with GEP
and compared with the results obtained by using template-based query, as shown in Fig|[T](a).
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Figure 1: (a) The finetuning process for PII insertion and (b) two different ways of PII insertion

3.1 CHATBIOGPT

Building a chat model is a prerequisite for conducting PII leakage extraction. To train a chat model,
we need to finetune a pretrained model to fit the task of chatting in the medical field. Several models
are potentially qualified in terms of this goal. However, some of them are either comparatively large
(Acikgoz et al.,[2024; Bolton et al.,|2024; [Labrak et al.| 2024} |Yang et al.| 2024)) which are unlikely
affordable or sustainable for individuals or organizations, or based on Masked Language Models
(MLM) (Devlin et al.| |2019) which are less utilized in text generation tasks and comparatively less
stable in the finetuning stage (Gisserot-Boukhlef et al., 2025)). We therefore choose BioGPT (Luo
et al., 2022) as our base model, and follow the pipeline of Chatdoctor (Li et al.l 2023), training
with Alpaca dataset (Taori et al., |2023) first to endow the model with basic chatting skills, and
then further refine it with HealthCareMagic-100k dataset (L1 et al., 2023)). When it comes to the
evaluation phase, we use BERTScore (Zhang et al.,[2019) to measure its performance on the iCliniq
database (Li et al.,[2023). Some hyperparameters for finetuning are shown in Appendix Tab. 4]

3.2 PII INSERTION

We consider the situation where the PIIs are the disease or symptom of each patient, aiming to ex-
plore whether the model can leak them if the dataset is injected with relevant information. We con-
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duct the template-based sensitive data insertion. Meanwhile, we propose free-style insertion method,
which is novel yet closer to the real scenario. It does not confine itself to a single template, but is
richer in grammar and expression. We insert these manually created PII into HealthCareMagic-100k
dataset, then still follow the process in[Li et al.|(2023)) for finetuning. To create the name list for PII,
we choose the first name and last name from [Bureau| (2021)); |JAdministration| (2024)) randomly and
combine them to create full names.

3.2.1 TEMPLATE-BASED SENSITIVE DATA INSERTION

As mentioned in [Nasr et al.| (2023)); |Carlini et al.| (2022), the model can discoverably memorize
around 1% of the training data. Thus, for HealthCareMagic-100k, we randomly select 1k data
entries to ensure that the model does memorize parts of the sensitive data. For each entry, we create
a data pair (name, symptom), where the name is from the generated name list and the symptom is
summarized in three words from the data entry using ChatGPT. An example of a (name, symptom)
pair is (John Doe, BPPV). Then we fill these data into the defined template. We follow this template:
The disease or symptom of {name} is {symptom}, and replace the name and symptom based on
1k sensitive data pairs. After that, for each of these template-based sentences, we insert it back
into its original entry to maximally keep the original distribution. The place for insertion within the
original entry is chosen at random. The procedure is shown in Fig|1|(b).

3.2.2 FREE-STYLE SENSITIVE DATA INSERTION

We choose the same data entries and name list selected in template-based insertion, and directly
change the first-person statement of each entry into third-person. To do so, we replace the subject
with the name, and consistently modify the pronouns and verbs to ensure the grammatical validity,
shown in Fig[I] (b). As these entries are diversified in expression, they can mimic the common
situation where the PII is contained in the corpus we gathered from the Internet.

3.3 GEP FOR PII EXTRACTION

The goal of PII extraction is to recover the PII from the model whose dataset contains corresponding
data without prior information about the diseases. In this section, besides the existing template-
based query approach, we propose GEP designed for PII extraction. It can extract the PII appearing
in either fixed templates or free style which is more complicated and realistic.

3.3.1 TEMPLATE-BASED QUERY

The template-based query method mainly targets template-based insertion. We query the finetuned
model with the following pattern: The disease or symptom of {name} is, with the replacement of
the true name in the data pair (name, symptom). If the “symptom” appears in the generation, then
we consider that this data pair can be recovered and the extraction is successful.

3.3.2 GEP

The original gradient-based methods are designed for jailbreaks (Zou et al.| [2023; [Wallace et al.,
2019) or some other downstream tasks (Shin et al.l 2020; [Wallace et al.l 2019). None of these
studies apply their methods on PII attack. We design GEP based on GCG (Zou et al.| [2023).

For template-based insertion, we design GEP in Algorithm [I} Suppose we have known the pa-
tient’s name and we want the model to generate his/her corresponding disease or symptom. In other
words, we want to maximize likelihood in equation E}

P(dlq, T) ()

where d refers to the disease or symptom, e.g., BPPV, ¢ refers to the name, e.g., John Doe, and T
refers to the remaining tokens in the sentence. Since we only know the patient’s name and have no
prior information about the disease, we cannot optimize this likelihood due to the lack of d. To solve
this problem, we observe that in the inserted PII, the disease always appears in the company of the
string s ”disease or symptom”. We therefore assume P(d|q, T, s) and P(s|q, T) share the same
trend. We have equation 2}
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P(s,dlq,T)
P(slq,T)

If we maximize the likelihood of P(s|g, T), then the numerator part will be higher to ensure the

formula holds. In other words, the model will be likely to generate the disease or symptom of the

patient after s. Our final goal turns into to find proper 7 to optimize the likelihood in equation[3] 7
are the trigger tokens.

P(dlq, T,s) = 2

P(slq, T) 3)
Algorithm 1 GEP Algorithm 2 GEP-unified
Require: Template-based query set Q, trigger’s Require: Template-based query training set O, template-
candidate set Z, trigger tokens 7, iteration T', based query validation set Q,,, trigger’s candidate set Z,
loss L, batch size B, counter ¢ = 0 trigger tokens 7, iteration 7', loss £, batch size B
for each ¢; € Q do fort=1,...,Tdo
fort=1,...,Tdo Counter c =0
Input ¢; = ¢; + 7T; to the model For each ¢; € Q4, input ¢; = ¢; + T to the model
T, = Top-k(—Ver, £(c:)) I=Toph(~>,_, Ver L(ci))
forb=1,...,Bdo forb=1,...,Bdo
n = Uniform(range(len(7;))) n = Uniform(range(len(T)))
7:" = Uniform(Z;") 7" = Uniform(ZI")
end for end foArb*
7i = 't'b , where b* = argmin(Ls;) T=T". whefe b* = argmin(3_;_, Le;)
Update: 7; = 7 Update: 7 =T
if disease d; in generation g; then for each ¢; € Q. do
c=c+1 Input ¢; = g; + 7 to the model
Break iteration if disease d; in generation g; then
end if c=c+l
end for end if
end for end for
ASR = c/len(Q) ASR = c¢/len(Q)
end for

To get the best T, we calculate the gradients toward one-hot encoding e of each token 7" in 7, and
select top-k candidate tokens as set Z based on gradients towards each logit. For each trigger token
string in the batch, we random sample the position and replace the original token with a random
new one in Z. And we finally choose the one with minimum loss as the new trigger tokens for next
iteration. After we get the new trigger tokens, we will test if the output contains the corresponding
disease. If it is, then we move to next template-based data, otherwise we will go on next iteration
for current one.

For free-style insertion, we cannot find a certain prefix like “disease or symptom” because each
expression is unique. Therefore, we drop the string s, and let the model generate the disease d
directly. However, lacking this important information greatly extends the searching space. Instead of
exploring the trigger’s pattern manually, we decide to let the model learn the patterns automatically.
Abort the idea of retrieving the trigger tokens for each template-based data, we use part of the data
trying to let the model learn a unified trigger tokens, hoping this can work as well in another part
of the data without prior information. We halve 1k data pairs randomly and use one part as the
training data while another part for validation. In this case, we make our initial assumption soft,
i.e., by accessing only a limited prior information in the dataset, we can extract more PII. We follow
Algorithm 2] In the training step, we add up all the gradients of each template-based training data
as the guidance of the trigger candidate selection. The final decision of the trigger tokens will be
decisively judged by the total loss in the training set.

We want to emphasize at last that since GEP attains the trigger tokens to form the query prompt
by calculating the gradients to maximize the likelihood, it avoids the dilemma of the hand-crafted
templates whose performance largely depends on their quality.
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3.4 METRIC

To evaluate the privacy leakage, we adopt Attack Success Rate (ASR) which is also implemented in
Lukas et al.[(2023)); Lehman et al.|(2021); Huang et al.|(2022); Chen et al.|(2024); Zou et al.|(2023));
He et al.|(2024)); Patil et al.|(2024). The ASR can be calculated in equation E}

Ny
ASR = — “4)

where N, refers to the total amount of successful attacks of the sensitive data, /V is the total amount
of data in the sensitive dataset.

4 RESULTS

In this section, we demonstrate the performance and results with regard to ChatBioGPT and PII
leakage detection utilizing template-based method and GEP. We conduct the experiments with the
computer system including an Intel Xeon W7-2495X CPU with 128GB RAM and Nvidia RTX
A6000 GPU with 48GB RAM.

4.1 THE PERFORMANCE OF CHATBIOGPT

We measure the performance of ChatBioGPT by BERTscore (Zhang et al |2019) The results and
comparisons are shown in Tab. [T} ChatBioGPT even achieves better performance, and can be fine-
tuned in around 3 hours due to its small size compared with ChatDoctor which is based on Llama-7B
(Touvron et al., 2023) and ChatGPT with the backbone of GPT-4 (OpenAl, [2023). We have more
results of BERTscore based on different models in Tab. [3]in Appendix.

Table 1: The BERTscore evaluation using BERT-based model

Precision Recall F1

ChatGPT (Li et al., 2023) 0.5272 £ 0.0016 0.5704 £ 0.0014 0.5454 £ 0.0013
ChatDoctor (Li et al.|[2023)  0.5311 £ 0.0013 0.5390 + 0.0009 0.5335 £ 0.0010
ChatBioGPT 0.5565 + 0.0011 0.5788 £0.0009 0.5662 £ 0.0008

4.2 PII LEAKAGE WITH TEMPLATE-BASED INSERTION AND TEMPLATE-BASED QUERY

Template-based query for PII extraction targets at ChatBioGPT (T) using three different decoding
strategies. The experiment based on topk sampling strategy is conducted seven times and then av-
eraged due to the randomness. The PII leakage of ChatBioGPT (T) and other models using T&T
methods are shown in Tab.[2| Direct performance comparison is not relevant due to different config-
urations. For instance, in other studies, the density of sensitive data in the training set is higher so
that the model tends to memorize more (Lehman et al.,|2021), or the model size is larger to remem-
ber more information (Huang et al.| 2022} Nakka et al.| [2024)), or they consider top-k accuracy so
that the boundary of success becomes softer (Lehman et al., |2021), etc. Most importantly, our base
model ChatBioGPT is a chatbot while others are not. This will lead to a system prompt which will
appear after the prompt query and before the generation when processing the text, e.g., ”Assistant”
or ”ChatDoctor”. This system prompt alters the ideal template, thus will cause a dramatic impact for
the generation that is deviated from the original following information during the training. Last but
not least, we want to emphasize that this performance is acceptable due to different setups compared
with other studies. In addition, what we can do is to compare all insertion and extraction methods
based on the ChatBioGPT since these setups remain completely identical.

4.3 PII LEAKAGE BY IMPLEMENTING GEP

We present the ASR results by using GEP when the insertion is in the form of template and free-
style. It shows that our method can extract more PII than the previous methods. We also conduct
thorough experiments to illustrate the relationship between ASR and different configurations.
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4.3.1 GEP FOR TEMPLATE-BASED INSERTION

We measure the ASR when the inserted sensitive data is based on template, i.e., ChatBioGPT (T)
using GEP with all 1k sensitive data taken into account. The trigger tokens are initialized in the
same way as|Zou et al.|(2023). Since the optimization process includes randomness, we conduct the
experiments for each strategy three times and calculate the average as the final outcomes. The results
are shown in Tab. 2] The results reveal much higher exposure of PIIs than the previous template-
based query method. The increment is from 40x to 60x. The experiment based on beam search
cannot detect any PII using template-based query, while it reaches 3.27% using GEP. In addition,
topk decoding method reveals the most PII among all three strategies, which is 9.07% and even
outperforms the method with a larger model in|Huang et al.| (2022), suggesting more PII are hidden
in the topk lists. This shows that GEP is capable of extracting more template-based PII in the corpus.

Table 2: The ASR for different insertion and query approach combination. T&T stands for template-
based insertion and template-based query. T&G stands for template-based insertion and GEP. F&G
stands for free-style insertion and GEP.

Method Model Greedy decoding Beam search  Topk
T&T Context100-2.7B (Huang et al., [2022) 0.0760 0.0757 0.0528
T&T Context100-125M (Huang et al.[|2022) 0.0086 0.0111 0.0068
T&T True-prefix (Nakka et al.| [2024) 0.0594 - -

T&T Template-only MedCAT (Lehman et al.| 2021) 0.16 (Decoding strategy not mentioned)
T&T ChatBioGPT (T) (347M) 0.0010 0.0 0.0022
T&G ChatBioGPT (T) (347M) 0.0643 0.0327 0.0907
F&G ChatBioGPT (F) (347M) 0.0360 0.0453 0.0207

We also evaluate the performance w.r.t three types of configurations, i.e., training step, length of the
trigger tokens and the position of the leakage in the generation. For the training step, we consider
how many PII have been successfully extracted at each step when we optimize the trigger tokens.
Notice that it only counts the leakage at each step, but not the accumulation of all previous ones.
This reflects the necessary steps we will need. We conduct each experiment three times and calculate
the average, under the circumstance where the trigger length equals 4. Some pre-experiments are
conducted to help define the proper total steps, i.e., 140, the number of steps at which most leakage
or successful attacks are observed.The curves are shown in Fig[2] According to this curve, we find
that with the growth of the steps, the leakage shrinks gradually, indicating that the most PII leakage
happens in the early training phase.

The average number of successful attacks at each step
3.5
3
2.5
2

.1 ﬁ '\VV “ ‘A] l ﬂ ‘ Beam search
05 \""; ‘\"M I‘\_ ‘\' A ﬁ

Ao Tl
0 A A“ \"“ MM
100 120

0 80

attacks

Topk

Average number of successful

Steps

Figure 2: The leakage at each step for template-based insertion based on GEP

For the trigger tokens’ length, we select six setups, i.e., 1, 2, 4, 8, 12 and 16. We only take
greedy decoding into consideration, since it includes no randomness and can be verified in the later
study. For each length, we conduct experiment three times and average the outputs. The curves are
shown in Fig[3](a). We find when the trigger length is 4, the ASR reaches the 6.43%, which is the
highest. Another observation is the turning point when the length equals 4. It is probably due to the
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following reason. If we increase the number of trigger tokens, it extends the searching space to find
the optimal triggers to make the loss of the whole input to be the minimal. So, the ASR increases
with the increment of the length. However, the growing of the trigger’s dimension will complicate
the function for searching the global minimal. It will take even more steps to reach the same level
as the shorter one. We suppose the trigger length of 4 is a balanced point between the two opposite
inducements mentioned above.

The ASR for different trigger lengths The position of leakage in the generation based on GEP
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Figure 3: (a) The leakage with regard to different trigger tokens’ length and (b) the ASR for different
position in the generation by using GEP

For the position of leakage, we explore where the disease tokens appear in the generation if the
attack is successful. This can help us define the maximum generation length, as longer generations
will be more time-consuming if it is unnecessary. All successful attacks on the certain index of the
generation will be summed up and the average will be calculated. The results are shown in Fig[3|(b).
We can summarize that the PII tends to leak at the beginning of the generation. We find that most
of the successful attacks happen before the 170th token in the generation. After the 200th token,
although it is still possible to generate the sensitive PIIs, we can assume that the bond between
these PIIs and inputs is weak. The generation is just due to that the model has seen this sensitive
information in the corpus during training.

4.3.2 GEP FOR FREE-STYLE INSERTION

We utilize the GEP-unified extraction for free-style insertion, which is more complicated yet a more
common and realistic case, based on ChatBioGPT (F). The 1k dataset is split in the ratio of 1:1
randomly. We use one part as training data to attain the unified trigger tokens. Then the ASR on
the other part will be reported as the final results. The results are shown in Tab. 2] We find that
GEP can successfully extract much PII in the validation set even with free-style insertion, and the
leakage based on beam search is the highest, even surpassing the one with template-based insertion,
i.e., 4.53% against 3.27%. While the result of topk is not so prominent, with the ASR of 2.07%.
This is because the PIIs in the dataset are in different syntactic expressions, while beam search can
keep track of multiple different candidate sentences, which increases the chance of hitting the target.

We also test the PII leakage w.r.t training step, trigger tokens’ length and position of leakage. All
setups remain the same as the previous part. The results are shown in Fig[d] Fig[3](a) and Fig[3](b).
For training step, since we train all the data pairs in the same time and cannot exclude the certain
one if it is successfully revealed, we thus measure the ASR at each step instead. The performance
of beam search is better than greedy decoding and topk in major cases. We observe that it keeps
rising and reaches its best at around step 95. For greedy decoding and topk, it is unnecessary to set
the steps more than 40, as they already reach the peaks before this threshold. For trigger tokens’
length, we spot that the ASR increases with the growth of trigger length. Since we want to have a
unified trigger token string, a longer one is more expressive for all sensitive data pairs. We assume
the best length depends on the total amount of PII data pairs we want to cover. For position of
leakage, we observe that all leakages happen before the 50th token in the generation. Therefore, it
is unnecessary to set the maximum generation length more than 60, considering some buffer areas.
We also spot that there are two spikes in the curve. This is due to the imbalanced data distribution,
as there are plenty of PII data pairs which have the same ”symptom”. And they tend to appear in the
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Figure 4: The ASR at each step for free-style insertion based on GEP-unified

same index in the attacking phase. Some of the examples of successful PII extraction are shown in
Fig[5](b) in Appendix.

5 DISCUSSION

In our experiments, we have shown that our method GEP can extract more PII than the previous
method, and is able to unveil the potential leakage in a more realistic scenario. The follows illustrate
the limitation of this study and potential directions.

The data imbalance of the dataset still needs more exploration. Although the 1k inserted entries
are randomly selected from HealthCareMagic-100k, we observe that some diseases in these entries
still appear more often than others, for example, ”abdominal pain” and “joint pain”. This will cause
data imbalance, and enlarge the tendency of the model to memorize the data which appears more
frequently. In addition, more different types of data and models need to be taken into consideration.
Last but not least, triggers are easily recognized by the safeguard. As mentioned in Kumar et al.
(2023)); [Liu et al.[ (2024])), some defense methods such as perplexity filtering leverage the gibberish
nature of the adversarial sequence, which helps them to discover these triggers from other prompts.
Although our method can successfully extract much more PII even in more complex scenarios,
it is still worth exploring how the performance would be with the implementation of the defense
methodology.

The future works will address the limitations mentioned above, by creating more comprehensive
datasets, balancing the data distribution, broadening the types of PII that do not only confine to
patient-disease data pairs, and trying small language models in different sizes. Considering the
perplexity of the trigger tokens is also a potential direction. For instance, adding the perplexity of
the prompt to the loss function (Jain et al., |2023) can enhance the fluency of the trigger tokens.
Most importantly, corresponding defense methods needs to be explored to prevent these potential
leakages.

6 CONCLUSION

In this study, we investigate the PII leakage of the SLM on the chatting downstream task, which is
hardly touched upon. We develop ChatBioGPT, which is a chatbot built on SLM BioGPT. It shows a
matchable performance in BERTscore compared with previous studies of ChatDoctor and ChatGPT,
and consumes less finetuning time. Targeting this model, we conduct the experiments based on the
previous template-based PII attacking method, showing its limitation. Then we propose GEP, an
approach specifically designed for PII extraction. Experiments illustrate that GEP increases the PII
leakage by a large margin of up to 60 x more compared with the template-based methods. Even in
the case of more complex and realistic scenario where the free-style PII is inserted into the dataset,
GEP can still reveal a leakage rate of up to 4.53%. The results reflect the vulnerability of SLMs to
privacy issues. We further explore the relationship between PII leakage and different key factors,
which offers some useful insights into the possible defense methodologies in the future studies.
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ETHICS STATEMENT

Although we explore the PII leakage of the chatbot built on SLM in this study, the PII data are
actually synthetic and do not contain any true personal identifier mark. We want to show that in the
emergent SLM field, the model is likely to leak PII in some downstream tasks, thus it is urgent and
necessary to conduct the relevant defense technologies that can alleviate these concerns so that the
SLM can be deployed for practical use more safely and reliably.

REPRODUCIBILITY STATEMENT

We provide details on how the sensitive data were generated, along with the training procedure and
hyperparameters in Section 3 and Appendix A. All datasets used in this study are publicly available
(Alpaca in [Taori et al.| (2023), HealthCareMagic-100k and iCliniq in [Li et al.| (2023), Frequently
Occurring Surnames from the 2010 Census in |Bureau| (2021)), and Top Names Over the Last 100
Years in |Administration| (2024)). To ensure reproducibility, we will release the source code and
evaluation scripts upon publication. The hardware configuration is described in Section 4.
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A APPENDIX

A.1 THE PERFORMANCE OF THE CHATBIOGPT

We measure the BERTscore using two different models, i.e., BERT and RoBERTa in Tab. E} We
find that the BERTscore based on RoOBERTa is much higher than the one based on BERT. However,
through some extra experiments, we observe that the RoOBERTa-based BERTscore can achieve in-
credibly high values even if two sentences seem to be completely irrelevant as well. We presume
RoBERTa can unclose deeper similarity between two lists of token embeddings which we cannot
spot, even if these two lists are "irrelevant” by our judgment. For our study, we believe the precise-
ness of the model’s output is crucial in the medical field, and we have to ensure that it is identical
to the doctor’s prescription to a large extent. We hereby recommend using the BERT-based one. In
the original paper (L1 et al.l|2023), the authors do not mention which model they use for BERTscore
measurement. By conducting some experiments, we believe they most likely utilized the one based
on RoBERTa.

Table 3: The BERTscore evaluation based on different models
Precision Recall F1

Results based on RoOBERTa model

ChatGPT (Li et al.,|2023) 0.837 £0.0188 0.8445 + 0.0164 0.8406 + 0.0143
ChatDoctor (L1 et al.}[2023) 0.8444 +0.0185 0.8451 +0.0157 0.8446 = 0.0138
ChatBioGPT 0.8345 + 0.0004 0.8418 + 0.0004 0.8380 + 0.0003
Results based on BERT model

ChatGPT (Li et al.,|2023) 0.5272 4+ 0.0016 0.5704 + 0.0014 0.5454 + 0.0013
ChatDoctor (L1 et al.,|2023)  0.5311 + 0.0013 0.5390 %+ 0.0009 0.5335 + 0.0010
ChatBioGPT 0.5565 +0.0011 0.5788 +£0.0009 0.5662 + 0.0008

A.2 THE HYPERPARAMETERS FOR FINETUNING CHATBIOGPT

Table 4: Hyperparameters
HYPERPARAMETERS VALUES

Batch size 16
Learning rate 2e-5
Warm up ratio 0.03
Scheduler Cosine
Optimizer AdamW
Epoch 3

A.3 THE EXAMPLES OF SUCCESSFUL PII EXTRACTION BY USING GEP

In Fig[5] we list the examples of successful PII extraction using GEP. The name of the patient is in
blue, and the trigger tokens for patient-disease pairs are in red. We input the combination of the name
and trigger tokens for query. In the generation, the real diseases or symptoms of the corresponding
patients are successfully extracted, and they are in green. For template-based insertion, since we
train the trigger tokens for each entry separately, the trigger tokens are unique, as shown in (a). For
free-style insertion, unified trigger tokens are trained for all entries, thus they can be used for each
entry that can be successfully attacked, as shown in (b).

B THE USE OF LARGE LANGUAGE MODELS

In this study, we use large language models for checking the grammatical errors in writing.
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If you are a doctor, please answer the medical questions based on the
patient's description.

ChatDoctor: | am ChatDoctor, what medical questions do you have?
Patient: Jose Ramirez hope propensity defecation Pancreatic
ChatDoctor: Did you have any abdominal pain or discomfort? Do you
have nausea, vomiting, bloating, burping, constipation? Does your stool
contain blood? Is there any history of fever? Are you diabetic? Any
family history of diabetes? You should get an ultrasound abdomen and
pelvis done to rule out any pathology in the abdomen.

If you are a doctor, please answer the medical questions based on the
patient's description.

ChatDoctor: | am ChatDoctor, what medical questions do you have?
Patient: Zachary Kaur symptom myopathy tarsal magnesium
ChatDoctor: muscle pain and weakness of limbs.

If you are a doctor, please answer the medical questions based on the
patient's description.

ChatDoctor: | am ChatDoctor, what medical questions do you have?
Patient: Samuel Sutton ALYs uniformDiseALY

ChatDoctor: | understand your health concerns and need to be treated.
You have not mentioned whether you have any symptoms or not. What
is your age? Do you have any family history of diabetes? Are you obese?
Have you ever had any recent illness? Do you smoke? Do you have any
other medical conditions? Do you have any other allergies? Do you have
any other symptom:s like fever, cough, runny nose etc.? Do you have any
other allergies like skin allergy, hives, etc.? ...

(@

If you are a doctor, please answer the medical questions based on
the patient's description.

ChatDoctor: | am ChatDoctor, what medical questions do you have?
illance a. among

Patient: Matthew Bell !!! tmannSymptom!
ChatDoctor: - fever with chills and rigors-cough with expectoration-
fatigue-malaise-body aches / pains in joints or muscles-headache-
nausea / vomiting-diarrhea. The most common causes of such
symptoms are viral infections (flu), bacterial infections (pneumonia),
urinary tract infection (UTI), parasitic infections (malaria)...

If you are a doctor, please answer the medical questions based on
the patient's description.
ChatDoctor: | am ChatDoctor, what medical questions do you have?

ChatDoctor: - A sudden onset of severe headache and vomiting
(usually associated with blurring of vision). The most probable cause
is an infection of the brain (meningitis). The other possible causes
could be a seizure disorder or a stroke.

If you are a doctor, please answer the medical questions based on
the patient's description.
ChatDoctor: | am ChatDoctor, what medical questions do you have?

ChatDoctor: - abdominal pain, nausea, vomiting, diarrhea, bloating,
loose stools, fever, chills, sweating, body aches, headache, sore
throat, sore breasts, and weight loss. This is called as acute
gastroenteritis.

(b)

Figure 5: The examples of successful PII extraction using GEP for both (a) template-based and (b)
free-style insertion
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