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Abstract001

Current large language models (LLMs) have002
demonstrated emerging capabilities in social003
intelligence tasks, including implicature reso-004
lution (Sravanthi et al., 2024) and theory-of-005
mind reasoning (Shapira et al., 2024), both006
of which require substantial pragmatic under-007
standing. However, how LLMs acquire this008
competence throughout the training process re-009
mains poorly understood. In this work, we010
introduce ALTPRAG, a dataset grounded in the011
pragmatic concept of alternatives, designed to012
evaluate whether LLMs at different training013
stages can accurately infer nuanced speaker in-014
tentions. Each instance pairs two contextually015
appropriate but pragmatically distinct continua-016
tions, enabling fine-grained assessment of both017
pragmatic interpretation and contrastive rea-018
soning. We systematically evaluate 22 LLMs019
across key training stages: pre-training, super-020
vised fine-tuning (SFT), and preference opti-021
mization, to examine the development of prag-022
matic competence. Our results show that even023
base models exhibit notable sensitivity to prag-024
matic cues, which improves consistently with025
increases in model and data scale. Addition-026
ally, SFT and RLHF contribute further gains,027
particularly in cognitive-pragmatic reasoning.028
These findings highlight pragmatic competence029
as an emergent and compositional property of030
LLM training and offer new insights for align-031
ing models with human communicative norms.032

1 Introduction033

Human communication typically extends beyond034

the literal interpretation of utterances. Pragmatics,035

the branch of linguistics concerned with how con-036

text shapes meaning, is central to natural language037

understanding. It encompasses a range of phenom-038

ena such as implicature (Sadock, 1978), presuppo-039

sition (Karttunen, 1974), and indirect speech acts040

(Searle, 1975). With the advent of LLMs, a grow-041

ing body of research has begun to explore whether042

these models exhibit sensitivity to pragmatic cues.043
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Figure 1: Illustration of pragmatic alternatives. Two
contrasting replies to the same question convey different
pragmatic forces, one direct and explanatory, the other
playful and implicitly affirmative. We prompt LLMs to
infer the pragmatic intention behind each continuation
and identify the contextual conditions under which one
would be preferred over the other.

Recent studies have investigated LLMs’ abilities 044

to infer speaker intentions (Hu et al., 2023; Ruis 045

et al., 2023; Sravanthi et al., 2024), perform theory- 046

of-mind reasoning (Kosinski, 2024; Chen et al., 047

2024; Shapira et al., 2024), and even pass Tur- 048

ing tests in controlled settings (Jones and Bergen, 049

2025). These developments suggest that LLMs 050

may exhibit emergent pragmatic behaviors, prompt- 051

ing deeper inquiry into their underlying capabili- 052

ties. 053

However, it remains an open question at which 054

stage of training LLMs acquire pragmatic under- 055

standing. Ruis et al. (2023) conducted an empirical 056

study showing that only example-level instruction- 057

tuned (IT) models will significantly outperform 058
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random baselines on pragmatic tasks. Nonetheless,059

their evaluation faces two key limitations. First,060

their analysis is based on a binary classification061

task (George and Mamidi, 2020), in which models062

respond ”yes” or ”no” to specific utterances - an063

approach that may oversimplify the complexity of064

pragmatic reasoning and overlook important sub-065

tleties. Second, the category of example-level IT066

models they examine primarily includes proprietary067

models such as GPT-3.5 and GPT-4, for which the068

specific training procedures are not publicly known.069

In particular, it is unclear when techniques like rein-070

forcement learning from human feedback (RLHF)071

are applied. As a result, it is difficult to draw reli-072

able conclusions about how pragmatic competence073

correlates with specific phases of training.074

In this paper, we introduce ALTPRAG, a human-075

in-the-loop annotated dataset grounded in the no-076

tion of alternatives in pragmatics. As illustrated077

in Figure 1, each dialogue instance is paired with078

two contextually relevant but pragmatically distinct079

continuations, highlighting contrasts in speaker in-080

tention. Using this dataset we test models’ capac-081

ities to explain the intentions underlying these al-082

ternatives to probe the pragmatic capabilities of083

LLMs at different training stages, specifically, after084

pre-training, SFT, and preference optimization. To085

evaluate model performance, we adopt an LLM-as-086

a-judge framework, comparing model-generated087

interpretations of pragmatic intent with human-088

verified references. Our results and contributions089

can be summarized as follows:090

• We present the first systematic analysis of how091

pragmatic competence evolves across differ-092

ent training stages of LLMs, using a free-form093

evaluation framework to capture nuanced lin-094

guistic judgments.095

• In contrast to findings by Ruis et al. (2023),096

our results indicate that base LLMs already097

exhibit a degree of rational pragmatic compe-098

tence, which scales with both model size and099

the volume of training data.100

• We further show that both SFT and RLHF can101

enhance pragmatic understanding, particularly102

in capturing nuanced cognitive-pragmatic103

competence.104

2 Related Work105

Pragmatics in LLMs. The extent to which large106

language models (LLMs) understand and process107

pragmatic phenomena has been the focus of in- 108

creasing scholarly attention. Hu et al. (2023) evalu- 109

ated a range of LLMs on their ability to interpret 110

pragmatic constructs such as deception, indirect 111

speech, and irony, finding that the largest models 112

approached human-level accuracy and exhibited 113

similar error patterns. Building on this line of in- 114

quiry, Sravanthi et al. (2024) introduced a com- 115

prehensive benchmark designed to capture more 116

nuanced aspects of pragmatic reasoning beyond 117

conventional multiple-choice formats. Extending 118

this evaluation paradigm further, Wu et al. (2024) 119

proposed free-form pragmatic tasks and demon- 120

strated that preference optimization can enhance 121

pragmatic performance, suggesting it may serve as 122

a “free lunch” for pragmatic competence. Other 123

studies have investigated LLMs as pragmatic speak- 124

ers using reference games (Shaikh et al., 2023; Jian 125

and Siddharth, 2024), while Cong (2024) focused 126

specifically on manner implicature to probe the 127

fine-grained nature of pragmatic understanding in 128

these models. 129

Training Phases of LLMs. The typical pipeline 130

for developing deployment-ready LLMs involves 131

several sequential training phases. First, models are 132

pre-trained on large-scale text corpora to acquire 133

general-purpose language representations. This 134

is followed by instruction tuning, where models 135

are trained on curated input-output pairs to bet- 136

ter follow human instructions (Mishra et al., 2022; 137

Longpre et al., 2023). We adopt the term “SFT” 138

throughout this paper to align with current usage 139

and emphasize its role as the first stage of align- 140

ment after pretraining. The final stage typically 141

involves preference optimization, commonly imple- 142

mented via Proximal Policy Optimization (Schul- 143

man et al., 2017) to align LLMs with human values. 144

A recent and widely adopted PPO alternative: Di- 145

rect Preference Optimization (DPO) simplifies 146

PPO by avoiding reward modeling and policy opti- 147

mization, instead directly optimizing model outputs 148

to align with pairwise human preferences. Many 149

open-source checkpoints (e.g., OLMo-2 (OLMo 150

et al., 2025)) are released in DPO variants, which 151

we adopt in our experimental comparisons. 152

A number of studies have investigated how these 153

training stages affect downstream model behav- 154

ior. For instance, Song et al. (2025) found that 155

capabilities emerge at different rates during instruc- 156

tion tuning. Kirk et al. (2024) conducted a sys- 157

tematic analysis of SFT and RLHF, reporting that 158

RLHF improves out-of-distribution generalization 159
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but also reduces output diversity. Building on this160

line of work, we investigate these training phases in161

greater depth, with a particular focus on how each162

stage contributes to the emergence of pragmatic163

competence.164

3 ALTPRAG165

In both producing and interpreting utterances,166

speakers routinely consider alternative expressions,167

which are linguistic forms that could have been168

used but were not. These alternatives often play169

a crucial role in shaping the grammaticality and170

contextual appropriateness of an utterance (Degen,171

2013). For instance, as illustrated in Figure 1, both172

candidate responses plausibly continue the ques-173

tion ”Are you going to the gym?” However, they174

convey distinct pragmatic stances: the first reply,175

”Yes, I’ve been slacking off lately and need to catch176

up,” provides a candid, self-reflective explanation,177

while the second, ”Do I ever do anything else on178

a Friday?”, takes a more playful and rhetorically179

indirect approach. Although semantically aligned180

in affirming the same activity, these alternatives181

differ in tone, social positioning, and expressive182

style.183

In this work, we leverage such pragmatic con-184

trasts to construct a dataset called ALTPRAG de-185

signed to probe LLMs’ sensitivity to speaker in-186

tent, politeness, and implicature. Specifically, we187

use GPT4o (OpenAI et al., 2024) to generate a188

reference set of conversations with alternatives ac-189

companied by human-verified explanations of prag-190

matic intent (Figure 2A).191

3.1 First-round Data Generation192

In the initial round of data generation, we build on193

the scenario-based dataset introduced by Hu et al.194

(2023) and the pragmatic benchmark proposed by195

Sravanthi et al. (2024). For each data point, we196

extract the scenario description as contextual back-197

ground and treat the target sentence as the root of198

a dialogue. Using this setup, we prompt GPT-4o199

(OpenAI et al., 2024) to generate two contextually200

coherent but pragmatically distinct alternative con-201

tinuations. The model is additionally instructed to202

provide natural language explanations detailing the203

pragmatic functions conveyed by each alternative,204

as well as why a speaker might prefer one over the205

other in a given context. This method allows us to206

elicit fine-grained pragmatic contrasts grounded in207

realistic and context-sensitive language use. De-208

tails on the prompt template and data postprocess- 209

ing procedure are provided in Appendix A. In total, 210

the first round of data generation yields 1298 data- 211

points. 212

3.2 Human-in-the-loop Refinement 213

Each datapoint was labeled as a pass only if it 214

met the evaluation criteria described below and 215

was independently approved by all three annota- 216

tors. Otherwise, it was marked as a fail. Three 217

authors with undergraduate training in pragmatics 218

independently annotated each datapoint using the 219

following criteria: 220

(1) Both continuations must be coherent and con- 221

textually appropriate responses to the initial 222

utterance. 223

(2) Each natural language explanation must accu- 224

rately capture the pragmatic function of its cor- 225

responding continuation and reflect nuanced 226

speaker preferences. 227

Out of the initial 1,298 raw examples generated by 228

the model, 650 passed this filtering stage. 229

To augment the dataset for evaluation purposes, 230

we apply a symmetric transformation: for each val- 231

idated datapoint, we generate a mirrored version 232

by swapping the order of the two responses and 233

their corresponding explanations. This enables us 234

to probe model judgments about each sentence in- 235

dependently. After augmentation, our final dataset 236

contains 1,300 examples. A representative example 237

datapoint is shown in Table 1. 238

4 Experimental Setup 239

In evaluations, we provide models with the con- 240

versations from ALTPRAG and prompt models to 241

generate analogous explanations of pragmatic in- 242

tent to our gold references, using these to evaluate 243

models’ pragmatic reasoning via ten-point scoring 244

and pairwise comparison metrics (Figure 2B). 245

4.1 Evaluated LLM Variants 246

To investigate how pragmatic competence develops 247

across training stages, we evaluate a diverse set of 248

open-source LLMs, covering different parameter 249

scales and fine-tuning strategies: 250

• OLMo-2 Series (OLMo et al., 2025): We eval- 251

uate OLMo-2 models at 7B, 13B, and 32B 252

parameter scales, each available in Base, SFT, 253

and DPO variants. These models are trained 254
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resulting in a total of 1,300 data points.

on up to 6 trillion tokens and further refined255

using the Tülu 3 instruction-following and256

preference datasets.257

• OLMoE-1B-7B (Muennighoff et al., 2025):258

This Mixture-of-Experts (MoE) model con-259

sists of 7 billion total parameters, with 1 bil-260

lion active during inference. We evaluate the261

Base, SFT, and DPO checkpoints to assess262

their pragmatic behaviors.263

• LLaMA-3.1-Tülu-3 Series (Grattafiori et al.,264

2024; Lambert et al., 2025): Based on Meta’s265

LLaMA-3.1 foundation models, we evaluate266

8B and 70B parameter variants, each trained267

with the Tülu 3 post-training pipeline. As268

with other families, we include the Base, SFT,269

and DPO versions to observe training-stage-270

specific effects.271

To further probe the emergence of pragmatic com-272

petence in base models, we additionally evaluate273

Qwen-3 base models at 0.6B, 1.7B, 4B, and 8B274

parameter sizes (Yang et al., 2025), as this project275

does not release instruction-tuned or preference-276

optimized checkpoints. This setup includes a277

broader comparison of baseline pragmatic abilities 278

across model families and enables a fine-grained 279

analysis of how pragmatic understanding emerges 280

and evolves in LLMs, as well as the role of instruc- 281

tion tuning and preference optimization in shaping 282

communicative competence. 283

4.2 Prompting Strategy and Setup 284

Evaluated models are prompted to generate an ex- 285

planation of the pragmatic intention underlying 286

each alternative in a conversational datapoint, as 287

well as the pragmatic reasons why a speaker might 288

prefer a given alternative to the other. 289

To mitigate the instability and underperformance 290

commonly observed in interactions with base mod- 291

els, we adopt the URIAL prompt template intro- 292

duced by Lin et al. (2023). This template is specifi- 293

cally designed to elicit more helpful and coherent 294

outputs from base-stage LLMs without additional 295

instruction tuning. For consistency and fairness 296

across model stages, we apply the same template 297

when evaluating SFT and DPO variants. The com- 298

plete prompt template can be found in Appendix B. 299

To prevent evaluation inflation via format imita- 300
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Field Content

context X and Y are colleagues who are
leaving work on a Friday at the
same time.

initial_turn Are you going to the gym?

response_1 Yes, I’ve been slacking off lately
and need to catch up.

response_1_intent This response does not flout any
maxim. It aims to directly ac-
knowledge the intention to go
to the gym while adding a self-
reflective comment about recent
habits. A speaker might prefer
this reply over response_2 be-
cause it is straightforward, hon-
est, and avoids sarcasm, making
the interaction clearer and more
sincere. This approach fits well
if the speaker wishes to be open
and relatable.

response_2 Do I ever do anything else on a
Friday?

response_2_intent This response flouts the maxim of
Quality. It aims to use sarcasm to
humorously imply that going to
the gym on Fridays is routine for
the speaker. A speaker might pre-
fer this reply over response_1
because it injects playfulness and
familiarity into the conversation,
which can help maintain a light-
hearted tone among colleagues.
This style can strengthen rapport
if both parties appreciate joking
banter.

Table 1: An example datapoint showing a complete con-
versation with two pragmatically distinct continuations
and annotated intentions.

tion, we adopt zero-shot prompting throughout,301

avoiding any in-prompt examples or structural cues.302

This ensures that models rely solely on their inter-303

nal representations of pragmatic intent.304

To control for variability, we fix decoding pa-305

rameters across all runs: max_new_tokens = 256,306

top_k = 50, top_p = 1.0, and temperature = 0.5.307

Full configuration details appear in Appendix C.308

4.3 Evaluation Metrics309

We adopt two complementary LLM-as-a-Judge310

evaluation protocols (Lin and Chen, 2023; Fu et al.,311

2023), both employing GPT-4.1 (OpenAI et al.,312

2024) as the evaluator to assess the quality of313

model-generated explanations of pragmatic intent.314

10-Point Scoring. In this setting, the evaluator315

is provided with the conversation, reference intent316

explanation, and model-generated hypothesis intent317

explanation, and asked to assign each explanation 318

a score on a 10-point scale, accompanied by a brief 319

justification. This method allows for direct, fine- 320

grained comparison of explanation quality across 321

different model variants. The full prompt template 322

is provided in Appendix D. 323

Pairwise Win Rate. To mitigate potential scor- 324

ing biases and highlight relative differences across 325

training stages, we also conduct pairwise compar- 326

isons between model variants (e.g., Base vs. SFT, 327

SFT vs. DPO). For each pair, the evaluator is asked 328

to determine which explanation better captures the 329

speaker’s pragmatic intent. Drawing on the frame- 330

work of pragmatic competence from Mao and He 331

(2021), we further instruct the evaluator to cate- 332

gorize each winning explanation into one of three 333

dimensions: 334

1. Cognitive-pragmatic competence: The expla- 335

nation goes beyond literal meaning and iden- 336

tifies the speaker’s underlying communicative 337

goal or intention. 338

2. Pragmalinguistic competence: The explana- 339

tion highlights rhetorical strategies such as 340

humor, irony, or self-deprecation and explains 341

how these are used to manage interpersonal 342

meaning. 343

3. Sociopragmatic competence: The explanation 344

demonstrates awareness of social norms, roles, 345

relationships, or context-sensitive appropriate- 346

ness in the speaker’s choice. 347

Together, these two evaluation protocols enable 348

both absolute assessment of explanation quality 349

and nuanced, comparative analysis of pragmatic 350

competence across training stages. 351

5 Results 352

5.1 General Results 353

We present our overall findings from both the 10- 354

point scoring and pairwise win rate comparisons, 355

focusing on how pragmatic competence develops 356

across model training stages. 357

10-Point Scoring. As shown in Figure 3, models 358

generally achieve higher scores as they progress 359

from base to SFT to DPO stages. We conduct a 360

Wilcoxon test (Wilcoxon, 1992) between the model 361

and its immediately following training stage, and 362

the results suggest that all score rises are statisti- 363

cally significant. First, we found that base models 364
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Model Stages Win Rate

OLMo-2-7B Base vs SFT 26.9% vs 73.1%
OLMo-2-7B SFT vs DPO 19.8% vs 80.2%
OLMo-2-7B Base vs DPO 10.8% vs 89.2%
OLMo-2-13B Base vs SFT 27.6% vs 72.4%
OLMo-2-13B SFT vs DPO 23.1% vs 76.9%
OLMo-2-13B Base vs DPO 10.9% vs 90.1%
OLMo-2-32B Base vs SFT 56.7% vs 43.2%
OLMo-2-32B SFT vs DPO 7.7% vs 92.3%
OLMo-2-32B Base vs DPO 14.2% vs 85.8%
OLMoE-1B-7B Base vs SFT 32.4% vs 67.6%
OLMoE-1B-7B SFT vs DPO 44.7% vs 55.3%
OLMoE-1B-7B Base vs DPO 19.7% vs 80.3%
Llama3-8B Base vs SFT 26.3% vs 73.7%
Llama3-8B SFT vs DPO 32.0% vs 68.0%
Llama3-8B Base vs DPO 16.4% vs 83.6%
Llama3-70B Base vs SFT 38.7% vs 61.3%
Llama3-70B SFT vs DPO 9.6% vs 90.4%
Llama3-70B Base vs DPO 11.0% vs 89.0%

Table 2: Pairwise win rate comparisons across model
stages. Win rates are reported as A% vs B%, where A
and B correspond to the stages listed.

already demonstrate surprising competence, with365

average scores around 6 out of 10 for models with366

7-8B parameters, indicating that early-stage mod-367

els are already capable of non-trivial pragmatic368

inference without instruction tuning or preference369

optimization, likely benefiting from implicit expo-370

sure to pragmatic phenomena during large-scale371

pretraining. At the DPO stage, responses generally372

receive scores of 8 or higher, reflecting a marked373

alignment between model output and the intent con-374

veyed in reference annotations. Example responses375

can be found in Appendix F.376

Pairwise Win Rate. Consistent with the scoring377

results (Table 2), DPO models achieve the high-378

est win rates in all head-to-head comparisons, fol-379

lowed by SFT and then base models. This pattern380

holds across different model families and parame-381

ter scales, reinforcing the observation that both SFT382

and DPO contribute to improved pragmatic sensi-383

tivity. These results provide empirical support for384

the view that pragmatic competence emerges grad-385

ually, with measurable gains at each fine-tuning386

stage.387

5.2 Does Pragmatic Competence Scale?388

We further analyze how pragmatic competence389

scales with two key factors: model size and pre-390

training data volume.391

Scaling with Model Size. We observe that larger 392

models tend to achieve better pragmatic compe- 393

tence across families. This trend holds across eval- 394

uated model families, including OLMo-2 (OLMo 395

et al., 2025) and LLaMA-3.1-Tülu-3 (Grattafiori 396

et al., 2024; Lambert et al., 2025). However, since 397

OLMo-2 models are trained on different amounts 398

of pretraining data at each scale, we cannot strictly 399

attribute these gains to model size alone. 400

To more precisely isolate the effect of parame- 401

ter scaling, we conduct a controlled comparison 402

between LLaMA-3.1 7B and 70B models, which 403

share the same pretraining corpus. In our head-to- 404

head comparison, the 70B model achieves a sub- 405

stantially higher win rate (66%) than the 7B model 406

(34%), providing evidence that increased model 407

capacity also plays an important role in improving 408

pragmatic competence. Similarly, our evaluation 409

on Qwen-3 models (Yang et al., 2025), which vary 410

in parameter size but share the same large-scale 411

pretraining data, shows clear scaling trends: larger 412

Qwen-3 models generally achieve higher scores, 413

reinforcing the positive effect of model size. 414

Scaling with Pretraining Data. We also find that 415

pretraining data volume contributes significantly 416

to base model performance. The Qwen-3 series, 417

trained on 36T tokens (Yang et al., 2025), shows 418

relatively strong pragmatic competence across pa- 419

rameter scales, performing better than other models 420

of similar size trained on smaller corpora—such as 421

the OLMo-2 series, which is trained on 4T/5T/6T 422

tokens for the 7B/13B/32B models, respectively 423

(OLMo et al., 2025). Notably, the Qwen-3 1.7B 424

model achieves a higher average score (6.48) than 425

the OLMo-2 7B model (6.13), illustrating how pre- 426

training scale alone can improve models’ ability to 427

infer pragmatic intent, suggesting that larger pre- 428

training corpora can also contribute to enhancing 429

pragmatic abilities. 430

Taken together, our results show that both pa- 431

rameter scaling and pretraining corpus size shape 432

pragmatic ability. While larger models tend to per- 433

form better, our findings highlight the often un- 434

derappreciated role of pretraining data quality and 435

scale—particularly in the emergence of early-stage 436

pragmatic competence. These results underscore 437

the need to consider pretraining data as an impor- 438

tant factor in shaping pragmatic abilities. 439
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Figure 3: Average ten-point quality scores across Base, SFT, and DPO stages for different model families. Signifi-
cance codes are based on Wilcoxon signed-rank tests comparing each stage with the previous one (e.g., SFT vs.
Base, DPO vs. SFT). Asterisks denote statistical significance: * p < 0.05, ** p < 0.01. Base-stage results are not
assigned significance codes as they are used as reference baselines.

Figure 4: The Qwen-3 series achieves comparatively
higher scores with fewer parameters, illustrating that
scaling pretraining data size can enhance a model’s ca-
pacity for pragmatic reasoning.

5.3 Where Do SFT and DPO Help?440

To better understand the role of fine-tuning and441

preference optimization in shaping pragmatic com-442

petence, in Figure 5 we visualize the distribution443

of winning explanations across the three aforemen-444

tioned categories of pragmatic competence from445

Mao and He (2021): cognitive-pragmatic, pragma-446

linguistic, and sociopragmatic.447

We find that cognitive-pragmatic competence,448

the ability to go beyond literal meaning and infer449

the speaker’s communicative goal, is the primary450

justification for wins across all model stages. This451

trend is especially pronounced in SFT stage, where452

cognitive-pragmatic explanations account for the 453

majority of wins over base models. In the OLMo- 454

2-32B SFT variant, 66.7% of winning explanations 455

fall into this category, suggesting that supervised 456

fine-tuning primarily strengthens the model’s abil- 457

ity to capture intended meaning. 458

While cognitive-pragmatic competence remains 459

the dominant strategy in DPO, we observe a con- 460

tinued strengthening of this ability compared to 461

SFT stage, indicating that preference optimization 462

further refines models’ understanding of speaker 463

intent. In parallel, we also observe a shift to- 464

ward more sociopragmatic competence—the abil- 465

ity to recognize social roles, politeness strategies, 466

and contextual appropriateness—suggesting that 467

the DPO stage broadens the scope of pragmatic 468

strategies beyond purely cognitive interpretations. 469

The full comparison results can be found in Ap- 470

pendix H. 471

6 Discussion 472

In this paper, we revisit the findings presented in 473

Ruis et al. (2023) and utilize the concept of ‘alter- 474

native’ to construct a dataset for evaluating LLMs 475

at various training stages. Our results provide a 476

complement to the previous findings: although in- 477

struction tuning and DPO surely help, base models 478

already show non-trivial pragmatic competence. 479

The Role of Pretraining. Our findings under- 480

score the foundational role of pretraining in shap- 481

ing LLMs’ pragmatic competence. Even base 482

models—those without instruction tuning or pref- 483

erence optimization—exhibit non-trivial sensitiv- 484

ity to speaker intent and context. This effect is 485
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(a) OLMo-2-32B SFT vs
Base

(b) OLMo-2-32B DPO vs
SFT

(c) LLaMA-3.1-70B SFT vs
Base

(d) LLaMA-3.1-70B DPO
vs SFT

Figure 5: Distribution of winning explanation categories across selected model comparisons. While both SFT
and DPO stages are dominated by cognitive-pragmatic explanations, the DPO stage shows a notable increase in
sociopragmatic responses, indicating enhanced sensitivity to social context and appropriateness.

particularly evident in the Qwen-3 series, which,486

despite having fewer parameters than many of its487

counterparts, performs competitively across prag-488

matic tasks. Notably, Qwen-3 models are trained489

on 36 trillion tokens, one of the largest publicly490

reported pretraining corpora, suggesting that the491

scale and quality of pretraining data can signifi-492

cantly enhance pragmatic reasoning, independent493

of model size.494

These observations align with findings from Yue495

et al. (2025) and Essential AI et al. (2025), who496

report that base models already demonstrate strong497

reasoning capabilities and comparable pass@K per-498

formance to post-trained reasoning models. Our499

results extend this evidence from the perspective of500

pragmatics, indicating that much of an LLM’s abil-501

ity to handle nuanced, context-sensitive communi-502

cation is already rooted in the pretraining phase.503

This highlights the importance of pretraining not504

only for general language modeling and reason-505

ing but also for the development of socially and506

pragmatically competent behavior.507

Revisiting Goldilocks: Improved Base Model508

Performance. To further contextualize our find-509

ings and make a fair comparison, we replicate the510

experiments proposed in Ruis et al. (2023) using511

the zero-shot setting. When applied to modern base512

models such as the OLMo-2 and Qwen-3 series, we513

observe substantially improved performance com-514

pared to the earlier-generation models used in the515

original study (Table 3). Through well-conducted516

pretraining, current LLMs even surpass the original517

175B GPT-3 model. In particular, OLMo-2 base518

models with larger parameter counts reach accu-519

racy levels above 70%, highlighting the increased520

pragmatic competence brought by better quality521

of pretraining without instruction tuning. These522

results also exhibit clear scaling patterns, with ac- 523

curacy improving as model size increases. These 524

results further underscore the importance of pre- 525

training as a mechanism for establishing strong 526

foundations for pragmatic competence. 527

Model Accuracy (%)

GPT-2-xl (Goldilocks) 51.3
OPT-13B (Goldilocks) 61.0
GPT-3-175B (Goldilocks) 57.7

OLMo-2-7B 71.7
OLMo-2-13B 70.5
OLMo-2-32B 75.5
Qwen3-0.6B-Base 63.8
Qwen3-1.7B-Base 67.3
Qwen3-4B-Base 69.5

Table 3: Accuracy on the Goldilocks implicature rea-
soning task. Top section shows original results reported
by Ruis et al. (2023); bottom section reports our own
evaluation of modern base models using the same ex-
perimental setup.

Beyond Pretraining: Refining Pragmatic Com- 528

petence through SFT and DPO. While pretrain- 529

ing establishes a baseline for pragmatic reasoning, 530

our results show that SFT significantly enhances 531

cognitive-pragmatic competence, enabling models 532

to more effectively infer speaker intent beyond lit- 533

eral content. Preference optimization through DPO 534

provides additional gains, particularly in socio- 535

pragmatic competence, by improving the model’s 536

sensitivity to social context, roles, and politeness 537

norms. Wu et al. (2024) argue that preference opti- 538

mization may offer a "near-free lunch," improving 539

pragmatic ability without degrading general per- 540

formance. Our findings reinforce this view, high- 541

lighting the critical role of preference optimization 542

in advancing pragmatic competence, especially in 543

socially grounded interpretations. 544
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Limitations545

This work faces two primary limitations. First,546

the current dataset does not explicitly distinguish547

among different types of pragmatic phenomena,548

such as humor, indirect speech, or irony, which549

limits our ability to analyze how models at vari-550

ous training stages handle specific subcategories551

of pragmatics. Second, while we include multi-552

ple model families and architectures, all evaluated553

models across training stages are developed by the554

same organization (AI2). This shared provenance555

may introduce systematic biases, potentially limit-556

ing the generalizability of our findings.557
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Prompt Template for Data Generation

Task Overview: In this task, we will explore prag-
matic alternatives in conversation by constructing a
multi-round, tree-structured dialogue. The goal is to
analyze why a speaker might choose one alternative
over another based on pragmatic effects rather than
purely semantic differences.

Guidelines for Generating the Conversation:
1. Conversation Structure (Tree)
- The conversation will expand in a 1-3 structure (4
sentences total).
- The second turn introduces three alternative re-
sponses, each reflecting a distinct pragmatic inten-
tion.
- The conversation alternates speakers:
- Root: A initiates the conversation.
- Second layer: B responds with three alternatives (B1,
B2, B3).

2. Pragmatic Diversity (Not Constrained to Spe-
cific Effects)
- Each pair of responses must be semantically similar
but pragmatically different.
- Responses should vary across a broad range of
pragmatic effects, such as:
- Politeness & Indirectness (*e.g.,* "Could you open
the window?" vs. "Open the window.")
- Emphasis & Focus (*e.g.,* "I think you did great."
vs. "You did great, no doubt about it.")
- Formality & Register (*e.g.,* "He passed away."
vs. "He died.")
- Tone & Emotion (*e.g.,* "I’m not sure." vs. "I don’t
think so.")
- Hedging & Certainty (*e.g.,* "It might work." vs.
"This will definitely work.")
- Conversational Strategies (*e.g.,* "That’s a good
idea!" vs. "I see where you’re coming from.")
- Avoid overly simplistic or directly opposing re-
sponses (e.g., "Yes." vs. "No.").
- Make sure the conversation not being too neutral,
be drastic if necessary.
- Strictly avoid repeating the context or simple
agreement. E.g., if context says A, avoid saying
“yes, it’s A”. Be natural!

3. Violation of Gricean Maxims for Each Alterna-
tive
Sometimes, speakers intentionally violate these max-
ims to imply something else (implicature). For exam-
ple:
- Flouting Quantity: Giving too much or too little
information to imply something (e.g., "Some students
passed the exam" implies not all did).
- Flouting Quality: Using sarcasm or irony (e.g., "Oh,
great! Another surprise quiz!" when unhappy).
- Flouting Relation: Responding indirectly to suggest
something (e.g., A: "Did you finish the report?" B: "I
had a really busy weekend.").
- Flouting Manner: Being intentionally vague (e.g.,
"Let’s just say things didn’t go as planned.").
- Ensure at least 2 of the 3 alternatives contain a
violation of Gricean Maxims.

4. Sentence-Level Intentions
Each response must explicitly state its pragmatic
intention in the JSON output:
- GM: Which Gricean Maxim type does the response
flout. If none, type “None”.
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- Intention: Explanation including:
- How the three alternatives differ pragmatically.
- When or why a speaker might choose each alterna-
tive.
- The effect each alternative has on the conversation
(*e.g.,* softens tone, strengthens commitment, redi-
rects focus).

5. Demonstration
Below is an example of the JSON output:
Context: X and Y are colleagues who are leaving
work on a Friday at the same time.
Question: Do you want me to give you a lift home?
Root: Do you want me to give you a lift home?
B1: Oh, that would be great! I was dreading the
crowded train.
B2: Well, I suppose if you’re absolutely sure my
presence won’t ruin your evening...
B3: Nah, I could use the walk. Been sitting all day.
Intentions:
B1:
GM: None
Intention: Directly accepts and expresses gratitude.
Enthusiastic tone. A speaker might use it to show
appreciation and comfort.
B2:
GM: Quality
Intention: Uses sarcasm and self-deprecation. Adds
humor while implying acceptance. Useful for playful
or noncommittal tone.
B3:
GM: Relation
Intention: Deflects the offer indirectly. Politely de-
clines without confrontation. Useful for maintaining
autonomy while being polite.

6. JSON Output Requirements
- "Context": The paraphrase of the given text, but do
not shorten it.
- "Root": The initial statement (A’s opening state-
ment).
- "B1", "B2", "B3": The three replies to the root.
- "Intentions": Each reply must include "GM" and
"Intention".
- Ensure responses are semantically similar but prag-
matically distinct.
- Do not output anything outside of the specified JSON
format.

7. Final Instruction
When ready, check the conversation again to ensure all
responses convey distinct pragmatic functions. If not,
revise them and their associated intentions. ONLY
OUTPUT THE JSON FILE. Do not include any
explanations or additional commentary.

759

B Prompt Templates for Response 760

Generation 761

To obtain model’s pragmatic analysis of each dat- 762

apoint, we adopt the full assistant prompt format 763

proposed by Lin et al. (2023), including the in- 764

struction preamble and example completions. The 765

only component we add is the final task-specific 766

question shown below: 767
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Prompt Segment (Appended after URIAL
Prompt)

Your task is to examine the following short
conversation and assess:
- What is the pragmatic intention behind
’response_1’?
- Why or when might someone prefer
’response_1’ over ’response_2’
pragmatically?
Please answer in 1 paragraph.
Answer:

768

C Hyperparameter Settings for Response769

Generation770

To ensure comparability across models and avoid771

extraneous variance, we apply a unified set of de-772

coding parameters for all generations, regardless773

of model architecture or size. The configuration is774

summarized below:775

Generation Settings (Applied to All Models)

max_new_tokens 256
do_sample True
top_k 50
top_p 1.0
temperature 0.5
repetition_penalty 1.0

776

This configuration was consistently applied to777

all evaluated models, including OLMo-2, OLMoE,778

LLaMA-3.1-Tülu-3, and Qwen-3 families.779

D Prompt Templates for 10-Point Scoring780

In this setting, we evaluate the quality of inten-781

tion explanations generated by models in different782

stages. To assess alignment with the intended prag-783

matic goal, we compare each model output to a784

human-annotated reference and ask GPT-4.1 to as-785

sign a score between 1 and 10, or ”Invalid” if the786

response is incoherent. This helps filter out degen-787

erate completions common in base models. Data788

points marked ”Invalid” are excluded during score789

aggregation.790

Prompt Template for 10-Point Scoring

You are an expert evaluator of language
model responses. Your task is to score how
well a model’s response captures the idea of

791

a response to a given sentence.

The tested model will see a conversation
structure like this:
"context": ...
"initial turn": ...
"response_1": ...
"response_2": ...
And they are asked to evaluate:
What is the intention behind ’response_1’?
Why or when might someone prefer
’response_1’ over ’response_2’?

We have the reference golden intention for
you: ..., this is the core idea of the intention
of response_1.
Model’s response: ...
You should understand that the tested
models are base models, thus not
deliberately instructed to format their
responses and may output random strings
and sentences. You just need to check the
content of their responses instead of the
format.

Score the model’s response on a scale of 1
to 10, or Invalid, where:
- 10: The model’s response perfectly
captures the intention described in the
reference
- 1: The model’s response poorly captures
the intention described in the reference
- Invalid: The model’s response is nonsense
or invalid
Return ONLY a JSON object with the
following format:
{{
"score": <number between 1 and 10 or
Invalid>,
"reason": "<brief explanation of your score,
no more than 25 words>"
}}
Do not include any other text, just the
JSON object.

792

E Prompt Templates for Pairwise 793

Comparison 794

We use the following prompt to evaluate two model 795

explanations for a single datapoint. GPT-4.1 is 796

asked to choose which model better captures the 797

speaker’s intention and to classify the difference 798

into one of three pragmatic categories. If either 799
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model’s response is incoherent or if no clear winner800

can be determined, GPT-4 is instructed to return801

”Invalid”.802

Prompt Template for GPT-4 Comparison

You are an expert evaluator of language
model analysis. Your task is to compare
two model analysis of the intention of
response_1,
which is a response to the "initial turn", and
choose which one better aligns with
the golden label’s intention.

The conversation structure is:
"context": ...
"initial turn": ...
"response_1": ...
"response_2": ...
"golden_label": ...

The models are asked to evaluate:
What is the intention behind ’response_1’?
Why or when might someone prefer
’response_1’ over ’response_2’?

Model 1’s response: ...
Model 2’s response: ...

Choose which response better captures the
intention described in the golden label.

After comparing the two responses, you
also need to categorize how the better
response
is better than the other.

Here are the categories:
Category #1: Cognitive-Pragmatic
Competence
description: The better response goes
beyond the literal meaning of the sentence
and
identifies the speaker’s underlying social
goal, such as softening a refusal or
signaling indirect disagreement.

Category #2: Pragmalinguistic
Competence
description: The better response identifies
and explains rhetorical techniques—like
humor,
irony, or self-deprecation—and clarifies
how these strategies function to manage
emotion
or social tension.

803

Category #3: Sociopragmatic
Competence
description: The better response shows
sensitivity to the social context, including
roles,
relationships, or timing, and explains why
the speaker’s choice fits the situation
appropriately.

If you feel the better response does not fall
into any of the categories,
you can choose "Invalid", and explain how
it better than the other in the "reason" field.

Return ONLY a JSON object with the
following format:
{{

"choice": "1" or "2" or "Invalid",
"reason": "<brief explanation in 20

words or less>",
"category": "1" or "2" or "3" or "Invalid"

}}

You should understand that the tested
models might be base models,
thus not deliberately instructed to format
their responses and may output
random strings and sentences. You need to
purely focus on the content and
compare them instead of having preference
on the format.

Return "Invalid" if:
- Either response is empty, nonsense,
unrelated to the question, or
as long as you feel it is not answering the
question
- You cannot make a clear choice between
the two responses

804

F Examples from 10-Point Scoring 805

Evaluation 806

To better illustrate how we assess explanation qual- 807

ity in our 10-point scoring evaluation, we present 808

representative examples from the evaluation pro- 809

cess. Each example includes the conversation 810

context, potential responses, the human-annotated 811

reference explanation (response_1_intent), the 812

model-generated explanation, and the resulting 813

evaluation score and rationale. 814
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Example of 10-Point Scoring Evaluation
A: LLaMA-3.1-70B Base

context: John is a teacher at an elemen-
tary school. When talking with the principal
about a new student, who did poorly on her
entrance examination, John said, "This one
is really sharp."

initial_turn: This one is really sharp.

response_1: I think she will fit right in
with some guidance.

response_2: She’s just like any other stu-
dent who needs a bit of encouragement.

response_1_intent: This response does
not flout any maxim. It aims to express opti-
mism about the student’s ability to succeed
with proper support and highlights that she
has potential. A speaker might prefer this
reply over response_2 because it directly
affirms the student’s strengths and offers a
solution, presenting the student in a positive
and proactive light. This approach helps re-
inforce a sense of capability and possibility.

model_response: The pragmatic intention
behind response_1 is to express optimism
and confidence in the new student’s ability to
succeed with some guidance. This statement
implies that the student has potential and
can thrive in the school environment with
the right support.
Someone might prefer response_1 over re-
sponse_2 pragmatically in situations where
they want to emphasize the student’s poten-
tial and the importance of providing guid-
ance to help them succeed. response_1
focuses on the student’s strengths and the
teacher’s belief in their ability to fit in and
do well, while response_2 takes a more neu-
tral stance and simply acknowledges that the
student needs encouragement like any other
student.
In summary, choosing response_1 over re-
sponse_2 pragmatically can help commu-
nicate a more positive and supportive atti-
tude towards the new student, highlighting
their potential and the teacher’s confidence
in their ability to succeed with the right guid-
ance.

scoring:
815

Score: 10
Reason: Accurately explains the optimistic
intention, focus on student potential, and
why one might prefer this over a more neu-
tral response.

816

Example of 10-Point Scoring Evaluation
B: Olmo2-7B Base

context: Callie promised to bring a salad
to Jason’s dinner party. She arrived two
hours late. Jason said, "I’m so glad that you
were able to fit us into your busy schedule."

initial_turn: I’m so glad that you were
able to fit us into your busy schedule.

response_1: Well, it’s a good thing I’m
fashionably late, right?

response_2: I know, right? Had to fight
through traffic, but I’m here now.

response_1_intent: This response flouts
the maxim of Quality by playfully embrac-
ing the notion of being "fashionably late"
instead of seriously addressing the tardiness.
It aims to use humor and irony to diffuse any
awkwardness and avoid direct confrontation.
A speaker might prefer this reply over re-
sponse_2 because it turns the situation into
a joke, attempting to lighten the mood rather
than provide an explanation. This approach
could help smooth over tension if the rela-
tionship is friendly enough for such banter.

model_response: In this context, the prag-
matic intention behind the response_1 is to
express gratitude and appreciation for the
other person’s effort in accommodating the
delay. This is because the speaker, Jason,
is acknowledging that Callie was able to
attend the dinner party despite being late.
The speaker may prefer response_1 over re-
sponse_2 pragmatically because it is more
lighthearted and humorous, which can help
to ease the tension or awkwardness that of-
ten arises from being late. Additionally, re-
sponse_1 does not explicitly acknowledge
the reason for the delay, which may be con-
sidered more polite in certain contexts. On
the other hand, response_2 explicitly states
the reason for the delay, which can be seen

817

14



as more direct and assertive. This can be
more appropriate in certain situations, such
as when the speaker wants to emphasize the
importance of punctuality or when they are
trying to avoid any misunderstandings about
the reason for the delay. Overall, the prag-
matic intention behind response_1 is to ex-
press gratitude and appreciation for the other
person’s effort, and it may be preferred in
certain situations due to its lighthearted and
humorous tone.

scoring:
Score: 5
Reason: Captures the humor and lightheart-
edness, but incorrectly says the intention is
gratitude/appreciation, missing the playful,
ironic deflection central to the reference.

818

G Examples from Pairwise Comparison819

Evaluation820

To further illustrate how different models perform821

in pragmatic reasoning, we present selected exam-822

ples from our pairwise comparison evaluation. In823

this setting, two model-generated responses are824

compared against a human-annotated pragmatic825

interpretation (response_1_intention) to deter-826

mine which aligns better with the intended mean-827

ing. For the winning explanation, we further cate-828

gorize it into one of three pragmatic dimensions as829

discussed in Section 4.3.830

We provide one illustrative example per category831

to showcase the types of reasoning improvements832

observed in our evaluations.833

Pairwise Comparison Example A:
LLaMA-3.1-70B Base vs SFT

context: A boy from New York was being
led through the swamps of Florida and is
curious about whether alligators will attack
if he carries a flashlight.

initial_turn: Is it true that an alligator
won’t attack you if you carry a flashlight?

response_1: Well, let’s just say alligators
have their own mind and aren’t that pre-
dictable.

response_2: That’s actually just a myth,
but keeping one handy is a good idea for
other reasons.

834

response_1_intention: This response
flouts the maxim of Relation. It aims to
answer indirectly, emphasizing the unpre-
dictability of alligators rather than directly
addressing the myth. A speaker might pre-
fer this reply over response_2 because it
introduces a sense of caution and intrigue,
perhaps leaving the listener more alert or
curious. The indirectness could serve to
prompt further questions or reinforce respect
for wildlife unpredictability.

model_1_response: The pragmatic inten-
tion behind ‘response_1‘ is to express un-
certainty, skepticism, or a lack of definitive
knowledge about the behavior of alligators.
By saying "alligators have their own mind
and aren’t that predictable," the speaker is
suggesting that it’s difficult to make general
statements about how alligators will react
in specific situations. This may be a more
appropriate response if the speaker is un-
sure of the veracity of the claim or wants to
avoid making a definitive statement about
something they don’t know for certain.
Someone might prefer ‘response_1‘ over ‘re-
sponse_2‘ pragmatically in situations where
they want to express uncertainty or skepti-
cism, or when they don’t want to make a
definitive statement about something they
aren’t sure of. This could be particularly
relevant in the context of the conversation,
where the speaker is being asked about a po-
tentially dangerous situation and may want
to avoid giving misleading information.

model_2_response: The pragmatic inten-
tion behind ‘response_1‘ is to express uncer-
tainty and caution about the predictability of
alligators’ behavior. The speaker may prefer
‘response_1‘ over ‘response_2‘ when they
want to emphasize the unpredictable nature
of alligators and the importance of being
cautious in general, rather than focusing on
the specific myth about flashlights. This ap-
proach may be more appropriate when the
speaker wants to encourage the listener to
be vigilant and aware of potential dangers in
the swamps, regardless of the presence of a
flashlight.

comparison_result:
835
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Choice: 2
Reason: Model 2 highlights indirectness and
caution, matching the golden label’s focus
on unpredictability and vigilance.
Category: 1

836

Pairwise Comparison Example B:
LLaMA-3.1-8B Base vs SFT

context: X wants to know about Y’s food
preferences by asking if Y enjoys Chinese
cuisine.

initial_turn: Are you into Chinese cui-
sine?

response_1: Well, I guess I’ve survived a
couple of meals.

response_2: It’s okay, but I’m more of a
Mediterranean fan.

response_1_intention: This response
flouts the maxim of Quality by using sar-
casm to imply only a minimal or reluctant
enjoyment of Chinese food. It aims to add
humor and ambiguity, downplaying direct
expression of preference. A speaker might
prefer this reply over response_2 to keep the
conversation playful and avoid direct criti-
cism, especially if they want to maintain a
light tone.

model_1_response: The pragmatic inten-
tion behind ‘response_1‘ is to provide a non-
committal answer to the question about lik-
ing Chinese cuisine. It is a way to avoid
giving a direct answer, which might be
interpreted as a personal preference. ‘re-
sponse_1‘ is preferred over ‘response_2‘
pragmatically because it offers a more neu-
tral and noncommittal response. By saying
"I guess I’ve survived a couple of meals," the
speaker is implying that they have had some
experience with Chinese cuisine, but they
are not necessarily a fan of it. This response
allows the speaker to save face and avoid ap-
pearing too negative about Chinese cuisine,
while still conveying that they may not be
a big fan. Additionally, it leaves room for
the conversation to continue without being
closed off by a definitive answer.

model_2_response: The pragmatic inten-
837

tion behind ‘response_1‘ is to express a lack
of strong preference or enthusiasm for Chi-
nese cuisine, possibly indicating a neutral
or indifferent attitude towards it. Someone
might prefer ‘response_1‘ over ‘response_2‘
pragmatically in a situation where they do
not want to completely rule out the possi-
bility of enjoying Chinese food, but also
do not want to commit to a strong posi-
tive stance. ‘response_1‘ could be consid-
ered a middle ground or a way to provide
a non-committal response, which might be
a preferred strategy in polite conversation
or when the speaker does not want to ap-
pear overly critical or dismissive of the food.
This response can be useful in maintaining
a neutral tone and avoiding potential awk-
wardness or conflict in the conversation.

comparison_result:
Choice: 1
Reason: Model 1 recognizes the use of
humor and indirectness, aligning with the
golden label’s focus on sarcasm and playful-
ness.
Category: 2

838

Pairwise Comparison Example C:
LLaMA-3.1-7B SFT vs DPO

context: On his first flight while learning
to skydive, a man nervously anticipated his
first jump, so he said to his instructor, "I
packed the parachute myself, but I’m sure it
won’t open."

initial_turn: I packed the parachute my-
self, but I’m sure it won’t open.

response_1: Don’t worry, we’ve double-
checked it. You’re in safe hands.

response_2: You’ll be just fine. And if not,
it’s been nice knowing you!

response_1_intention: This response
does not flout any maxim. It aims to provide
direct reassurance to the nervous jumper by
emphasizing that the equipment has been
double-checked and he is safe. A speaker
might prefer this reply over response_2 be-
cause it maintains a calming and profes-
sional tone, offering clear comfort and build-

839
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ing trust in a potentially stressful situation.

model_1_response: The pragmatic inten-
tion behind "Don’t worry, we’ve double-
checked it. You’re in safe hands." is to reas-
sure the speaker’s partner that he is in good
care and that the parachute has been thor-
oughly checked, which would be preferred
over response_2 pragmatically because it
provides a sense of security and confidence
in the safety measures that are in place,
which is important in a potentially danger-
ous situation like skydiving. This sentence
would be more comforting to the partner and
would also serve to alleviate any concerns
the partner may have about the safety of the
parachute.

model_2_response: The pragmatic inten-
tion behind the sentence "Don’t worry,
we’ve double-checked it. You’re in safe
hands." (‘response_1‘) is to provide reas-
surance and comfort to the nervous skydiver.
This sentence is chosen to pragmatically of-
fer support and confidence, alleviating the
skydiver’s anxiety about the parachute. It’s
likely preferred because it communicates a
sense of professionalism and thoroughness
in safety checks, thereby reassuring the sky-
diver that all precautions have been taken.
This sentence is appropriate when someone
needs to be comforted and needs to feel se-
cure in a potentially risky situation. In con-
trast, "You’ll be just fine. And if not, it’s
been nice knowing you!" (‘response_2‘) is
a more lighthearted and possibly flippant
response that might not provide the neces-
sary comfort or professionalism that the sky-
diver is seeking in this context. While ‘re-
sponse_2‘ might be used in a more joking
or casual setting, it lacks the assurance and
emphasis on safety that the skydiver needs
to feel secure about jumping out of a plane.

comparison_result:
Choice: 2
Reason: Model 2 explains both reassurance
and professionalism, matching the golden
label’s emphasis on tone and trust.
Category: 3

840

H Pairwise Comparison Category 841

Distributions 842

To supplement our main findings, we present the 843

full set of pairwise comparison results across all 844

evaluated model pairs. Each figure below visual- 845

izes the distribution of winning explanations across 846

three pragmatic competence categories. 847

Figure 6: OLMo-2-7B Base vs SFT.

Figure 7: OLMo-2-7B SFT vs DPO.

Figure 8: OLMo-2-7B Base vs DPO.

I Generative AI Statement 848

We use generative AI tools to assist with both 849

the implementation and writing processes in this 850
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Figure 9: OLMo-2-13B Base vs SFT.

Figure 10: OLMo-2-13B SFT vs DPO.

project. Specifically, we employed Cursor, an AI-851

assisted development environment, and ChatGPT852

(GPT-4o) to support the coding of evaluation tasks.853

Additionally, ChatGPT was used to aid in format-854

ting sections of the paper, as well as generating855

LaTeX tables and figure templates. All outputs856

were carefully reviewed, edited, and verified by the857

authors to ensure factual accuracy and scholarly858

integrity.859

Figure 11: OLMo-2-13B Base vs DPO.

Figure 12: OLMo-2-32B Base vs SFT.

Figure 13: OLMo-2-32B SFT vs DPO.

Figure 14: OLMo-2-32B Base vs DPO.
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Figure 15: OLMoE-1B-7B Base vs SFT.

Figure 16: OLMoE-1B-7B SFT vs DPO.

Figure 17: OLMoE-1B-7B Base vs DPO.

Figure 18: LLaMA-3.1-8B Base vs SFT.

Figure 19: LLaMA-3.1-8B SFT vs DPO.

Figure 20: LLaMA-3.1-8B Base vs DPO.

Figure 21: LLaMA-3.1-70B Base vs SFT.

Figure 22: LLaMA-3.1-70B SFT vs DPO.
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Figure 23: LLaMA-3.1-70B Base vs DPO.
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