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Abstract

Emergent Communication (EC) is a field that aims to unravel the evolution or
dynamics of language by simulating its emergence. This paper reinterprets com-
monly used communication models in EC, such as signaling games and reference
games, within the framework of generative models based on variational inference.
Specifically, we formalize a game called a contextualized signaling game, which
can be viewed as a type of Conditional Variational Autoencoder (CVAE). We then
confirm that it generalizes generative versions of signaling and reference games.

1 Introduction

The purpose of this paper is to reinterpret signaling games and referential games; communication
models frequently used in the field of Emergent Communication [EC, Lazaridou and Baroni, 2020,
Peters et al., 2024, Boldt and Mortensen, 2024], as some form of generative models. In particular, we
show that the games can be reinterpreted as a type of Conditional Variational Autoencoder [CVAE,
Kingma et al., 2014, Sohn et al., 2015]. EC is a related field of evolutionary and computational
linguistics that takes a constructive approach to providing insights into the emergence and dynam-
ics of language. Although attempts to simulate the emergence of language have existed for a long
time [Steels, 1999, Nowak and Krakauer, 1999, Briscoe, 2000, Kirby, 2002], recent advancements
in representation learning and reinforcement learning have brought renewed attention. Simple com-
munication models like Lewis’ signaling game [Lewis, 1969] or its variant called referential game
[Havrylov and Titov, 2017, Lazaridou et al., 2017] are often adopted for their simplicity, while var-
ious formulations are also possible depending on the focused aspect of communication dynamics
[e.g., Foerster et al., 2016, Lowe et al., 2017, Jaques et al., 2019, Ebara et al., 2023, Lo et al., 2024].

In the signaling game, there are only two players (agents), a sender S and a receiver R. In
each play, the sender S obtains an observation x ∈ X randomly and converts it into a message
m ∈ M. The receiver R then receives m and tries to guess the original observation x, out-
putting a prediction x̂ ∈ X . The game is successful if x = x̂. In the referential game, instead of
choosing a prediction from the entire set X , the receiver R tries to pick up the correct answer x
from a candidate set {x,d(1), . . . ,d(K−1)}, which includes the incorrect candidates (distractors)
d(1), . . . ,d(K−1) ∈ X\{x}. The sender S and receiver R are typically represented as probabilistic
models based on neural networks, optimized to make the game more likely to succeed. The com-
munication protocol that emerges between the two agents can be considered “language” in that it
serves as a symbolic system for transmitting information, which is often referred to as emergent lan-
guage. However, within such simple games, it has often been pointed out that emergent languages
lack certain properties of human languages [Kottur et al., 2017, Chaabouni et al., 2019, Ueda et al.,
2023]. Previous work has attempted to mitigate this issue by modifying the framework, e.g., mod-
eling humans’ cognitive constraints [Ueda and Washio, 2021, Ri et al., 2023, Kato et al., 2024] or
incorporating an evo-linguistic scenario [Graesser et al., 2019, Ren et al., 2020, Dagan et al., 2021].
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Recently, Ueda and Taniguchi [2024] presented a slightly different direction. They proposed to
reinterpret the signaling game as a form of a generative model, specifically (beta-)VAE [Kingma
and Welling, 2014, Higgins et al., 2017].1 In this paper, we further extend this reinterpretation by
considering not only signaling games but also reference games as types of generative models, by
showing that these games can be uniformly reinterpreted as a form of Conditional VAE. Experimen-
tal justification for the “goodness” of this formulation is left for future work.

2 Background

2.1 Signaling Game and Referential Game

Conventional Objective of Signaling Game: Let X be an observation space and let M be a
message space. The probability distribution of the observation is denoted as PX(X). A proba-
bilistic model Sϕ(M |X), parametrized by ϕ, is referred to as a sender, while a probabilistic model
Rsig

θ (X|M), parametrized by θ, is referred to as a receiver. The intuitive procedure of the game is
a unidirectional communication as described in Section 1, but typically, the following autoencoder-
like objective function is adopted for optimization [Chaabouni et al., 2019, Rita et al., 2022]:

J sig(ϕ,θ) := EPX(x),Sϕ(m|x)[logR
sig
θ (x|m)]. (1)

Conventional Objective of Referential Game: The observation space X , message space M, and
sender Sϕ(M |X) are as above. A function Rref

θ : X × M → R is referred to as a receiver agent
in the referential game. Let K be an integer larger than 1. The objective function of the reference
game is often defined as follows [Dessì et al., 2021, Chaabouni et al., 2022, Guo et al., 2022]:

J ref(ϕ,θ) := E
x(1:K)

w/o repl.∼ PX(·),S(m|x1)

[
log

exp(Rref
θ (x1,m))∑K

i=1 exp(R
ref
θ (xi,m))

]
, (2)

where x(1:K) w/o repl.∼ PX(·) represents sampling K elements without replacement. Without loss of
generality, x1 is regarded as the correct answer, and the others are distractors. It can be seen as
InfoNCE [van den Oord et al., 2018], regarding x1 as a positive example and x2:K as negative ones.

2.2 Reinterpretation of Signaling Game as (beta-)VAE

In contrast to the conventional formulations above, Ueda and Taniguchi [2024] argue that the objec-
tive function of the signaling game should be (re-)defined as ELBO:

J sig-elbo(ϕ,θ;β) := EPX(x)[ESϕ(m|x)
[logRsig

θ (x|m)]− β KL(Sϕ(M |x) || P prior
θ (M))], (3)

which can be transformed as:

= J sig(ϕ,θ) + β EPX(x),Sϕ(m|x)[logP
prior
θ (m)] + β EPX(X)[H(Sϕ(M |x))],

(4)

where β ≥ 0 is a hyper-parameter or annealed during training. This formulation essentially adds
a prior term logP prior

θ (m) and an entropy maximizer H(Sϕ(M |x)), weighted by β, to the conven-
tional objective function J sig(ϕ,θ).

Rationale for Introducing Prior: The first reason for introducing the prior is that the con-
ventional objective function J sig(ϕ,θ) already contains an implicit, uniform prior distribu-
tion P prior

unif (M). This follows from the idea that, by appropriately choosing a prior such that
∇ϕ,θ EPX(x),Sϕ(m|x)[logP

prior
unif (m)] = 0, adding it to J sig(ϕ,θ) would have no impact on

gradient-based optimization. In fact, P prior
unif (m) is the uniform distribution over messages, i.e.,

1Similar trends have been presented in (variational) information bottleneck-based emergent communication
[Zaslavsky et al., 2018, Chaabouni et al., 2021, Tucker et al., 2022] and Metropolis-Hastings (MH) naming
games [Taniguchi et al., 2023, Inukai et al., 2023, Okumura et al., 2023, Hoang et al., 2023]. The variational
information bottleneck is known to be a generalization of beta-VAE [Alemi et al., 2017, Achille and Soatto,
2018]. The MH naming game adopts MCMC-based inference instead of variational inference.

2



P prior
msg (m) = 1/|M|.2 The second reason is that the implicit (uniform) prior P prior

unif (M) might have a
negative influence on the properties of emergent languages. For instance, it could be one reason for
a negative result reported by Chaabouni et al. [2019], who demonstrated that emergent languages,
obtained by optimizing the conventional objective J sig(ϕ,θ), do not follow Zipf’s law of abbre-
viation [ZLA, Zipf, 1935, 1949, Kanwal et al., 2017]. Suppose, as a natural assumption, that the
message space M is defined as the set of all sequences up to length T over a finite alphabet A. As a
simple combinatorial matter, the number of longer messages is much larger than that of shorter ones
in M. Consequently, the uniform distribution over the message space P prior

unif (M) ends up assigning
disproportionately large mass to longer messages, causing the emergent language to also become
(unintentionally) longer. The third reason is that it is natural to reintroduce the prior explicitly as
some form of language model to overcome the artifacts caused by the implicit prior. Ueda and
Taniguchi [2024] claimed that the prior should be re-interpreted as a “language model” since it de-
fines the parametrized probability distribution over the message space. Specifically, they proposed
to redefine the prior as an auto-regressive neural network model P prior

θ (M) parametrized by θ. This
allows the signaling game to naturally incorporate the concept of a language model, overcoming the
artifacts of the unnatural implicit prior P prior

unif (M). Moreover, the term logP prior(m) that appears
in the ELBO corresponds to the (negative) surprisal in the field of computational psycholinguistics
[Hale, 2001, Levy, 2008, Smith and Levy, 2013, Kuribayashi et al., 2022]. Introducing a prior as a
language model can serve as a psycholinguistic analogy.

Rationale for Introducing Entropy Maximizer: The main reason for this is that since some ad
hoc auxiliary function, such as an entropy regularizer (which is similar to the entropy maximizer), is
often added to the conventional objective function, it would be more natural if such a term appears
explicitly in the objective function from the beginning. From the perspective of the sender agent, a
signaling game is a (non-stationary) Markov decision process, and the optimization method, consid-
ering only the sender agent, is equivalent to the policy gradient method. In policy gradient methods,
regularizers are often introduced to prevent the policy entropy H(Sϕ(m|x)) from becoming too
low. This encourages exploration by the agent, achieving a balance in the exploration-exploitation
trade-off. In conventional signaling games, the entropy regularizer [Williams and Peng, 1991, Mnih
et al., 2016] has often been used. On the other hand, the ELBO contains the entropy maximizer.
Although the two are not exactly the same, they align in their motivation to increase the entropy of
the policy and encourage exploration [Levine, 2018].

3 Contextualized Signaling Game as Generalization of Signaling and
Referential Games

Observation
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(Message)

Label
(Context)

Observation

Latent
(Message)

Label
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Graphical Model
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Graphical Model
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Figure 1: Bayesian Networks of Sender and Re-
ceiver in a Contextualized Signaling Game.

The goal of this paper is to reinterpret not
only signaling games but also referential games
within the framework of variational inference
based on some generative models. It is not en-
tirely straightforward: In signaling games, the
receiver agent Rsig(X|M) is a conditional prob-
ability model of x given m, corresponding to the
concept of a decoder in a (beta-)VAE. However,
the receiver agent in reference games, Rref : X×
M → R, is a real-valued function, and its objec-
tive function is expressed by InfoNCE. Thus, the
receiver agent in referential games is more akin to a contrastive learning model rather than a VAE
decoder. One might naively consider adding a (negative) KL term −β KL(Sϕ(M |x)||P prior

θ (M)) to
J ref(ϕ,θ) as a new objective function. However, it is necessary to verify that this formulation is
“generative” in some meaningful way. In fact, this problem can be resolved by extending (beta-)VAE
to Conditional (beta-)VAE (CVAE). In what follows, we formulate a contextualized signaling game
(CSG), which can be regarded as a sort of CVAE. We then confirm that it indeed includes signaling
games and referential games as special cases.

2Here, the message space M is assumed to be finite.
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Let C be a context space. A probability distribution over the context is denoted by PC(C) and a
conditional distribution of X given C is denoted by PX|C(X|C). The sender Sϕ(M |X), receiver
Rsig

θ (X|M), and prior P prior
θ (M) defined earlier will now be referred to as context-agnostic. In

contrast, we consider context-aware counterparts: Sϕ(M |X,C), Rθ(X|M,C), and P prior
θ (M |C),

which are additionally conditioned on a context C. Figure 1 illustrates the graphical models of
context-aware sender and receiver. Here, CSG is formulated as a game with the following procedure:

1. Sample a context: c ∼ PC(·).
2. Sample an observation: x ∼ PX|C(·|c).
3. The context-aware sender agent samples a message: m ∼ Sϕ(·|x, c).
4. The context-aware receiver agent Rsig

θ (X|m, c) predicts x from m and c.

Based on this procedure, the objective function of CSG J csg(ϕ, θ;β) is defined as follows:
J csg(ϕ,θ;β)

:= EPC(c),PX|C(x|c)[ESϕ(m|x,c)[logR
sig
θ (x|m, c)]− β KL(Sϕ(M |x, c) || P prior

θ (M |c))].
(5)

It can be seen as CVAE [Kingma et al., 2014, Sohn et al., 2015] where c serves as a class label.

Signaling Game as a Special Case: The signaling game can be regarded as a special case of CSG.
As is evident from the definition, the context-agnostic sender, receiver, and prior are special cases
of the context-aware sender, receiver, and prior. Replacing the context-aware models in Eq (5) with
context-agnostic ones results in the objective function J sig-elbo(ϕ,θ;β).

Referential Game as a Special Case: The referential game can also be regarded as a special case
of CSG. Assume that the sender and prior are context-agnostic, while the receiver is context-aware.3
Let the context space C and the probability PX|C(X|C) be defined as follows:

C := {(x1, . . . ,xK) ∈ XK | xi ̸= xj for i ̸= j}, PX|C(x|c) :=
1

K

∑K

i=1
1x=ci

. (6)

Define the context-aware receiver agent as:

Rsig
θ (x|m, c) :=

exp(Rref
θ (x,m))

∑K
i=1 1x=ci∑

x′∈X exp(Rref
θ (x′,m))

∑K
i=1 1x′=ci

, (7)

which can be transformed into:

=


exp(Rref

θ (cj ,m))∑K
i=1 exp(R

ref
θ (ci,m))

(x = cj for some j),

0 (otherwise).

(8)

Rsig
θ (x|m, c) can be identified with InfoNCE [van den Oord et al., 2018], as the “otherwise” case

cannot occur from the definition of PX|C . Also note that Rsig
θ (x|m, c) is a probability distribu-

tion, since Rsig
θ (x|m, c) ≥ 0 and

∑
x∈X Rsig

θ (x|m, c) = 1. Thus, CSG includes the generative
formulation of the reference game as a special case.

4 Discussion and Conclusion

In this paper, we formalized the contextualized signaling game (CSG) as a generalization of sig-
naling and referential games. The referential game that uses context-aware receiver agents might
more closely represent reality than the signaling game, in that speech acts occur within some con-
text [Wittgenstein, 1953]. Note that the context c ∈ C does not necessarily have to be a K-tuple
consisting of a correct answer and distractors as described in Eq (6), nor does PX|C(X|C) neces-
sarily have to be a distribution that samples an observation uniformly from a candidate set since we
introduced c ∈ C quite abstractly. It might be an interesting direction to explore different ways of
defining the context C and observation X in the study on context-dependent communication. Future
work is needed to conduct experiments to quantify the goodness of our formulation.

3If the sender and receiver are context-aware while the prior is context-agnostic, the game roughly corre-
sponds to the ones discussed in e.g., Lazaridou et al. [2017], Bouchacourt and Baroni [2018].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the claims. Limitations are briefly
discussed in Section 4.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are briefly discussed in Section 4.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We gave clear definitions of terms in equations. We believe that the explana-
tions of equation transformations are sufficient.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
Justification: This paper does not include experiments requiring code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so“No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We reviewed and followed the NeurIPS Code of Ethics. We preserve
anonymity.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper only includes the mathematical discussions about abstract commu-
nication models, such as signaling games, for which we believe that there is no significant
societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.
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