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Abstract

The capability to generate responses with diver-
sity and faithfulness using factual knowledge is
paramount for creating a human-like, trustworthy
dialogue system. Common strategies either adopt
a two-step paradigm, which optimizes knowledge
selection and response generation separately, and
may overlook the inherent correlation between
these two tasks, or leverage conditional varia-
tional method to jointly optimize knowledge se-
lection and response generation by employing
an inference network. In this paper, we present
an end-to-end learning framework, termed Se-
quential Posterior Inference (SPI), capable of se-
lecting knowledge and generating dialogues by
approximately sampling from the posterior dis-
tribution. Unlike other methods, SPI does not
require the inference network or assume a sim-
ple geometry of the posterior distribution. This
straightforward and intuitive inference procedure
of SPI directly queries the response generation
model, allowing for accurate knowledge selection
and generation of faithful responses. In addition
to modeling contributions, our experimental re-
sults on two common dialogue datasets (Wizard of
Wikipedia and Holl-E) demonstrate that SPI out-
performs previous strong baselines according to
both automatic and human evaluation metrics.The
code and checkpoints are available at https:
//github.com/deqiankong/SPI.
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1. Introduction
Open-domain dialogue systems aim at fulfilling human-
machine conversations by producing human-like responses
to utterances from humans (Serban et al., 2016). The emer-
gence of large-scale pre-trained language models (PLMs)
has turbocharged the development of open-domain dialogue
systems (Zhang et al., 2020; Roller et al., 2021). By maxi-
mizing the token-level likelihood of gold responses given
dialogue history, dialogue systems can generate fluent and
natural responses. However, challenges remain to ensure
that responses are diverse and informative (Ghazvininejad
et al., 2018), yet remain factual and accurate (Shuster et al.,
2021). Prior approaches for improving the diversity of dia-
logue responses focus on preventing them from being dull
and repetitive (Zhao et al., 2019; Xu et al., 2022), while op-
timizing for diversity alone tends to encourage the dialogue
system to hallucinate non-factual responses (Ji et al., 2022a).
ChatGPT (OpenAI, 2023) tries to address this issue using
a reward model trained with human preference. However,
it is very resource-consuming. To address this limitation
in generative dialogue systems, we need to ground system
responses on external knowledge effectively.

Knowledge-grounded dialogue (KGD) has been investigated
in recent years (Dinan et al., 2018; Li et al., 2020; Xu
et al., 2021; Yang et al., 2022). The objective is to en-
hance dialogue response generation to facilitate engaging
and in-depth conversations, while avoiding the inclusion
of non-factual information. The task can be achieved fol-
lowing a two-step paradigm: (1) knowledge selection; (2)
response generation. Some previous works (Lian et al.; Kim
et al., 2019; Chen et al., 2020) optimize these two steps in-
dividually. They first utilize variational inference (Kingma
& Welling, 2014) for knowledge selection, where the prior
distribution is conditioned on dialogue history, and the poste-
rior distribution depends on both response and dialogue his-
tory. Then they optimize the response generation task based
on the selected knowledge. Since knowledge selection in
KGD tasks is a complex one-to-many problem, it is not triv-
ial to generate a factual response with dialogue history and
selected knowledge solely, not to mention that inaccurate
knowledge may be chosen even with a complex knowledge
selection module. Other works (Liu et al., 2021) bypass the
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knowledge selection step by providing all the knowledge
candidates to the response generator, which is computation-
ally inefficient. Therefore, it is natural to choose a proba-
bilistic model with two latent variables to select knowledge
and generate responses so that both procedures can be op-
timized simultaneously. CoLV (Zhan et al., 2021) follows
this scheme and chooses to optimize these latent variables
by recruiting an inference network to infer the posterior
distribution. However, such methods using variational infer-
ence trained with evidence lower bound (ELBO) may ignore
the fact that knowledge selection is inherently correlated to
response generation. Hence, there might be a large amorti-
zation gap between log-likelihood and ELBO (Cremer et al.,
2018). An alternative to variational inference is posterior
inference, such as Markov Chain Monte Carlo (MCMC)
which may be in the form of Langevin dynamics (Langevin,
1908). (Pang et al., 2021a) proposes to generate text using
short-run inference dynamics, such as finite step Langevin
dynamics guided by the posterior distribution of the latent
variable. Posterior inference has demonstrated its simplicity
and superiority in image modeling, trajectory prediction,
etc. (Pang et al., 2020; 2021b; Xie et al., 2022; Li & Han,
2022). However, Posterior inference based methods are still
under-explored in the scenarios of PLMs.

In this work, we propose a probabilistic model with dual
latent variables, a discrete latent variable for knowledge
selection, and a continuous latent variable for response gen-
eration. Instead of variational inference, we propose a new
approximate sampling method, Sequential Posterior Infer-
ence (SPI). This model can be learned by approximate maxi-
mum likelihood estimation (MLE). Compared to variational
inference, SPI has the advantage of fewer model parameters
since there is no need to parameterize the inference network,
which eases the effort of fine-tuning in PLMs. To amplify
the efficiency of SPI within PLMs, we propose to leverage
the initializer or learnable prior to sample the discrete latent
variable, and short-run MCMC to sample the continuous
latent variable. Empirically, we show that the model trained
with SPI can generate faithful and diverse responses with
external knowledge. Our model outperforms previous meth-
ods on both WoW and Holl-E benchmarks. Further human
evaluation has demonstrated its superiority as well.

Our contributions are three-fold:

(1) We propose a probabilistic dialogue system for KGD
that can be learned by approximate MLE with sequential
posterior inference (SPI).

(2) We propose to use an initializer and short-run MCMC
to explore the discrete and continuous search spaces, which
enables efficient approximate MLE learning in PLMs.

(3) Our proposed model achieves state-of-the-art (SOTA)
performance on two common KGD benchmarks.

2. Methods
2.1. Model

Suppose we have N observed examples {Dn}Nn=1 in dia-
logue dataset. For each example, Dn = (Cn, Rn), where
Cn is the dialogue context, and Rn is the response based on
the dialogue history and selected knowledge. In KGD tasks,
each dialogue context consists of dialogue history Hn, and
a set of M knowledge candidates Kn = {Kn

i }Mi=1, denoted
as Cn = (Hn,Kn).

We consider the KGD task as a conditional generation pro-
cess given dialogue history. Let s ∈ {1, . . . ,M} be a dis-
crete variable indicating the choice of the knowledge candi-
date. Let z ∈ Rd be a d-dimensional continuous variable as
a summary or abstraction of the future response to account
for the sentence-level semantics. Consider the following
generative model for R,

(s, z) ∼ pα(s, z|C), R ∼ pβ(R|s, z, C), (1)

where pα(s, z|C) is the context-conditioned prior model
parameterized by α and pβ(R|s, z, C) is the response gen-
eration model parameterized by β.

To be specific, we may factorize the context-conditioned
prior model as

s ∼ pα1(s|C), z ∼ pα2(z|s, C), (2)

where pα1
(s|C) can be defined as a simple uniform distribu-

tion P(s = i) = 1
M , i ∈ {1, . . . ,M}, or a learnable distribu-

tion P(s = i) =
exp (fα1

(s=i,C))∑M
s=1 exp (fα1

(s,C))
, i ∈ {1, . . . ,M}, and

pα2(z|s, C) = N (fα2(s, C), I) is isotropic Gaussian. In
our implementation, fα(·) is parameterized based on a pre-
trained BART (Lewis et al., 2020) encoder and α = (α1, α2)
consists of the parameters of two priors.

For the response generation model, pβ(R|s, z, C) is defined
in a conditional auto-regressive manner,

pβ(R|s, z, C) =

L∏
l=1

pβ(rl|s, z, r<l, C), (3)

where L refers to the sentence length of the response R, rl
is the l-th token of the response, and pβ is parameterized
based on a pre-trained BART decoder. Note that s and z
control every step of the auto-regressive generation.

The context-conditioned distribution of response R is
pθ(R|C) =

∑
s

∫
pθ(s, z,R|C)dz, where θ = {α, β}.

Given C and R, the inference of (s, z) can be approximately
achieved using SPI (see Section 2.3),

pθ(s, z|R,C) =
pθ(s, z,R|C)

pθ(R|C)
. (4)
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Figure 1. The overview of the learning algorithm of SPI (left), where modules in pink denote the context-conditioned prior model and
modules in blue denote the response generation model. The prior model is mainly instantiated with the BART encoder, while the generator
is implemented with the BART decoder. We also demonstrate details of posterior knowledge selection and posterior inference of the
response latent variable on the right.

2.2. Learning

Given training examples, {Dn = (Cn, Rn)}Nn=1, the model
can be learned using maximum likelihood estimation (MLE)
where the log-likelihood is

L(θ) =
1

N

N∑
n=1

log pθ(R
n|Cn), (5)

where θ = {α, β} are the learnable parameters of the model.

Then the gradient of the log-likelihood function can be
calculated by

∇θ log pθ(R|C)

=
1

pθ(R|C)
∇θpθ(R|C)

=
1

pθ(R|C)

∑
s

∫
∇θpθ(s, z,R|C)dz

=
∑
s

∫
pθ(s, z,R|C)

pθ(R|C)
∇θ log pθ(s, z,R|C)dz

= Epθ(s,z|R,C)[∇θ log pθ(s, z,R|C)]. (6)

Although the context-conditioned distribution pθ(R|C) is
intractable due to the latent variables being integrated out,
we can approximate the above expectation using Monte
Carlo samples from the posterior pθ(s, z|R,C) in Equation
(6), which will be further discussed in details as sequential
posterior inference in Section 2.3.

For the gradient of the log-likelihood, we have

∇θ log pθ(s, z,R|C)

= ∇θ log pα(s, z|C) +∇θ log pβ(R|s, z, C). (7)

For discrete variable s, if we assume a simple uniform
prior distribution, ∇θ log pα(s, z|C) = ∇θ log pα2

(z|s, C).
Otherwise, ∇θ log pα(s, z|C) becomes ∇θ log pα1

(s|C) +
∇θ log pα2(z|s, C) if we assume a learnable prior distribu-
tion.

2.3. Sequential Posterior Inference

In Equation (6), the expectation can be approximated
by Monte Carlo average over samples (s, z) from
pθ(s, z|R,C). We define the pair between dialogue history
H and the s-th index of knowledge in K as Cs = (H,Ks)
with a slight abuse of notation.

We propose the SPI for approximate posterior inference,
where we first select knowledge pθ(s|R,C) and then infer
the response latent variable pθ(z|R,Cs).

2.3.1. POSTERIOR KNOWLEDGE SELECTION

First, we shall delve into the options for posterior knowledge
selection, comparing the use of a simple uniform prior with
that of a learnable prior. To infer the preferred knowledge
index s, we shall sample from the posterior,

s ∼ pθ(s|R,C) =

∫
pθ(s|z,R,C)pθ(z|R,C)dz. (8)

Since the above integration is intractable, we approximate
pθ(z|R,C) in Eq. (8) by a point mass at the context-
conditioned prior mean. Denote µ = fα2(Cs). Then

s ∼ pθ(s|z = µ,R,C) ∝ pθ(s, z = µ|R,C). (9)

For simplicity, we still use pθ(s|R,C) to represent the ap-
proximate posterior distribution pθ(s|z = µ,R,C) and we
use pβ(R|Cs) to represent pβ(R|s, C, z = µ).

Uniform Prior with Top-S Initializer For posterior in-
ference with uniform prior, we have

pθ(s|R,C) ∝ p(s|C)pβ(R|Cs)

∝ pβ(R|Cs). (10)

In this case, the choice of the knowledge s is completely
dependent on the response generation model. To be concrete,
for each of the knowledge candidate with its history, Ci, i ∈
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{1, . . . ,M}, we first concatenate it with dialogue history
H , the posterior logits are defined by

P(s = i) =
pβ(R|Ci)∑M
i=1 pβ(R|Ci)

. (11)

Or we can greedily choose the one that gives the best gener-
ation performance to ease the computation,

s = argmax
i

pβ(R|Ci). (12)

However, in the case of enormous knowledge candidates
(i.e. M is large), the brutal search across all M candidates
can be computationally inefficient. In this case, we propose
to recruit an additional linear layer, fγ(C), (e.g., a classi-
fication head following BART encoder) as an initializer to
narrow down the search space.

Based on the output logits from fγ(C), we can select top-
S knowledge candidates, where S ≪ M . Then we can
leverage the aforementioned process to select knowledge by
sampling from the posterior,

P(s = i) =
pβ(R|Ci)∑S
i=1 pβ(R|Ci)

. (13)

Or greedily,

s = argmax
i

pβ(R|Ci), i ∈ {1, . . . , S}. (14)

This additional top-S initializer can be learned using cross-
entropy loss between the predicted logits and the ground-
truth label. The selection of the ground-truth label can
either be derived from gold annotations, from posterior
knowledge selection, or potentially a combination of both.
In our experiments, we utilize both gold annotations and
selected knowledge to enhance the training of the initializer.

Learnable Prior While the fixed uniform prior is straight-
forward, it necessitates the use of a Top-S initializer for
effective operation. This leads us to contemplate if there is a
way to bypass the need for an initializer, thereby enhancing
the model’s coherence. To this end, we employ the leanable
prior,

s ∼ pα1
(s|C) =

exp (fα1
(Cs))∑M

i=1 exp (fα1
(Ci))

, (15)

where fα1
(·) denotes BRAT encoder and classification head.

For posterior distribution, we sample from,

pθ(s|R,C) ∝ pα1
(s|C)pβ(R|Cs), (16)

or select the knowledge greedily,

s = argmax
i

exp (fα1
(Ci))pβ(R|Ci), (17)

where i ∈ {1, . . . ,M}.

The learnable prior can be updated using either gold an-
notations or posterior knowledge selection. Mirroring the
training of initializer, we incorporate both these elements to
optimize this learnable prior.

2.3.2. POSTERIOR INFERENCE OF RESPONSE LATENT
VARIABLE WITH SHORT-RUN MCMC

Previous work (Rashkin et al., 2021) defines three control
codes and uses them as a prefix of the inputs to indicate how
the selected knowledge is presented in the gold response. It
can be considered as a high-level abstraction or summary
of the future response, whereas we choose a more flexible
definition of abstraction as a trainable control code or a
continuous prompt that is inferred from the future response
given the history and selected knowledge.

After selecting the knowledge Ks, we infer the continuous
response latent variable z by sampling from pθ(z|R,Cs)

z ∼ pθ(z|R,Cs) ∝ pθ(z, s|R,C) (18)

using Langevin dynamics

zt+1 = zt + δ∇z log pθ(z
t|R,Cs) +

√
2δϵt, (19)

where ϵt ∼ N (0, I), t indexes the time step of the Langevin
dynamics and δ is the discretization step size. The gradient
term is tractable since

∇z log pθ(z|R,Cs) = ∇z log pθ(z,R|Cs)

= ∇z log pα2
(z|Cs) +∇z log pβ(R|z, Cs), (20)

where log pα2(z|Cs) = ∥z− fα2(Cs)∥2/2+ constant and
the second term is the response generation model. Both
derivatives are tractable and can be computed by back-
propagation.

The Langevin dynamics in Equation (19) involves a drift
term (denoted by gradient) and a diffusion term. If zt ∼
pθ(z

t|R,Cs), the drift term ∇z log pθ(z
t|R,Cs) aims to

shift the distribution of zt towards basins of high log-
posterior. pθ(z|R,Cs) can be further recovered by smooth-
ing with the diffusion term

√
2δϵt, which induces random-

ness in sampling process.

However, running sufficiently long Markov chains is com-
putationally impractical since the back-propagation through
the generation model is required in each iteration according
to Eq. (19). Earlier works (Pang et al., 2021a) adopt short-
run MCMC (Nijkamp et al., 2019) in text modeling where
they propose to approximately sample from the posterior
distribution with a fixed small number of steps. Here we
further scale up this idea in the scenario of PLMs. That said,
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we propose the following sampling procedure,

z0 ∼ pα2
(z|Cs),

zt+1 = zt + δ∇z log pθ(z
t|R,Cs) +

√
2δϵt, (21)

where t = 1, . . . , T , and the initial state for the Markov
chain is sampled from the context-conditioned prior distri-
bution. The total length of the Markov chain is rather small
(e.g. T = 5). Further theoretical underpinnings of this
approximate sampling and learning method can be found in
Appendix A.

2.4. Algorithms

The choice of prior for the discrete variable s leads to minor
variations in the learning and generation algorithms.

Learning with Uniform Knowledge Prior Given learn-
ing iterations τ = 1, . . . , TL, the generative model with
parameters θ = {α = α2, β} can be updated through

θτ+1 = θτ + η1∆θ,

∆θ =
1

N

N∑
n=1

Epθτ (s
n,zn|Rn,Cn)[∇θ log pα2

(zn|Cn
s )

+∇θ log pβ(R|zn, Cn
s )]. (22)

The additional top-S initializer fγ(C) with parameters γ
can be viewed as a multi-label classifier or multiple binary
classifiers and be updated by cross-entropy loss,

LCE(y, C) = −
M∑
i=1

yi log fγ(Ci) + (1− yi) log(1− fγ(Ci)),

γτ+1 = γτ − η2
1

N

N∑
n=1

∇γLCE(y
n, Cn), (23)

where {yn}Nn=1 denotes labels which can be obtained by
posterior knowledge selection and/or annotations (if we use
both posterior knowledge selection and annotations, it is
possible that two of yi’s equal to 1). Therefore, the learned
initializer can output top-S candidates that likely include
the gold knowledge or the one from posterior knowledge
selection.

Learning with Learnable Knowledge Prior The genera-
tive model with parameters θ = {α = (α1, α2), β} can be
updated through

θτ+1 = θτ + η1∆θ,

∆θ =
1

N

N∑
n=1

Epθτ (s
n,zn|Rn,Cn)[∇θ log pα1

(sn|Cn)

+∇θ log pα2
(zn|Cn

s ) +∇θ log pβ(R|zn, Cn
s )].

(24)

The learnable knowledge prior with parameter α1 also func-
tions akin to a multi-label classifier. We use both gold anno-
tations and posterior knowledge selection as ground-truth
labels, mirroring the updating of the initializer.

Generation We can get a response by greedy search as
summarized in Algorithm 2. Given dialogue context C =
(H,K), we can first select the knowledge candidate with the
highest logit from the initializer fγ(C) or learnable prior
fα1(C) based on different prior choices,

s = argmax
i

fγ(Ci), i ∈ {1, . . . , S}. (25)

s = argmax
i

fα1
(Ci), i ∈ {1, . . . ,M}. (26)

Then we use sample mean of the response latent variable
pα2

(z|Cs) ∼ N (fα2
(Cs), I) to generate dialogue,

R̂ ∼ pβ(R|z = fα2
(Cs), Cs). (27)

Algorithm 1 Learning with Sequential Posterior Inference

input: Observed examples {Cn, Rn}Ntrain
n=1 , total training

epochs TL, learning rate η, number of candidates S in
knowledge selection initializer, number of Langevin steps
T , step size δ, initial weights θ0, γ0.
output: Updated weights θT , γT .
for τ = 1 to T do

1. Draw observed examples {Cn, Rn}.
2. Sequential Posterior Inference

2.1 Posterior Knowledge Selection
If uniform prior
(a) Select knowledge candidates by top-S initializer.
(b) Infer s from the top-S candidates using (14).
If learnable prior
Infer s from the learnable prior using (17).
2.2 Posterior Inference of Response Latent Variable
Infer z by T -step short-run MCMC (21) with step

size δ.
3. Update Model Parameters
Update θ and γ according to (22),(23) or (24).

end for

Algorithm 2 Knowledge-Grounded Response Generation

input: Observed examples {Cn}Ntest
n=1.

output: Response {R̂n}Ntest
n=1.

for n = 1 to Ntest do
1. Draw test example Cn.
2. Select s using the initializer fγ(Cn) or learnable
prior fα1

(Cn) according to (25) or (26).
3. Set z as the sample mean of the prior pα2

(z|Cn
s ).

4. Generate R̂n by decoder using (27).
end for
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3. Experiments
3.1. Experiment Settings

Datasets We conduct our experiments on two KGD
datasets, Wizard of Wikipedia (WoW) (Dinan et al., 2019)
and Holl-E (Moghe et al., 2018). In WoW, dialogues are
directly grounded on the knowledge sentences retrieved
from Wikipedia. 22.3k dialogues with 202k turns in WoW
dataset are divided into training, validation, and test subsets.
Both validation and test sets consist of seen and unseen
sets, where the unseen set consists of the dialogues with the
unseen initial topics during the training time. For a balance
between task learning and generalizability, we merge two
validation sets to select the best checkpoint. The Holl-E
dataset contains 9k conversations with 90k utterances about
movies. Each response is obtained based on unstructured
knowledge such as plots, comments, and reviews about the
movie. In both datasets, the gold label for knowledge selec-
tion is provided along with each dialogue turn. More details
are included in Table 8.

Implementation Details An overview of the model struc-
ture of SPI is illustrated in Figure 1. We implement SPI
with both uniform and learnable knowledge prior distribu-
tions, denoted as SPI-uniform and SPI-learnable, respec-
tively. Our training implementation is based on pre-trained
BART-base (Lewis et al., 2020). In the case of SPI-uniform,
the response latent prior model with parameter α2 is instan-
tiated with BART encoder followed by a linear layer; the
Top-S initializer is instantiated with a classification head,
and the response generation model with parameter β is
instantiated with BART decoder. For SPI-learnable, the
learnable knowledge prior model with parameter α1 and
the response latent prior model with parameter α2 share
the BART encoder. However, they differ in that the learn-
able prior model requires an additional classification head,
and the response latent prior model requires an additional
linear layer. The response generation model with parame-
ter β is instantiated with the BART decoder. The inferred
response latent variable z is concatenated with the repre-
sentation of dialogue context Cs from the BART encoder
on the dimension of sequence length, acting as a special
token or trainable control code. BART decoder generates re-
sponses conditioned on z and Cs through the cross-attention
mechanism in each Transformer layer.

Training Details We train our model with Adam opti-
mizer with a learning rate of 1e-7 and a weight decay of
0.005. A linear scheduler is utilized to adjust the learning
rate for each step. The batch size is set as 32. We train our
model on NVIDIA Geforce A6000 GPU with 15 epochs and
select the best checkpoint with the lowest loss on the vali-
dation set as our final model. The responses are generated
using greedy search. We set S as 5 for knowledge selection

initialization when using uniform prior. For Langevin dy-
namics, the number of Langevin steps and step size are 5
and 0.1, respectively. We discuss the training time cost with
Langevin dynamics in Section 3.4.

3.2. Evaluation

Automatic Evaluation To evaluate the knowledge selec-
tion performance on both datasets, we use the accuracy
(Acc) score, the ratio of the test samples where selected
knowledge candidates are the same as the gold annotations.
As for estimating the quality of generated responses from
different models, we utilize the classical overlap-based met-
rics: BLEU-3 (B3), BLEU-4 (B4) (Papineni et al., 2002),
Rouge-1 (R1) and Rouge-2 (R2) (Lin, 2004) to measure the
distance from the golden answers. Perplexity (PPL) is the
exponential negative log-likelihood of the model generating
gold responses. We use distinct scores (Dist-1 and Dist-
2) (Li et al., 2016) to calculate the ratio of distinct uni-gram
and bi-grams at the corpus level, which reflect the diversity
of generated responses.

Moreover, we adopt automatic metrics, especially for evalu-
ating the faithfulness of the generated responses, including
FeQA (Durmus et al., 2020), QuestEval (Scialom et al.,
2021), and the overlap-based performance given the ora-
cle knowledge. FeQA and QuestEval are both question-
answering-based frameworks, relying on iterations of ques-
tion generation based on the generated text and question
answering (QA) given the context. The QA performance’s
accuracy is considered equivalent to the degree of faithful-
ness. QuestEval has two modes: (1) reference-dependent
(RD) mode assesses the generated text with ground-truth
references, and (2) reference-free (RF) mode conducts the
assessment when no gold reference is available.

Human Evaluation For a comprehensive evaluation, we
use human evaluation to compare the generated responses
from our model with those from one of the previous SOTA
models, KnowledGPT (Zhao et al., 2020).1 We assess the re-
sponses quality from three aspects: Fluency, Relevance, and
Faithfulness. Fluency assesses whether the response is com-
plete, grammatically correct, and self-consistent without
repetition, while Relevance evaluates whether the selected
knowledge and the corresponding response are relevant to
the dialogue history. Both fluency and relevance are as-
sessed using A/B testing. We evaluate Faithfulness using
a 4-point Likert scale. A faithful response should be fully
supported by the dialogue context of external knowledge
and history and correctly convey the information in external
knowledge. 50 data samples are randomly selected from
each test set, and we ensure that three annotators evaluate

1Human evaluation is conducted on Amazon Mechanical Turk
(AMT) (https://www.mturk.com/).
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MODEL
WOW SEEN WOW UNSEEN

PPL↓ B3↑ B4↑ R1↑ R2↑ DIST-1↑ DIST-2↑ ACC↑ PPL↓ B3↑ B4↑ R1↑ R2↑ DIST-1↑ DIST-2↑ ACC↑
BARTcat 19.7 6.7 4.3 19.3 5.1 7.1 29.9 − 24.5 − 4.1 18.9 4.5 5.3 22.2 −
BARTSKT 20.3 7.6 4.4 19.4 5.4 6.8 30.3 26.8 22.3 − 4.6 19 4.7 5.2 24.5 18.3
BARTFID 9.5 7.9 5.8 20.9 7.8 10.4 39.6 − 10.5 8.1 6.1 20.9 7.9 6.7 24.2 −
ZRKGC 40.4 2.8 1.8 18.6 2.4 5.4 22.5 − 41.5 18.6 1.1 18.5 2.4 3.4 15.6 −
DRD 23.0 7.5 5.5 18.0 − − − − 25.6 16.5 4.3 16.5 − − − −
PIPM 42.7 − 3.3 19.9 7.3 − 26.4 27.7 65.7 − 2.5 17.6 5.4 − 17.7 19.4
COLV 39.6 − 2.9 20.6 7.9 − 29.7 30.1 54.3 − 2.1 19.7 6.3 − 20.1 18.9
KAT-TSLF 14.4 9.1 6.7 21.7 7.6 9.5 38.3 − 15.8 8.3 6.0 20.7 7.2 6.7 26.0 −
KNOWLEDGPT 19.2 9.5 7.2 22.0 7.9 8.9 36.2 28.0 22.3 8.3 6.0 20.5 6.7 6.0 23.8 24.0

SPI-LEARNABLE 16.1 10.2 7.7 22.7 8.8 10.5 40.0 36.5 18.4 9.8 7.4 21.9 8.3 6.5 23.1 34.8
SPI-UNIFORM 17.1 10.2 7.7 22.7 8.8 10.8 40.9 36.2 19.1 9.6 7.3 22.0 8.5 6.9 24.3 34.6

1/2 DATA 18.2 9.7 7.3 21.8 8.1 10.6 40.6 34.3 20.1 9.2 6.9 21.1 7.7 6.5 23.0 33.2
1/4 DATA 18.7 9.3 6.9 21.6 7.8 10.1 39.0 33.6 20.7 8.9 6.6 20.9 7.3 6.3 23.1 32.5
1/8 DATA 20.3 7.9 5.7 20.2 6.7 9.4 35.8 31.4 22.0 8.1 6.0 19.6 6.5 5.8 20.7 30.6
1/16 DATA 22.0 7.0 4.9 18.7 5.6 8.9 34.0 27.5 23.6 7.2 5.2 18.5 5.7 5.7 20.8 27.0

Table 1. Automatic evaluation results on WoW test sets. PPL is short for Perplexity; B3 and B4 represent BLEU-3 and BLEU-4; R1 and
R2 denote Rouge-1 and Rouge-2; Dist-1 and Dist-2 denote uni-gram and bi-gram distinct metrics. Numbers of previous models are taken
from (Zhao et al., 2019; Li et al., 2020; Chen et al., 2020; Zhan et al., 2021; Zhao et al., 2020; Liu et al., 2021). SPI achieves new SOTA
performance on WoW tet sets. The performance of our proposed model under the low-resource settings is shown in the last four rows.

MODEL
ORACLE PERFORMANCE FEQA QUESTEVAL

PPL↓ B3 B4 R1 R2 RD RF

WoW Seen
KNOWLEDGPT 9.1 19.2 15.5 34.5 17.3 48.1 42.2 43.5
SPI-LEARNABLE 8.9 19.3 15.7 34.6 17.5 48.3 45.1 46.6
SPI-UNIFORM 8.7 20.0 16.3 36.1 18.7 49.2 44.4 46.0

WoW Unseen
KNOWLEDGPT 9.8 18.3 14.6 33.8 16.5 47.4 41.0 42.2
SPI-LEARNABLE 9.5 19.2 15.5 34.0 17.2 48.1 44.2 45.7
SPI-UNIFORM 9.2 20.1 16.3 36.0 18.7 49.6 44.0 45.7

Table 2. The results on automatic faithfulness metrics on WoW
test sets. The proposed model, SPI, consistently outperforms
KnowledGPT on all the metrics, showing its superior faithfulness.

MODEL PPL↓ B4 R1 R2 DIST-2 ACC

SKT 48.9 - 29.8 23.1 - 29.2
DUKENET 42.7 19.2 32.6 19.6 28.5 30.4
PIPM 39.2 18.3 30.8 24.0 27.2 30.7
COLV 34.8 20.3 32.0 25.8 29.9 32.7
SPI-UNIFORM 12.6 30.7 38.3 31.7 30.6 38.3

Table 3. Automatic evaluation results on Holl-E test set. Numbers
of previous models are taken from (Kim et al., 2019; Meng et al.,
2020; Chen et al., 2020; Zhan et al., 2021). Our model outperforms
all the strong baselines and achieves new SOTA performance.

each sample. Further details and annotator instructions are
included in Appendix E.

3.3. Results

Table 1 and Table 3 report automatic evaluation results of our
proposed model on WoW and Holl-E test sets. We compare
our model with a number of previous strong models on both
datasets and highlight the best performance of each metric
in bold. The baseline models are introduced in Appendix C.
Comparing SPI models that learn with two prior hypotheses,

SPI with uniform knowledge prior shows comparable perfor-
mance on the overall response generation performance and
knowledge selection accuracy, but it ensures better diversity
of the generated response. Our proposed method achieves
new SOTA performance on both datasets. It outperforms
all the previous strong baseline models on knowledge se-
lection accuracy and overlap-based metrics, indicating a
higher quality of knowledge selection and response gener-
ation. Comparing SPI with uniform knowledge prior and
KnowledGPT, our model shows a 11.4% on Rouge-2, and
29.3% on accuracy on the WoW test seen set. Meanwhile,
the improvements on the WoW test unseen set are even
larger. This proves the better generalizability of our model.
The improvements on the Holl-E dataset are at least 17%
for all the metrics except Distinct-2 (2%).

Furthermore, SPI models consistently outperform Knowl-
edGPT on all the automatic faithfulness metrics in Table 2,
showing its superior faithfulness. Our advantage over other
models in distinct scores (Table 1 and Table 3) also shows
that our model tends to generate more diverse responses,
especially in the seen domain. In WoW unseen set, SPI un-
derperforms KAT-TSLF (Liu et al., 2021) on the Distinct-2
metric. KAT-TSLF proposes a BART-based model pre-
trained on a large dialogue corpus with pseudo-knowledge
pairs and then adapted to WoW dataset through fine-tuning.
Regarding its performance on other metrics, we believe pre-
training is the major contributor to diversity. Our model
achieves the second-best performance on Distinct-2 with no
additional pre-training step or data resource.

PPL scores of our model are less satisfying than the deter-
ministic models, i.e. BART-based FiD (Izacard & Grave,
2021). However, it is necessary to emphasize that even
though there is a correlation between PPL and human evalu-
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MODEL
FLUENCY RELEVANCE FAITHFULNESS

SEEN UN. SEEN UN. SEEN UN.

KNOWLEDGPT 62.5% 60.3% 70.8% 62.2% 3.33 3.42
SPI-UNIFORM 88.7% 83.3% 79.8% 74.4% 3.66 3.65

Table 4. Human evaluation results on WoW test sets, in terms of
Fluency, Relevance, and Faithfulness. Un. is short for the unseen
set. A pairwise t-test is conducted to validate the significance
of the improvements, and the corresponding results in bold are
significantly better than those from the baseline model (p < 0.05).

ation to some extent, it is not directly reflecting the quality
of response generation when the PPL is low because of the
likelihood trap confirmed in (Zhang et al., 2021). 2

Table 4 lists the human evaluation results on both test sets
of WoW, comparing KnowledGPT and SPI with uniform
prior in terms of Fluency, Relevance, and Faithfulness. The
details about how scores are calculated are stated in Ap-
pendix E. A pairwise individual t-test validates the signif-
icance of the advantages of our model over KnowledGPT.
Our model is more likely to generate fluent responses, se-
lect more relevant knowledge, and ensure coherence to the
dialogue history. According to the criteria of Faithfulness
evaluation, both KnowledGPT and our model generate par-
tially faithful responses. Nevertheless, our model generates
significantly more faithful responses, while enhancing diver-
sity given the Distinct scores in Table 1. Moreover, a case
study is also included in Appendix D.

3.4. Ablation Study

Low-resource settings Our model demonstrates high
training efficiency under low-resource settings. We train
our model using the same hyper-parameter settings as SPI-
uniform with 1/2, 1/4, 1/8, and 1/16 of data samples on WoW
datasets. From Table 1, with the increasing number of
training data samples, the performance of all the metrics im-
proves consistently. With only 1/4 data samples, our model
can still perform comparably or even better than that of other
strong baseline models with full data resources. We com-
pare our performance with KAT-TSLF under low-resource
settings, as shown in Table 7. SPI with uniform knowl-
edge prior appears to drop less on the performance under
1/4 and 1/8 data settings, with much less training cost than
KAT-TSLF. KAT-TSLF relies on pre-training with a large di-
alogue corpus to prevent the model from poor performance
under the low-resource setting. Because of pre-training,
KAT-TSLF shows zero-shot KGD ability and gets better
diversity in some low-resource settings. However, we find
no difficulty applying SPI for pre-training.

2If the PPL of the model is too low, the correlation with human
judgment decreases.

Impact of top-S selection When learning with uniform
knowledge prior, the choice of S is an essential hyper-
parameter. To study the impact of it, we conduct exper-
iments when S = 1/3/5/10 with all the other settings
kept the same. As the results listed in Table 5, when the
initializer is only optimized on gold labels for knowledge
selection without posterior knowledge selection (S = 1),
the model performs the best knowledge selection accuracy.
However, with more knowledge candidates produced by
the initializer, the diversity of generated responses is on
the rise, whereas the best overlap-based accuracy achieves
with top-5 knowledge candidates. It shows that injecting
posterior information into the initializer during training im-
proves the faithfulness (FeQA and QuestEval scores) of the
generated responses. This verifies our assumption about
the inherent correlation between knowledge selection and
response generation. It also proves that better knowledge
selection helps with better results but does not guarantee
better responses because the generation can still hallucinate
and deviate from the knowledge source provided. The two
paradigms of KGD tasks should be optimized jointly.

Impact of the number of Langevin steps In Table 6, we
further study the impact of the number of Langevin steps
on response generation. When training these models, all
the experimental settings except the number of Langevin
steps are kept the same as SPI with uniform knowledge
prior. When no Langevin step is taken, the response latent
variable z degenerates to be a deterministic representation.
Posterior inference of z further boosts the performance of
the SPI model on overlap-based accuracies, demonstrat-
ing the effectiveness of the proposed method, especially
in the unseen domain. It also improves both diversity and
faithfulness by providing a high-level abstraction of the fur-
ther response with the response latent variable. Posterior
inference with Langevin dynamics requires the model to
use MCMC, which sequentially queries the BART decoder
to obtain the gradient from the generator for updating the
response latent variable z. One possible concern is the in-
creasing training cost when more Langevin steps are taken.
We calculate the training time per epoch for models with
different Langevin steps. Posterior inference of response
latent variable z with Langevin steps to be five only extends
the training time per epoch by 5.1%, which does not bring
much burden on the training process.

4. Related Work
Knowledge-Grounded Dialogue Generation KGD task
has been investigated for many years (Dinan et al., 2019;
Feng et al., 2021). Due to one-to-many problems in knowl-
edge selection, one line of existing work adopts variational
inference based methods, which construct a latent variable
for knowledge selection and optimize it with variational
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TOP-S WOW SEEN WOW UNSEEN

B-4 R-2 DIST-2 FEQA Q.E.(RD/RF) ACC B-4 R-2 DIST-2 FEQA Q.E.(RD/RF) ACC

1 7.3 8.4 36.6 40.4 41.1/43.0 37.0 6.9 7.7 22.5 39.2 39.9/41.8 34.7
3 7.4 8.3 39.4 40.7 41.4/43.2 34.1 7.0 7.8 22.5 40.5 40.5/42.2 32.2
5 (OURS) 7.7 8.8 40.9 49.2 44.4/46.0 36.2 7.3 8.5 24.3 49.6 44.0/45.7 34.6
10 7.2 8.8 41.1 48.0 42.4/44.2 36.4 7.3 8.4 24.4 47.7 42.3/44.0 34.6

Table 5. Ablation study on the impact of the choice of top-S for posterior knowledge selection initialization on WoW test sets. Q.E. is
short for QUESTEVAL. Our final model with top-5 knowledge candidates shows a balance between diversity and overlap-based accuracy
on the quality of generated responses.

LANGEVIN
STEPS

WOW SEEN WOW UNSEEN TR. TIME
(/EPOCH)B4 R2 DIST-2 FEQA Q.E.(RD/RF) B4 R2 DIST-2 FEQA Q.E.(RD/RF)

0 7.4 8.7 40.3 47.4 43.8/45.6 6.9 8.2 23.5 48.0 42.9/44.6 3.50HRS
1 7.6 8.7 40.3 47.9 44.2/45.9 7.4 8.4 23.1 47.9 43.5/45.1 3.56HRS
5 (OURS) 7.7 8.8 40.9 49.2 44.4/46.0 7.3 8.5 24.3 49.6 44.0/45.7 3.68HRS

Table 6. Ablation study on the impact of the number of Langevin steps on WoW test sets. Q.E. is short for QUESTEVAL. We also present
the training time (Tr. Time) per epoch under each setting. As the number of Langevin steps increases, the performance on the test seen set
consistently improves, while the training time cost also increases slightly.

inference (Lian et al.; Kim et al., 2019; Li et al., 2020; Chen
et al., 2020). Further explorations extend the formulation
to two collaborative latent variables to augment response
generation or enhance knowledge selection. (Zhan et al.,
2021) utilizes two collaborative latent variables to model
the distributions of knowledge and response simultaneously,
while (Fu et al., 2022) introduces two latent variables to
indicate the fragment of personal memory to evoke and the
knowledge candidate to select, respectively. Another line of
research bypasses the knowledge selection step but relies
on improving knowledge usage during response generation
given all the knowledge sentences (Zhao et al., 2020; Liu
et al., 2021). Since PLMs hallucination problem (Ji et al.,
2022a) leads to some of the challenges in faithfulness, we
note that to reduce hallucination in KGD systems, existing
work focuses on guiding the model on correct knowledge
usage (Rashkin et al., 2021; Ji et al., 2022b) or providing
dialogue models with better knowledge augmentation by
improving knowledge selection performance (Shuster et al.,
2021). In this work, SPI jointly improves both processes
and shows a significant faithfulness advantage through auto-
matic and human evaluation.

Posterior Inference (Han et al., 2017) proposes to learn
generative image models by alternating back-propagation,
which first infers the latent variable by sampling from its
posterior distribution and then updates the model parame-
ters by usual back-propagation. Our SPI shares the same
insight. To sample efficiently in the continuous latent space,
(Tieleman, 2008; Nijkamp et al., 2019) propose different
versions of MCMC to learn the generative models. Specif-
ically, short-run MCMC (Nijkamp et al., 2019) proposes
finite-step inference dynamics guided by an energy-based

model. We further scale up this idea in the scenarios of
PLMs to sample from the continuous latent space.

5. Conclusion
In this work, we propose a probabilistic model with dual
latent variables, one discrete latent variable for knowledge
selection and one continuous latent variable for response
generation. This model is effectively optimized by approx-
imate MLE with the proposed posterior inference method,
SPI. Our model has demonstrated its validity and superiority
with both theoretical analysis and empirical studies. Further
ablation studies show that SPI can search the discrete and
continuous spaces efficiently by our proposed initializer and
short-run MCMC in fine-tuning PLMs. We also find that
faithfulness and diversity are emergent properties that can
be improved while enhancing the inherent correlation with
knowledge selection and response generation and providing
the generator with a high-level abstraction of the future re-
sponse. Although in this paper, we mainly focus on KGD
scenarios, our proposed method, SPI, has the potential to be
applied to other knowledge-intensive tasks which require
reasoning ability during text generation. We leave further
exploration to future work.
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A. Theoretical Understanding
In Section 2, we sample from pθ(s, z|C,R) approximately. Let qθ(s, z|C,R) be the actual distribution of the sampled (s, z).

Given model parameters θτ at training iteration τ , the updating rule using the approximate posterior distribution of (s, z) is
one-step gradient ascent on the following function,

Q(θ) =
1

N

N∑
n=1

Eqθτ (s
n,zn|Rn,Cn)[log pθ(s

n, zn, Rn|Cn)]. (28)

Comparing to the log-likelihood in Eq. (5), we have,

Q(θ) = L(θ) +
1

N

N∑
n=1

Eqθτ (s
n,zn|Rn,Cn)[log pθ(s

n, zn|Rn, Cn)]

= L(θ)− 1

N

N∑
n=1

DKL(qθτ (s
n, zn|Rn, Cn)||pθ(sn, zn|Rn, Cn))

+
1

N

N∑
n=1

Eqθτ (s
n,zn|Rn,Cn)[log qθτ (s

n, zn|Rn, Cn)]. (29)

With θτ fixed, the above equation becomes a function of θ. Then the updating rule follows the stochastic gradient of

Q̃(θ) = L(θ)− 1

N

N∑
n=1

DKL(qθτ (s
n, zn|Rn, Cn)||pθ(sn, zn|Rn, Cn)), (30)

which can be viewed as a perturbation or variational lower bound of L(θ).

The fixed point of the learning algorithm that updates θ in Eq. (22) solves the following estimating equation:

1

N

N∑
n=1

Eqθ(sn,zn|Rn,Cn)
[∇θ log pθ(s

n, zn, Rn|Cn)] = 0. (31)

The Monte Carlo approximation of the above expectation leads to the Robbins-Monro algorithm for stochastic approxima-
tion (Robbins & Monro, 1985). The convergence to the fixed point follows the regular conditions of the Robbins-Monro
algorithm.

B. Technical Challenges of Langevin Dynamics in PLMs
The technical challenges of Langevin Dynamics in PLMs stem from the difficulties of leveraging latent variable models
(LVM) in PLMs. We propose to infer the posterior distribution of discrete and continuous latent variables. For continuous
latent variables, we mainly face two major difficulties: (1) The choice of hyper-parameters: step size and total number
of steps. The step size determines the induced values for the drift and diffusion terms in Eq. (21). The total number of
steps determines the total number of times we need to back-propagate through the BART decoder (generation model) using
PyTorch auto-differentiation to calculate the gradient manually. Empirically, we find that the training process is more stable
when the step size is smaller than 0.1 and the total number of steps is around five in our settings. (2) The initial distribution
of the Markov chain is crucial. (Pang et al., 2021a) uses noise-initialized Markov chains for text generation. However, we
find that noise initialization does not work well in PLMs. Ideally, we should run an infinitely long chain until convergence
so that the final state of the Markov Chain is independent of the initial point. In the short-run case, however, the target
distribution depends on the starting point (Nijkamp et al., 2019). In our case, we start from the prior distribution directly.
We also employ other engineering tricks, such as gradient clamping, which can be found in our released code.

C. Baseline Models
In this work, we compare the performance of our model with nine other strong baseline models on two KGD benchmarks.
We introduce each of them below:
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MODEL
WOW SEEN WOW UNSEEN

PPL↓ B3↑ B4↑ R1↑ R2↑ DIST-1↑ DIST-2↑ PPL↓ B3↑ B4↑ R1↑ R2↑ DIST-1↑ DIST-2↑
DRD 23.0 7.5 5.5 18.0 − − − 25.6 6.2 4.3 16.5 − − −

1/2 DATA 25.3 7.3 5.3 17.5 − − − 27.7 6.4 4.5 16.7 − − −
1/4 DATA 29.2 6.4 4.4 16.9 − − − 32.4 6.0 4.1 16.2 − − −
1/8 DATA 33.5 5.9 3.9 16.3 − − − 35.8 5.4 3.5 16.0 − − −
1/16 DATA 38.6 5.2 3.3 15.7 − − − 41.0 5.0 3.2 15.3 − − −

KAT-TSLF 14.4 9.1 6.7 21.7 7.6 9.5 38.3 15.8 8.3 6.0 20.7 7.2 6.7 26.0
1/4 DATA 17.6 7.7 5.5 20.3 6.8 9.9 39.1 18.4 7.5 5.2 19.9 6.4 6.6 25.1
1/8 DATA 18.8 7.1 4.9 19.8 6.3 9.9 39.5 20.1 7 4.8 19.0 5.9 6.6 25.3
ZERO DATA 100+ 4.0 2.2 14.7 3 7.5 33.9 100+ 4.7 2.7 14.9 3 5.7 26.4

SPI (TOP-S , OURS) 17.1 10.2 7.7 22.7 8.8 10.8 40.9 19.1 9.6 7.3 22.0 8.5 6.9 24.3
1/2 DATA 18.2 9.7 7.3 21.8 8.1 10.6 40.6 20.1 9.2 6.9 21.1 7.7 6.5 23.0
1/4 DATA 18.7 9.3 6.9 21.6 7.8 10.1 39.0 20.7 8.9 6.6 20.9 7.3 6.3 23.1
1/8 DATA 20.3 7.9 5.7 20.2 6.7 9.4 35.8 22.0 8.1 6.0 19.6 6.5 5.8 20.7
1/16 DATA 22.0 7.0 4.9 18.7 5.6 8.9 34.0 23.6 7.2 5.2 18.5 5.7 5.7 20.8

Table 7. Automatic evaluation results on WoW test sets under low-resource settings, compared with DRD (Zhao et al., 2019) and
KAT-TSLF (Liu et al., 2021). PPL is short for Perplexity; B3 and B4 represent BLEU-3 and BLEU-4; R1 and R2 denote Rouge-1 and
Rouge-2; Dist-1 and Dist-2 denote uni-gram and bi-gram distinct metrics.

SKT SKT (Kim et al., 2019) is a sequential latent knowledge selection model for multi-turn KGD tasks. Both prior and
posterior distributions for knowledge selection are considered sequential processes. The model can keep track of prior
and posterior distributions over knowledge, where both distributions are sequentially updated considering the responses in
previous turns. We adopt the knowledge candidate selected by SKT to BART for response generation.

FiD Fusion-in-Deocder (FiD) (Izacard & Grave, 2021) is a simple yet effective model for general knowledge-intensive
tasks when the context should be augmented with multiple extra documents. The model can be applied to any encoder-
decoder-based PLMs. It encodes different context-document pairs in parallel and concatenates all the output hidden states
together so that the decoder can attend to all these representations during generation. In this work, we use BART-base as the
backbone model for a fair comparison.

DRD DRD (Zhao et al., 2019) proposes a disentangled response decoder in order to isolate parameters for generating
responses that depend on dialogue context, knowledge inputs, or responses themselves. When generating one token, the
decoder needs to do inference with three groups of parameters respectively and decides the final output token with a decoding
manager. The proposed model is also pre-trained on the same dialogue corpus as (Liu et al., 2021), thus it is also able to
perform KGD generation under a low-resource setting (Table 7).

ZRKGC ZRKGC (Li et al., 2020) focuses on the situation when the real knowledge-grounded dialogue data are not
available during the training process. Two latent variables that represent the knowledge for grounding and the rate of
grounding are introduced to the model. The generation process is then formalized within a probabilistic framework and
optimized via variational inference.

PIPM PIPM is short for “SKT+PIPM+KDBTS” (Chen et al., 2020). The authors propose posterior information prediction
and knowledge distillation-based training strategy for knowledge selection. KL divergence is leveraged to bridge the gap
between prior and posterior knowledge selection.

DukeNet DukeNet (Meng et al., 2020) explicitly models knowledge tracking and knowledge shifting and formulating
their interactions as dual learning without extra external supervision.

CoLV CoLV (Zhan et al., 2021) is a Collaborative Latent Variable model. Similar to our model, it also simultaneously
improves the diversity of both knowledge selection and knowledge-aware response generation. However, the model still
depends on variational inference for building both latent spaces.
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WIZARD OF WIKIPEDIA HOLL-E

TRAIN VALID TEST SEEN TEST UNSEEN TRAIN VALID TEST

# CONVERSATIONS 18,430 1,948 965 968 7,228 930 913
AVG. # KNOWLEDGE SENTENCES 60 58
AVG. # TURNS 9 5

Table 8. Data statstics of Wizard of Wikipedia and Holl-E datasets.

Topic Chevrolet Corvette

Dialogue
History

User What do you know about the Chevrolet Corvette?

System
The Chevy Corvette, or ”vette” as it is known, is an iconic American sports car
that has been produced for half a century.

User Do you remember the prince song Little Red Corvette ?

Selected
Knowledge

KnowledGPT Chevrolet Corvette : The first model, a convertible, was introduced at the GM
Motorama in 1953 as a concept show car.

SPI (Ours)
Little Red Corvette: ”Little Red Corvette” is a song by American musician
Prince.

Response KnowledGPT Yes, it was first introduced at the GM Motorama in 1953 as a concept show car.
SPI (Ours) I do. It was a song by American musician Prince.

Table 9. One case from test seen set of WoW, comparing the generated response from SPI with that from KnowledGPT.

KnowledGPT KnowledGPT (Zhao et al., 2020), as one of the previous SOTA models, equips response generation
with a sequential knowledge selector and jointly optimizes both the knowledge selector and the response generator with
reinforcement learning and curriculum learning. The knowledge selector first ranks all the knowledge candidates and then
knowledge candidates are concatenated with dialogue history as inputs and truncated to meet the length constraint of the
GPT-2.

KAT-TSLF KAT-TSLF (Liu et al., 2021) is also one of the previous SOTA models. The authors propose a three-stage
learning framework for low-resource knowledge-grounded dialogue tasks. First, the dialogue history encoder and knowledge
encoder are pre-trained on the dialogue corpus and knowledge base respectively. Then, the method matches each dialogue
turn in the dialogue corpus with a pseudo gold knowledge from the knowledge base and use the processed new corpus
to pre-train the whole model. After two-stage pre-training, the model is adapted to downstream KGD benchmarks and
maintains strong performance under low-resource settings. Instead of selecting the knowledge from knowledge candidates,
all the provided knowledge sentences are used as inputs, and the decoder is trained to select from all the information.

D. Case Study
Table 9 demonstrates two typical cases from WoW test sets, comparing SPI with KnowledGPT. In the presented case, the
dialogue history shows a topic shift from “Chevrolet Corvette” to the “Little Red Corvette” song. However, KnowledGPT
fails to capture this shift, whereas our model selects the most relevant knowledge.

E. Human Evaluation
In addition to the automatic evaluation, we conduct human evaluation to assess the quality of responses generated by our
model SPI and baseline KnowledGPT on WoW. We randomly select 50 samples from each model, and each sample is
evaluated by three different annotators. For each comparison, the same context, and two generated responses from each
model are shown to the annotators. We require the annotators to be masters with the following qualifications: the numbers
of Human Intelligence Tasks (HITs) approved are greater than or equal to 5000, and their HIT approval rates are greater
than or equal to 95%. The locations of annotators are restricted to Australia, Canada, the United Kingdom, and the United
States. After collecting annotations for Amazon Mechanical Turk (AMT), we calculate each score as follows: For A/B
testing on Fluency and Relevance, we give one score to the model if it generates an equally good or better response than the
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other one. We present the ratio of the number of data samples with one score over all the test samples. For 4-point Likert
scale on Faithfulness, we assign different levels of faithfulness scores from four to one, then present the average score over
all the test samples. Figure 2, Figure 3, and Figure 4 display the annotator instructions of AMT for Fluency, Relevance, and
Faithfulness, respectively. Please find the instructions and examples for annotators in these figures.

Figure 2. The annotator instruction for human evaluation on fluency via A/B testing.
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Figure 3. The annotator instructions for human evaluation on knowledge relevance via A/B testing.

Figure 4. The annotator instructions for human evaluation on Faithfulness via 4-point Likert scale.
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