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Abstract

Recent advancements in reasoning capability of Multimodal Large Language
Models (MLLMs) demonstrate its effectiveness in tackling complex visual tasks.
However, existing MLLM-based Video Anomaly Detection (VAD) methods remain
limited to shallow anomaly descriptions without deep reasoning. In this paper,
we propose a new task named Video Anomaly Reasoning (VAR), which aims to
enable deep analysis and understanding of anomalies in the video by requiring
MLLMs to think explicitly before answering. To this end, we propose Vad-R1, an
end-to-end MLLM-based framework for VAR. Specifically, we design a Perception-
to-Cognition Chain-of-Thought (P2C-CoT) that simulates the human process of
recognizing anomalies, guiding the MLLMs to reason about anomalies step-by-step.
Based on the structured P2C-CoT, we construct Vad-Reasoning, a dedicated dataset
for VAR. Furthermore, we propose an improved reinforcement learning algorithm
AVA-GRPO, which explicitly incentivizes the anomaly reasoning capability of
MLLMs through a self-verification mechanism with limited annotations. Exper-
imental results demonstrate that Vad-R1 achieves superior performance, outper-
forming both open-source and proprietary models on VAD and VAR tasks. Codes
and datasets will be released at https://github.com/wbfwonderful/Vad-R1.

1 Introduction

Video Anomaly Detection (VAD) focuses on identifying abnormal events in videos, and has been
widely applied in a range of domains like surveillance systems [53] and autonomous driving [39, 79].
Traditional VAD methods typically fall into two paradigms: semi-supervised and weakly-supervised
VADs. The semi-supervised VAD methods [79, 34, 20, 36, 19, 17, 22] aim at modeling the features
of normal events, while there are only video-level annotations available for weakly-supervised VAD
methods [71, 53, 18, 17, 86, 26, 21, 70]. With the development of vision-language models, some
studies introduce semantic information into VAD [64, 73, 72, 80, 7, 23]. However, traditional VAD
methods only remain at the level of detection, lacking understanding and explanation of anomalies.

Recently, the reasoning capability of large language models has emerged as a key frontier [44, 9, 58].
Unlike daily dialogue, reasoning requires models to think before answering, enabling them to perform
causal analysis and further understanding. In particular, DeepSeek-R1 demonstrates the effectiveness
of Reinforcement Learning (RL) in stimulating and refining reasoning capability [9]. Concurrently,
parallel efforts have begun to extend reasoning to the multimodal domain [57, 60].
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Figure 1: Overview of Vad-R1. Vad-R1 is an end-to-end framework for video anomaly reasoning. A
structured Perception-to-Cognition Chain-of-Thought is introduced to guide Vad-R1 in performing
step-by-step reasoning. Based on the structured CoT, a new dataset for video anomaly reasoning
is constructed, including fine-grained anomaly categories. Then, A two-stage training pipeline is
adopted to progressively enhance the reasoning capability of Vad-R1. Finally, Vad-R1 outperforms
existing MLLMs-based VAD methods with a great margin on VANE benchmark.

Despite the growing interest in reasoning capability, existing Multimodal Large Language Models
(MLLMs) based VAD methods still fall short in this regard. Those methods can be divided into two
categories based on the role of MLLMs. Some methods regard MLLMs as auxiliary modules [38, 88,
, 1 1], where MLLMs provide supplementary explanation after the classifier predicts the anomaly
confidence. In this context, anomaly understanding is a step after detection, and the output of
MLLMs does not directly promote anomaly detection. Subsequently, although some methods utilize
MLLMs to directly perform anomaly detection and understanding [54, 40, 77, 83, 13, 12], MLLMs
only generate anomaly descriptions or perform simple anomaly question answering based on video
content, lacking thinking and analytical abilities. Thus, reasoning remains underexplored in VAD.

To bridge this gap, we propose a new task: Video Anomaly Reasoning (VAR), which aims to empower
MLLMs with the ability to perform structured, step-by-step reasoning about anomalous events in the
videos. Compared with existing video anomaly detection or understanding tasks, VAR targets a deeper
level of analysis by mimicking the human cognitive process, enabling contextual understanding,
behavior interpretation, and norm violation analysis. To this end, we propose Vad-R1, the first
end-to-end MLLM-based framework for VAR, which explicitly performs reasoning before generating
its response. However, enabling reasoning in video anomaly tasks presents two major challenges.
Firstly, existing VAD datasets lack structured reasoning annotations, making them unsuitable for
training and evaluating anomaly reasoning models. Secondly, how to effectively train models to
acquire reasoning capability remains an open challenge. Unlike tasks with clearly defined objectives,
open-ended VAR requires models to perform multi-step causal reasoning, making it difficult to define
clear training objectives and directly guide the reasoning process.

For the first challenge, we design a structured Perception-to-Cognition Chain-of-Thought (P2C-
CoT) for video anomaly reasoning, as shown in Figure 1(a). Inspired by the process of human
understanding the anomalies in the videos, the proposed P2C-CoT first guides the model to perceive
from the global environment of the video to the suspicious clips of the video. After perception, the
model will make cognition based on visual clues from shallow to deep level. Finally, the model gives
the analysis result as answer, including the anomaly category, the anomaly description, the temporal
range of anomaly, the approximate spatial position of the anomaly and so on. Then based on the
CoT, we construct Vad-Reasoning, a specially designed dataset for VAR, which includes fine-grained
anomaly categories as shown in Figure 1(b). Vad-Reasoning consists of two complementary subsets.
One subset contains videos with P2C-CoT annotations, which are generated by proprietary models
step-by-step. The other subset contains a larger number of videos, where there are only video-level



weak labels available due to high annotation costs. For the second challenge, inspired by the success
of DeepSeek-R1, we propose a training pipeline with two stages as shown in Figure 1(c). In the
first stage, Supervised Fine-Tuning (SFT) is performed to equip the base MLLM with fundamental
anomaly reasoning capability. In the second stage, RL is employed to further incentivize the reasoning
capability with the proposed Anomaly Verification Augmented Group Relative Policy Optimization
(AVA-GRPO) algorithm, an extension of original GRPO [50] specifically designed for VAR. During
RL training, the model first generates a group of completions. Based on these completions, the
original videos are temporally trimmed and the trimmed videos are then fed back to the model to
generate new completions. The two sets of completions are subsequently compared, and an additional
anomaly verification reward is assigned if a predefined condition is satisfied. Finally, AVA-GRPO
promotes MLLM’s video anomaly reasoning capability through this self-verification mechanism with
limited annotations. In summary, the contributions of this paper are threefold:

* We propose a new task named Video Anomaly Reasoning (VAR), which extends traditional
VAD from surface-level recognition to deeper cognitive understanding. To this end, we
develop Vad-R1, a novel end-to-end MLLM-based framework tailored for VAR, which aims
at further analysis and understanding of anomalies in the video.

* We design a structured Perception-to-Cognition Chain-of-Thought to guide the model in
performing step-by-step structured reasoning. Building upon this paradigm, we construct
Vad-Reasoning, a specially designed dataset for video anomaly reasoning with two subsets.
Furthermore, we propose an improved reinforcement learning algorithm AVA-GRPO, which
incentivizes the reasoning capability of MLLMs through a self-verification way.

* The experimental results demonstrate that the proposed Vad-R1 achieves consistently su-
perior performance across multiple evaluation scenarios, surpassing both open-source and
proprietary models in video anomaly detection and reasoning tasks.

2 Related Works

Video Anomaly Detection and Dataset Video anomaly detection aims at localizing the abnormal
events in the videos. Based on the training data, traditional VAD methods typically fall into two
paradigms, the semi-supervised VAD [79, 34, 20, 36, 19, 17, 48] and weakly supervised VAD [71, 53,

, 17,26, 21]. Furthermore, some studies try to introduce text description to enhance detection [64,

, 72, 80, 7, 8]. Recently, there has been growing interest in integrating MLLMs into VAD to
improve understandmg and explanation [38, 54, s s , 13, 12]. However, current
studies remain at shallow understanding with MLLMs lackmg in- depth exploration of reasoning
capability. In this paper, we propose an end-to-end framework to explore the enhancement of
reasoning capability for video anomaly tasks.

Furthermore, the existing VAD datasets primarily provide coarse-grained category labels [53, 71, 39,

] or abnormal event description [13, 12, 54, 82], lacking annotation of reasoning process. To address
this gap, we propose a structured Perception-to-Cognition Chain-of-Thought and a dataset specially
designed for video anomaly reasoning, providing step-by-step CoT annotations.

Video Multimodal Large Language Model The video multimodal large models provide an
interactive way to understand video content. Early works integrate visual encoders into large
language models by aligning visual and textual tokens via mapping networks or adapter layers [27,

, 41,87, 91]. Compared with static images, videos inherently contain rich temporal dynamics and
redundant visual information. To address this, some studies explore token compression mechanism
to handle longer contexts and reduce computational overhead [31, 76, 90, 25]. In addition, recent
works have explored online video stream understanding [6, 10, 78, 74]. Nevertheless, these methods
remain at the level of video understanding and lack exploration of reasoning capability.

Multimodal Large Language Model with Reasoning Capability Enhancing the reasoning
capability of MLLMs has become a major research focus. Early studies have explored multi-
stage reasoning frameworks and large-scale CoT datasets to enhance the reasoning capability of
MLLMs [75, 63, 35]. Recently, DeepSeek-R1 [9] demonstrates the potential of reinforcement learn-
ing in enhancing the reasoning capability, inspiring subsequent efforts to reproduce its success in
multimodal domains [24, 84]. In the field of video understanding, several studies also utilize RL
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Figure 2: Overview of the proposed Perception-to-Cognition CoT and Vad-Reasoning dataset.

to improve spatial reasoning [30], temporal reasoning [68] and general causal reasoning [ 14, 92].
Building upon these advances, this paper focuses on the video anomaly reasoning task.

3 Method: Vad-R1

Overview In this section, we introduce Vad-R1, a novel end-to-end MLLM-based framework for
VAR. The reasoning capability of Vad-R1 is derived from a two-stage training strategy: SFT with
high quality CoT annotated videos and RL based on AVA-GRPO algorithm. We begin by introducing
the proposed P2C-CoT in Section 3.1. Based on the P2C-CoT, we construct Vad-Reasoning, a new
dataset as detailed in Section 3.2. Then, we introduce the improved RL algorithm AVA-GRPO in
Section 3.3. Finally, we introduce the training pipeline of Vad-R1 in Section 3.4.

3.1 Perception-to-Cognition Chain-of-Thought

When humans interpret a video, they typically first observe the events that occur in the video, and
then develop a deeper understanding based on visual observation. Motivated by this, we design
a structured Perception-to-Cognition Chain-of-Thought (P2C-CoT) for video anomaly reasoning,
which gradually transitions from Perception to Cognition consisting of 2 stages with 4 steps as
shown in Figure 2(a), and concludes with a concise answer as shown in Figure 2(b).

Perception When watching a video, humans typically begin with a holistic observation of the scene
and environment, and then shift attention to specific objects or events that appear abnormal. In line
with this pattern, the perception stage of the proposed P2C-CoT reflects a transition from global
observation to focused local observation. The model initially focuses on the whole environment,
describes the scenes and recognizes the objects in the video. This step requires the model to have a
comprehensive understanding of the normality in the video. Building upon this holistic understanding
of the normality, the model then focuses on the events that deviate from the established normality,
identifies what happens, when and where the event happens.

Cognition After observing the video content, humans typically identify abnormal events based on
visual cues, and then proceed to reason about the potential consequences. Similarly, the cognitive
stage of the proposed P2C-CoT reflects a progression from shallow cognition to deep cognition. The
model first assesses the abnormality of the event and explains why it is considered anomalous with
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Figure 3: Illustration of the two-stage training pipeline for Vad-R1. Stage 1 enables the model to
acquire basic reasoning capability with CoT annotated video. Stage 2 further enhances the model’s
reasoning capability through reinforcement learning.

relevant visual signals. It then engages in higher-level cognition to reason the underlying causes, the
violated social expectations, and the possible consequences of the abnormal event.

Answer As shown in Figure 2(b), after completing the reasoning process, the model is expected to
provide a concise summary of its judgment about the given video. The final answer consists of several
key dimensions related to the anomaly, including category (Which), description of the event (What),
spatio-temporal localization (When & Where), the reason Why it is identified as an anomaly and the
potential influence (How). Notably, for normal videos, the corresponding P2C-CoT is simplified into
two steps. Please refer to Appendix B for more details.

3.2 Dataset: Vad-Reasoning

Video Collection The existing VAD datasets generally lack the annotation of reasoning process.
To construct a more suitable dataset for VAR, we take the following two aspects into consideration.
On the one hand, we aim for the proposed dataset to cover a wide range of real-life scenarios.
Similar to HAWK [54], we collect videos from current VAD datasets. The video scenarios include
crimes under surveillance (UCF-Crime [53]), violent events under camera (XD-Violence [71]), traffic
(TAD [39]), campus (ShanghaiTech [34]) and city (UBnormal [1]). Besides, we also collect videos
from ECVA [12], a multi-scene benchmark. On the other hand, we strive to broaden the coverage of
anomaly categories. To this end, we define a taxonomy of anomalies comprising three main types:
Human Activity Anomaly, Environments Anomaly, and Objects Anomaly. Each type is categorized
into several main categories, which are further divided into fine-grained subcategories. Then, we
collect additional videos from the internet based on the existing dataset to expand the categories of
anomalies. In total, the proposed Vad-Reasoning dataset contains 8203 videos for training and 438
videos for test. As shown in Figure 2(c), the training set of Vad-Reasoning is split into two subsets:
Vad-Reasoning-SFT which contains 1755 videos annotated with high-quality reasoning process, and
Vad-Reasoning-RL which contains 6448 videos with video-level weak labels.

Annotation To construct the proposed Vad-Reasoning dataset, we design a multi-stage annotation
pipeline with two proprietary models Qwen-Max [59] and Qwen-VL-Max [61]. In order to ensure
that the P2C-CoT annotation covers all key information in the video, we follow the principle of
high frame information density [81]. Specifically, we first prompt Qwen-VL-Max to generate dense



description of video frames. These frame-level descriptions are then fed into Qwen-Max to generate
the CoT step-by-step with different prompts. Please refer to Appendix B for more details.

3.3 AVA-GRPO

The original GRPO shows great effectiveness in text-based reasoning tasks. However, as mentioned
above, the multimodal tasks like VAR are inherently more complex. In addition, there are only
video-level weak labels available for RL stage due to high annotation costs, making it difficult to
evaluate output quality based solely on accuracy and format reward. To address this challenge, we
propose Anomaly Verification Augmented GRPO (AVA-GRPO), which introduces an additional
reward through a self-verification mechanism, as illustrated in the right part of Figure 3.

Overview of GRPO We begin by reviewing the original GRPO [50]. GRPO discards the value
model and aims at maximizing the relative advantages among a group of generated answers. Given a
question g, the model will first generate a group of candidate completions O = {0, }$ . Subsequently,
a set of rewards R = {r;}& are computed based on the predefined reward functions. The rewards
are then normalized within the group to compute the relative advantages as

7y —mean(R)
A= am) M

where A; is the advantage score of 0;, which provides more effective assessment of both individual
answer quality and relative comparisons within the group. What’s more, to prevent the current
policy my from drifting excessively from the reference one ., GRPO introduces a KL divergence
regularization term. The final objective function of GRPO is formulated as

Lerro(0) = Eqq,0}

1< 7o (0; | ) mo(0i | q)
el Z min (lAi, clip (l), 1—¢ 1+ e) Ai>
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where the ratio M
Trsold (07' |f1)

and the clip (-, 1 — ¢, 1 + ¢€) operation constrains the ratio within a range.

quantifies the relative change between the current policy and the old one,

Anomaly Verification Reward GRPO replaces the value model with group relative scores, reducing
the memory usage and training time. However, simple accuracy and format rewards are insufficient
to evaluate the quality of answers for video anomaly reasoning task. To address this, we propose
AVA-GRPO, an extension of GRPO that incorporates a novel anomaly verification reward. As shown
in the right part of Figure 3, for each completion o;, the predicted category of the video is first
extracted. The video is then temporally trimmed based on the extracted prediction, and the trimmed
video is fed into the model to generate a new answer. Additional anomaly verification rewards are
assigned by comparing the original and regenerated answers.

On the one hand, if the video is initially classified as abnormal, the predicted temporal range of the
abnormal event is extracted, and the corresponding segment is discarded from the original video to
create a new trimmed video containing only normal segments. Then the trimmed video is re-fed into
the model. If the trimmed video is subsequently predicted as normal, it suggests that the discarded
segment is indeed abnormal and the model’s initial prediction was correct. In this situation, a positive
reward will be assigned to reinforce the model’s original prediction.

On the other hand, inspired by Video-UTR [81], we consider the phenomenon of temporal hacking
for video-MLLMs, where the models tend to generate predictions by relying only on a few frames,
typically the beginning or ending of the video, instead of comprehensively processing the entire
video sequence, which is detrimental to the recognition of anomaly events. As a consequence, if
the video is initially predicted as normal, we randomly discard either the beginning or the ending
segment of the video and feed the trimmed video into the model again. If the trimmed video is then



Table 1: Effectiveness of anomaly reasoning.

Method Strategy | Answer | Detection
| BLEU-=2 METEOR |  Recall Fl
Direct Answer 0.184 0.339 0.431 0.597
Qwen2.5-VL-7B [61] Random Reasoning 0.179 0.328 0.377 0.540
Structured Reasoning [ 0.198 (+0.019) 0.352 (+0.013)|0.696 (+0.265) 0.730 (+0.133)
Direct Answer 0.038 0.184 0.368 0.534
Qwen3-8B [62] Random Reasoning 0.040 0.191 0.554 0.655
Structured Reasoning | 0.043 (+0.005) 0.193 (+0.009) |0.681 (+0.313) 0.686 (+0.153)
Vad-R1 Direct Answer 0.268 0.441 0.838 0.861
Structured Reasoning | 0.293 (+0.025) 0.487 (+0.046) | 0.843 (+0.005) 0.862 (+0.001)

predicted as abnormal, it suggests the model made its original prediction only based on insufficient
visual evidence, which is not expected. Therefore, a negative reward is assigned in this case.

3.4 Training Pipeline

To address the challenge of lacking large-scale annotation, we design a two-phase training pipeline as
shown in Figure 3. For the first stage, supervised fine-tuning is performed on the Vad-Reasoning-SFT
dataset, in which videos are annotated with high-quality Chain-of-Thought (CoT) as described before.
In this stage, the model’s capability is gradually shifted from general multimodal understanding to
video anomaly understanding, and it is enabled to acquire basic anomaly reasoning capability. In the
second stage, training is continued on the Vad-Reasoning-RL dataset with the proposed AVA-GRPO
reinforcement learning algorithm, which evaluates the quality of model responses in a self-verification
manner with only video-level weak labels available. This stage aims at moving the model beyond
pattern-matching tendencies from SFT, enabling it to develop more flexible, transferable anomaly
reasoning capability. Please refer to Appendix C for more details.

4 Experiments

Implementation Details Vad-R1 is trained with Table 2: LLM-as-judge evaluations.
two stages based on Qwen-2.5-VL-7B [61]. For the

first stage, SFT is performed with Vad-Reasoning- _Method R D c
SFT dataset for four epochs. For the second stage, ~ Open-Source video MLLMs
RL is performed with AVA-GRPO for one epoch, }memxfgoz-S [69] 8222 82(1); 8‘5‘22
where there are only video-level weak labels avail- ~ WemVvL3 [0] : : :
) . VideoChat-Flash [29] 0.367 0.292 0.356
able for Vad-Rea.somng-RL dataset. All experiments  videoLLaMA3 [85] 0549 0449 0.497
are conducted with 4 NVIDIA A100 (80GB) GPUs.  LLaVA-NeXT-Video [94] 0.541 0.452 0.491
Please refer to Appendix C for more details. Qwen2.5-VL [61] 0.638 0555 0.542
Open-Source video reasoning MLLMs
Evaluation Metrics and Baselines We first eval- 8%3“'1;1]'\[/1‘1]30 [67] 8-;% (1) 8-2?1 8;‘3‘2
. 1deo- e . L4
pate Vad-R1 on the test set of Vad-Reasomng, focus- VideoChat-R1 [30] 0634 0559 0528
ing on two aspects: anomaly reasoning and anomaly
detection. For anomaly reasoning, we assess the SLLLL ity VAV i lorts
. . . Holmes-VAD [88] 0.388 0.275 0.343
text quallty of reasoning process Wlth BLEU [ ], Holmes-VAU [89] 0.385 0.301 0.375
METEOR [3] and ROUGE [33] metrics. Besides, = HAWK [54] 0.218 0.185 0.115
we also adopt LLM—as—Judge evaluations [. ']. For Proprictary MLLMs
anomaly detection, we report accuracy, precision, re- Claude3.5-Haiku [2] 0.711 0.637 0611
call and f1 scores for anomaly classification, along QVQ-Max [60] 0.690 0.639 0.521
with mloU and R@K for anomaly temporal ground-  GPT-4o [4]] 0.724  0.679 0.542
ing. Besides, to further explore the capabilities of  vad-R1 (Ours) 0.734  0.659 0.662

Vad-R1, we also conduct experiments on VANE [15],
a video anomaly benchmark for MLLMs, where the MLLMs are asked to answer multi-choice
questions. In this case, we report the accuracy of every category. We compare Vad-R1 with general
video MLLMs [27, 32, 41, 87, 91], reasoning video MLLMs [30, 68, 14, 92] and some proprietary



Table 3: Performance comparison of anomaly reasoning and detection on Vad-Reasoning dataset.

Method Params. | Anomaly Reasoning | Anomaly Detection
|BLEU-2 METEOR ROUGE-2| Acc  F1 |mloU R@0.3 R@0.5
Open-Source video MLLMs
InternVideo2.5 [69] 8B 0.110 0.264 0.109 |0.715 0.730|0.417 0.458 0.424
InternVL3 [96] 8B 0.124 0.286 0.116 |0.779 0.756(0.550 0.613 0.540
VideoChat-Flash [29] 7B 0.012 0.084 0.047 |0.683 0.487(0.536 0.538 0.358
VideoLLaMA3 [85] 7B 0.066 0.200 0.092 |0.665 0.624|0.425 0.451 0.419
LLaVA-NeXT-Video [94] 7B 0.094 0.238 0.104 |0.651 0.423|0.576 0.601 0.585
Qwen2.5-VL [61] 7B 0.113 0.264 0.116 |0.761 0.730(0.567 0.610 0.563
Open-Source video reasoning MLLMs
Open-R1-Video [67] 7B 0.060 0.179 0.084 ]0.793 0.790|0.559 0.642 0.540
Video-R1 [14] 7B 0.135 0.317 0.132 | 0.624 0.694(0.334 0.392 0.328
VideoChat-R1 [30] 7B 0.128 0.287 0.123  {0.793 0.790(0.559 0.642 0.540
MLLM-based VAD methods
Holmes-VAD [8§] 7B 0.003 0.074 0.027 ]0.565 0.120| - - -
Holmes-VAU [89] 2B 0.077 0.182 0.075 |0.490 0.371| - - -
HAWK [54] 7B 0.042 0.156 0.042 |0.513 0.648| - - -
Proprietary MLLMs
Claude3.5-Haiku [2] - 0.097 0.253 0.098 |0.580 0.354|0.518 0.543 0.524
GPT-40 [43] - 0.154 0.341 0.133 |0.711 0.760(0.472 0.565 0.476
Gemini2.5-Flash [55] - 0.133 0.308 0.120 |0.624 0.707(0.370 0.437 0.358
Proprietary reasoning MLLMs
Gemini2.5-pro [56] - 0.145 0.356 0.137 ]0.829 0.836|0.636 0.722 0.638
QVQ-Max [60] - 0.142 0.318 0.121 |0.702 0.747(0.430 0.503 0.412
04-mini [45] - 0.106 0.263 0.109 |0.884 0.875[0.644 0.736 0.631
Vad-R1 (Ours) 7B \ 0.233 0.406 0.194 \ 0.875 0.862 \ 0.713 0.770 0.706
models [60, 43, 56, 55]. Furthermore, we also consider MLLM-based VAD methods [54, 89, 88].

Due to space limitations, please refer to the Appendix D for more experimental results.

4.1 Main Results

Does reasoning improve anomaly detection? Table 1 demonstrates the effectiveness of anomaly
reasoning. On the one hand, we evaluate the performance of Qwen2.5-VL [61] and Qwen3 [62]. As
shown in the first two rows of Table 1, compared with directly answering, prompting models to reason
according to the proposed perception-to-cognition chain-of-thought will gain greater performance. In
the meanwhile, we evaluate the effect of random reasoning. In this case, the performance improvement
is minimal, even inferior to direct answering. Notably, Qwen3 is a hybrid reasoning model that
supports both reasoning and non-reasoning modes for the same task. The consistent performance gap
across different settings further highlights the effectiveness of the proposed P2C-CoT for anomaly
reasoning and detection. On the other hand, We compare the performance of Vad-R1 trained with the
full P2C-CoT versus training with only the final answer portion of the P2C-CoT as shown in the third
row of Table 1. When Vad-R1 is trained with only the final answer, it exhibits a performance drop.

How well does Vad-R1 perform in anomaly reasoning and detection? Table 2 and Table 3
shows the performance comparison on the test set of Vad-Reasoning. On the one hand, Table 2 shows
the results of LLM-as-judge evaluations. Following HAWK [54], we evaluate the models’ outputs
based on Reasonability(R), Detail(D) and Consistency(C). We observe that Vad-R1 achieves the
best performance among all open-source methods and even surpasses proprietary MLLMs such as
GPT-4o, particularly in terms of Reasonability and Consistency. On the other hand, Table 3 shows the
results of anomaly reasoning and detection tasks. Vad-R1 achieves great performance on both text
quality of anomaly reasoning process and the accuracy of anomaly detection. It is worth noting that
Vad-R1 significantly outperforms existing proprietary reasoning MLLMs Gemini2.5-Pro, QVQ-Max
and o4-mini on anomaly reasoning capability, with BLEU score improvements of 0.088, 0.091, and



Table 4: Performance comparison on VANE.

Method \ SORA OpenSORA RG2 VideoLCM MS-T2 Avenue Pedl Ped2
Open-Source MLLMs
Video-LLaMA [87] 11.59 18.00 16.00 10.57 1041 30.00 16.66 5.55
VideoChat [27] 10.74 28.00 4.00 17.64 20.83 3225  13.33  13.88
Video-ChatGPT [41] | 26.47 22.00 12.00 18.26 16.66 39.39  40.00 19.44
Video-LLaVA [32] 10.86 18.00 16.00 19.23 16.66 3.03 277  6.06
MovieChat [51] 8.69 10.00 16.00 14.42 6.25 18.18 6.66 11.11
LLaMA-VID [31] 7.97 14.00 20.00 19.23 14.58 27.27 6.66 19.44
TimeChat [47] 21.73 26.00 28.00 22.11 20.83 2420 2758 11.11
MLLM-based VAD methods
Holmes-VAU [89] 2.17 34.00 24.00 29.81 25.00 6.06 333 556
Holmes-VAD [8§] 6.52 34.00 32.00 33.56 22.92 12.12  20.00 5.56
HAWK [54] 24.64 52.00 44.00 36.54 50.00 36.36  36.67 38.89
Vad-R1 (ours) \ 41.30 78.00 56.00 63.46 60.42 75.76  60.00 63.89

Table 5: Comparison of different training strategies for Vad-R1.

Strategy | Anomaly Reasoning | Anomaly Detection

‘ BLEU-2 ROUGE-1 ROUGE-2 ROUGE-L ‘ Prec. ‘ mloU R@0.3 R@0.5 R@0.7
Qwen2.5-VL 0.113 0.505 0.199 0.477 0.768 | 0.567 0.610 0.563 0.526
+SFT 0.219 0.456 0.196 0.429 0.712]0.612 0.677 0.599 0.535
+AVA-GRPO 0.143 0.513 0.207 0.486 0.810]0.675 0.736  0.661 0.606

+SFT+AVA-GRPO | 0.233 0.530 0.238 0.501 |0.882|0.713 0.770 0.706 0.651

0.127, respectively. Besides, compared with existing MLLM-based VAD methods, Vad-R1 also
exhibits greater advantages in anomaly reasoning and detection.

Table 4 shows the performance comparison on VANE benchmark. Vad-R1 achieves significant
improvements and outperforms all baselines, including both general video MLLMs and MLLM-
based VAD methods. Although the VANE benchmark is formulated as a multiple-choice question-
answering task, its abnormal-related options inherently require the models to perform abnormal
behavior recognition, semantic understanding, and reasoning. To better align with our anomaly
reasoning setting, we also require the models to think before answering. Therefore, the evaluation
on VANE serves as a complementary validation of Vad-R1’s reasoning capability, demonstrating its
superior reasoning ability under complex abnormal event understanding tasks.

4.2 Ablation Studies

How to obtain the capability of reasoning? Table 5 shows the effectiveness of different training
strategies. When directly performing RL to the base model without prior SFT, the performance
improvement is limited. This suggests that, without fundamental reasoning capability, the model
struggles to benefit from RL training with video-level weak labels. In contrast, applying SFT leads
to a more significant performance improvement, indicating that the structured Chain-of-Thought
annotations effectively equip the model with basic anomaly reasoning capability. Notably, the
combination of SFT and RL gains the best performance. The results align with the conclusion of
DeepSeek-R1 [9], which suggests that SFT stage provides fundamental reasoning capability for the
model, while RL stage further enhances its reasoning capability. Table 6 shows the effectiveness
of the proposed AVA-GRPO. Compared with original GRPO, AVA-GRPO includes an additional
anomaly verification reward, which incentivizes the anomaly reasoning capability of MLLM with
only video-level weak labels. In addition, we add a length reward to control the length of output.
For both 16-frame and 32-frame settings, AVA-GRPO outperforms the original GRPO across video
reasoning and detection tasks. In contrast, using only one reward leads to limited or unstable
improvement. These results demonstrate that the combination of length and anomaly rewards is
essential for improving the overall reasoning and detection performance.



Table 6: Ablation results of different reward strategies.

\ | Reasoning | Detection
Frames ' Strategy
| | ROUGE-L ROUGE-2 | Precision | mloU R@0.3 R@0.5 R@0.7
GRPO 0.502 0.475 0.861 0.712 0.770  0.699  0.640
16 GRPO+len_reward 0.529 0.501 0.856 | 0.710 0.770 0.697 0.642
GRPO+ano_reward 0.496 0.467 0.866 | 0.707 0.765 0.695 0.638
AVA-GRPO 0.530 0.501 0.882 | 0.713 0.770 0.706 0.651
GRPO 0.495 0.468 0.831 0.695 0.761 0.692 0.624
3 GRPO+len_reward 0.528 0.499 0.849 0.701 0.770  0.695 0.631
GRPO+ano_reward 0.494 0.467 0.842 10.699 0.763 0.686 0.629
AVA-GRPO 0.533 0.504 0.900 | 0.726 0.786 0.715 0.661
Key of urban wet or rainy discarded plastic disrupts the expected Anomaly:

pedestrians

weather bags and trash clear street settings Obstacles on Road

reasoning street

Vad-R1 (Ours) Correct reasoning ! A\ Claude3.5-Haiku Hallucination: moving litter

<stepl> A rainy urban environment is shown, with wet roads,
overcast skies ... Vehicles move along the streets, and pedestrians
appear near sidewalks ... </stepl>

<step2> However, an abnormal event occurs in the lower-left
portion of the frame. A white plastic bag lies on the wet road,
partially blocking the crosswalk ... </step2>

<step3> The presence of the plastic bag on the road is identified
as abnormal. It disrupts the normal flow of traffic and poses a
potential hazard to pedestrians and vehicles ... </step3>

<step4> As a result, this action could lead to accidents or injuries
due to reduced visibility and fraction on wet surfaces ... <step4>

{% QVQ-Max Missed anomaly

<stepl> The video depicts an urban street scene with vehicles, a
pedestrian crossing, and scaffered trash on the road. A person is
seen collecting litter from the middle of the street and disposing
of it in a nearby trash bin. </stepl>

«step2> Based on the described scenes, the video showcases
routine actions such as trash collection and disposal in an urban
environment. </step2>

<stepl> The video depicts an urban street scene with multiple
lanes, an overpass/bridge, parked vehicles, and a wet road surface
with crosswalk markings. </stepl>

<step2> A white object, which appears to be a piece of paper or
plastic, is moving in an across the road ... </step2>

<step3> The movement of the white object is abnormal because it
seems to be randomly drifting across the street .. </step3>

<step4> Such unpredictable movement of debris in a busy street
environment could potentially cause traffic disruption ... </step4>

@ o4-mini

<stepl> The video shows an urban infersection on a rainy day, with
several discarded foam food containers and plastic debris
scattered across the roadway and crosswalk. A person then walks
into the middle of the road and collects these items. </stepl>

Missed anomaly

<step2> The individual carries the gathered trash over to a
nearby sidewalk where public garbage bins are located and
deposits the waste appropriately, demonstrating routine cleaning
behavior. </step2>

Figure 4: Qualitative result for an abnormal video.

4.3 Qualitative Analyses

As shown in Figure 4, Vad-R1 correctly performs anomaly reasoning and identifies the white plastic
bag as an anomaly. In contrast, although Claude identifies the plastic bag as abnormal, it defines
the cause of the abnormality as moving plastic bag, rather than the plastic bag acting as an obstacle.
Besides, QVQ-Max and o4-mini also identify the white plastic bag, they do not treat it as an anomaly.

5 Conclusion

In this paper, we present Vad-R1, a novel end-to-end MLLM-based framework for video anomaly
reasoning which aims to enable deep analysis and understanding of anomalies in videos. Vad-R1
performs structured anomaly reasoning process through a structured Chain-of-Thought that progresses
gradually from perception to cognition. The anomaly reasoning capability of Vad-R1 is derived
from a two-stage training strategy, combining supervised fine-tuning on CoT-annotated videos and
reinforcement learning with an anomaly verification mechanism. Experimental results demonstrate
that Vad-R1 achieves superior performance on anomaly detection and reasoning tasks.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction accurately state our contributions.
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in Appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The instructions for replicating the results are provided in Section 4.1 and
Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The dataset construction process is provided in Section 3.2 and Appendix. The
code and dataset will be publicly released.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experimental settings are provided in Section 4.1 and Appendix.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include the results of significance statistics.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Details of computing resource are provided in Section 4.1 and Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research adheres to the NeurIPS Code of Ethics
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The potential impacts are discussed in Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: The users are required to follow specific usage guidelines, and the dataset and
code can only be used for academic research.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All original sources have been properly credited, and the licenses and terms of
use associated with the external assets utilized in this paper have been strictly respected.

Guidelines:

e The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: All new assets presented in this paper will be released with appropriate
metadata and usage documentation.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA|
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA|
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: The training pipeline, dataset and parameters of MLLM are detailed in Section
3.4, Section 4.1 and Appendix.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Summary of Appendix

This appendix provides supplementary information for the main paper. Firstly, we provide detailed
information about the proposed Vad-Reasoning dataset, including the construction process, statistical
analysis, and some examples. Then, we provide more experimental details covering prompts, settings,
parameters, and computing resources. Furthermore, we provide more experimental results as well as
visualizations. Finally, we discuss the potential impact and limitation.

B The proposed Vad-Reasoning Dataset

B.1 Annotation Pipeline

The training set of Vad-Reasoning consists of two subsets: Vad-Reasoning-SFT and Vad-Reasoning-
RL. For Vad-Reasoning-RL, we retain the original dataset annotations and collapse them into
video-level weak labels (Abnormal or Normal). For Vad-Reasoning-SFT, we design a multi-stage
annotation process based on the proposed P2C-CoT, as shown in Figure 5.
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Figure 5: Ilustration of multi-stage annotation process of Vad-Reasoning-SFT dataset.

Firstly, we manually annotate the fine-grained anomaly categories of the video, the duration of the
anomaly events, and the approximate spatial location where the anomaly events occurred. Then,
in order to ensure that the P2C-CoT annotation covers all key information in the video, we follow
the principle of high frame information density [81]. Specifically, the video is decomposed into
separate frames with a frame interval of 16. The extracted frames are then fed into Qwen-VL-Max to
generate detailed dense frame descriptions. Considering the redundancy and high density of video
information, directly prompting the model to generate annotations for the entire video would result in
high annotation costs and information loss. In comparison, we first perform dense sampling at certain
intervals, and then require Qwen-VL-Max to describe the video frames in detail, which can greatly
preserve the key information in the video frames and reduce information loss.

After obtaining detailed dense video frame descriptions, we employ Qwen-Max to summarize and
generalize the proposed P2C-CoT from these descriptions. Specifically, to ensure the structure of
the reasoning process, we generate each step of P2C-CoT separately with different prompts, instead
od generating them all at once. This design allows each step to focus on a specific task (e.g. step 1
focuses on scene description while step 2 focuses on abnormal event description). Each step will
receive the output of previous step as input to ensure logical coherence. After generating all the
reasoning steps, the model then generate a short summary about the anomaly in the video as final
answer. In addition, we explicitly define anomaly categories to align model outputs with human-
defined semantics, while enforcing constraints on relevance, objectivity, and neutrality. To further
ensure the correctness of the generated CoT, all annotations are firstly verified by large language
models and subsequently checked by human experts.
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(a) Word cloud visualization for abnormal videos. (b) Word cloud visualization for normal videos.

Figure 6: Word cloud visualizations of Vad-Reasoning-SFT dataset.

B.2 Statistical Analysis and Comparison

We compare Vad-Reasoning with existing video anomaly detection and understanding datasets
in Table 7 and Table 8. Vad-Reasoning consists of a total of 8641 videos, covering 34 million
frames and over 360 hours of duration, making it one of the largest datasets among video anomaly
understanding benchmarks. Besides, Vad-Reasoning-SFT provides fine-grained Chain-of-Thought
(CoT) annotations, explicitly simulating human reasoning over abnormal events, with an average
annotation length of 260 words. For the annotations, the recent video anomaly understanding datasets
like CUVA [13] and ECVA [12] contain the description about the cause and effect of the anomaly.
However, their corresponding annotations are isolated and disjointed, lacking a systematic structure
and logical progression. In contrast, the proposed Vad-Reasoning-SFT datset provides structured and
coherent anomaly reasoning annotation.

Figure 6 illustrates word cloud visualizations generated from the annotations of our Vad-Reasoning-
SFT dataset. For abnormal videos, terms such as anomaly, event, and safety frequently appear,
emphasizing that the CoT annotations of abnormal videos focus on irregular situations and potential
risks. In contrast, normal videos are characterized by high-frequency words like activities, normal, and
environment, which highlight everyday scenarios and typical human behaviors. Our Vad-Reasoning-
SFT dataset not only captures descriptive content but also encourages models to engage in deeper
causal interpretation of abnormal events. These observations indicate that our dataset is purposefully
constructed to promote both recognition and reasoning in complex real-world contexts.

Figure 7 presents a comprehensive statistical overview of the proposed Vad-Reasoning dataset. The
overall distribution of video length is relatively even as shown in Figure 7(a) and (b). Most of the
videos in the Vad-Reasoning dataset are collected from UCF-Crime [53] and XD-Violence [71] as
shown in Figure 7(c) and (d). And we collect additional 10 percent of videos from the internet.
The proportion of normal and abnormal videos in the two subsets is basically balanced as shown in
Figure 7(e). Finally, the fine-grained anomaly distributions are shown in Figure 7(f)-(h).

B.3 Examples

We provide two examples of the proposed Vad-Reasoning dataset in Figure 8 and Figure 9. Notably,
the CoT of normal videos will be simplified into two steps, the simple perception and cognition.

C Implementation Details

C.1 Prompt

The prompt used for performing video anomaly reasoning is shown in Figure 10. The prompt is com-
posed of three parts, Task Definition , Output Specification and Format Requirements . Firstly,

the Task Definition outlines the overall goal of video anomaly reasoning and explicitly require the
model to think before answering. Secondly, the Output Specification provides detailed guidelines on

the reasoning process and the expected answer. Finally, the Format Requirements presents concrete
output examples with explicitly defined tags (e.g., <think></think> and <answer></answer>).
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Table 7: Basic metadata comparison of datasets. Here "Mixture" indicates that the dataset is composed
by integrating videos from multiple existing datasets.

Dataset Source Videos Frames Duration  Resolution FPS

Traditional Video Anomaly Detection Datasets

UCF-Crime [53] Surveillance 1900 13,741,393 128h 320 x 240  Multiple
XD-Violence [71] Multiple 4754 18,714,328 217h Multiple 24
ShanghaiTech [34] Campus 437 317,398 - 856 x 480 -
UCSD Pedl1 [28] Campus 70 14,000 - 238 x 158 -
UCSD Ped2 [28] Campus 28 4,560 - 360 x 240 -
CUHK Avenue [37] Campus 37 30,652 0.3h 640 x 360 25
TAD [39] Traffic 518 540,212 - Multiple -
UBnormal [1] Generation 543 236,902 2.2h Multiple 30
NWPU Campus [5] Campus 547 1,466,073 16.3h Multiple 25
Video Anomaly Understanding Datasets

UCA [82] Surveillance 1854 13,163,270 121.9h 320 x 240  Multiple
CUVA [13] Multiple 986 3,345,097 32.5h Multiple Multiple
ECVA [12] Multiple 2127 19,042,560 88.2h Multiple Multiple
VAD-Instruct50k [88] Mixture 6654 32,455,721 345h Multiple Multiple
HIVAU-70k [89] Mixture 6654 32,455,721 345h Multiple Multiple
HAWK [54] Mixture 7898 14,878,233 142.5h Multiple Multiple
Vad-Reasoning-SFT Mixture 2193 8,680,615 88.3h Multiple Multiple
Vad-Reasoning-RL Mixture 6448 25,495,729 272.2h Multiple Multiple
Vad-Reasoning Mixture 8641 34,173,344 360.5h Multiple Multiple

Table 8: The annotation type comparison of datasets. * denotes that the videos in Vad-Reasoning-RL
are only labeled with video-level labels (Abnormal or Normal).

Dataset Anomalies Text Annotation Reasoning
Traditional Video Anomaly Detection Datasets

UCF-Crime [53] 13 Anomaly class -
XD-Violence [71] 6 Anomaly class -
ShanghaiTech [34] 13 - -
UCSD Pedl1 [28] 5 - -
UCSD Ped2 [28] 5 - -
CUHK Avenue [37] 5 - -
TAD [39] 7 - -
UBnormal [1] 22 - -
NWPU Campus [5] 28 - -
Video Anomaly Understanding Datasets

UCA [82] 13 Event descriptions -
CUVA [13] 42 Anomaly description, cause, effect Isolated
ECVA [12] 100 Anomaly description, cause, effect Isolated
VAD-Instruct50k [88] 13 Clip caption & QA -
HIVAU-70k [89] 13 Clip/Event/Video-level Caption & QA Isolated
HAWK [54] - Anomaly description & QA -
Vad-Reasoning-SFT 37 Chain-of-Thought Structured & coherent
Vad-Reasoning-RL 1* Video-level label -
Vad-Reasoning 37 Hybrid annotation -

C.2 Training Process of AVA-GRPO

The core of the proposed AVA-GRPO is the additional anomaly verification reward as shown in
Algorithm 1. Besides, we additionally consider a length reward. We first separately calculate the
length of the reasoning text for abnormal videos and normal videos in Vad-Reasoning-SFT. During
RL training, if the length of output satisfies the corresponding range, a length reward will be assigned.
Notably, for each completion, the model will be only updated once. Consequently, the objective
function of AVA-GRPO is simplified as
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Figure 7: Statistical analyses of the proposed Vad-Reasoning dataset.
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where 7 is equivalent to my. Finally, the training process of AVA-GRPO is shown in Algorithm 2.

no_grad

C.3 More Experimental Details

All experiments are conducted on 4 NVIDIA A100 (80GB) GPUs. For supervised fine-tuning stage,
we train the base MLLM on Vad-Reasoning-SFT dataset for four epochs, taking approximately 6
hours. For reinforcement learning stage, we continue to train the model on the Vad-Reasoning-RL
dataset for one epoch, taking about 26 hours. For efficiency, we uniformly normalize the video to 16
frames, and the maximum number of pixels per frame is limited to 128 x 28 x 28 during training.
The learning rates for both stages are set to 1 x 1076, The number of completions generated in a
group is set to 4. The hyperparameter 3 in Equation 3 is set as 0.04. AVA-GRPO includes five types
of rewards. The specific values and meanings are shown in Table 9. For normal videos, the length
range of reasoning process is set as [140, 261], while it is set as [233, 456] for abnormal videos.
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Step 1: Global Perception

A young boy interacts with a large white cat in a calm indoor
dining area. The cat sits on the boy's lap or nearby on a chair, and
both face a window letting in natural light. The setting includes
wooden furniture, plants, and framed pictures, creating a cozy
atmosphere. The boy engages in routine behaviors like petting or
sitting beside the cat.
chair, wooden furniture

plants, pictures kiss or nuzzle

Step 2: Local Perception

However, focusing on the abnormal event, we observe that in the
lower-left portion of the frame, the boy leans forward toward
the cat as if to kiss or nuzzle it. The cat remains seated on his
lap during this interaction. This specific behavior introduces an
element of unpredictability in their interaction.

lower-left portion of the frame
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scratching or biting the boy

Step 3: Shallow Cognition

Given this setup, the anomaly could involve the cat reacting
suddenly, such as scratching or biting the boy when he leans
closer. Such a reaction aligns with the \"Animals Hurt Human\"
category, as the cat may feel threatened by the boy's forward-
leaning action.

Answer

feel threatened

suffer physical harm

defensive reactions .
or emotional distress

Step 4: Deep Cognition

This scenario violates social norms and safety practices, as
approaching animals too closely without considering their body
language can lead to defensive reactions. If the cat scratches or
bites, the boy might suffer physical harm or emotional distress,
emphasizing the importance of respecting animals' boundaries to
prevent such incidents.

The anomaly category of the video is <which>Animals Hurt Human</which>. In this video, <what>a large white cat suddenly scratches or
bites the boy who leans forward to huzzle it</what>, occurring during the time range <whens[0.376, 0.564]</whens. This incident takes
place in the <where>lower-left portion of the frame</where>, where the boy and the cat are interacting in an indoor dining area. This
behavior is considered abnormal because <why>the cat may perceive the boy's action as a threat and react defensively, which deviates
from the expected calm interaction</whys. Consequently, <how>such an event could result in physical injury or emotional distress for the
boy, highlighting the violation of safety norms regarding animal handling and respect for their boundaries</how>.

Figure 8: An abnormal example of Vad-Reasoning.

Step 1: Perception

The scene shows a well-maintained outdoor area with a paved
walkway made of light-colored tiles. Grass, small frees, and
shrubs line both sides of the path, creating a serene and
organized environment. People are casually walking along the
pathway, dressed in everyday attire, indicating routine activities
such as commuting or leisurely strolls. The setting appears calm
and functional, with features like trash bins and utility poles
contributing to its design.

paved walkway  grass, small trees, shrubs line

Answer

people walking

Step 2: Cognition

Based on the observations in the scene, the video is normal and
lacks anomalies. The behaviors shown, such as people walking at a
relaxed pace, align with typical actions in a public space.
Additionally, the clean and orderly environment suggests a
standard, well-maintained area for pedestrian use. Since no
unusual or disruptive activities are present, the events depicted
are consistent with everyday life in such a setting.

walking at a relaxed pace clean and orderly environment

The video is classified as <which>Normal</which>. In this video, <what>people are casually walking along a paved pathway in a serene
outdoor area with grass, small trees, and shrubs lining both sides, while utility poles and trash bins contribute to the organized
environment</what>. This is considered normal because <why>the actions displayed, such as walking at a relaxed pace in everyday attire,
align with typical behaviors expected in well-maintained public spaces without any signs of disruption or unusual activity</why>.

Figure 9: A normal example of Vad-Reasoning.

C.4 Evaluation on VANE Benchmark

VANE [15] is a benchmark designed for evaluate the ability of video-MLLMs to detect anomalies
in the video. It consists of 325 video clips and 559 question-answer pairs, covering both real-world
surveillance and Al-generated video clips, and are categorized into nine anomaly types. For real-
world anomalies, VANE collect 128 videos clips from existing video anomaly detection datasets (e.g.,
CUHK Avenue [37], UCSD-Ped1/Ped?2 [28], and UCF-Crime [53]). For Al-generated anomalies,
VANE includes 197 clips videos generated with SORA [4], OpenSora [16], Runway Gen2 [49],
ModelScopeT2V [65] and VideoLCM [66]. We report the performance of Vad-R1 and other MLLM-
based VAD methods on different categories. Notably, since Vad-R1 is trained with the proposed
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Your task is to analyze whether the given video is abnormal or normal. Think before answering, and generate:
1. A structured reasoning process enclosed in <think></think> tags
2. A final explanation enclosed in <answer></answer> tags

For abnormal videos, the reasoning should be based on a structured 4-step process:

<think> must include the following four steps enclosed in corresponding tags:

<stepl>: Scene Description — Provide an objective overview of the environment and normal behaviors, without mentioning any abnormal activity or speculation.
<step2>: Abnormal Event Description — Describe the abnormal event and its approximate spatial location (e.g., bottom left of the frame), without explaining
why it is abnormal.

<step3> Abnormal Event Recognition — Explain why this event is considered abnormal compared to normal patterns or expectations.

<step4>: Causal Reasoning and Social Norms — Analyze potential negative consequences and explain how this behavior violates social norms or expectations.

Answer must be a single, coherent paragraph in natural language, which includes exactly the following five tags:
<which>: Define the video as \"Abnormal\"

<what>: What happened (describe the anomalous event)

<when>: When it happened, in normalized frame indices (e.g., <when>[0.25, 0.45]</when>)

<where>: Where it happened (use approximate spatial descriptions)

<why>: Why it is considered abnormal

<how>: How this behavior could cause harm or violate norms

For normal videos, the reasoning should be simplified to just two steps:

<think> must include only the following two steps:

<stepl>: Scene and Object Description — Provide a concise and objective overview of the environment and typical behaviors, without mentioning anomalies.
<step2>: Normal Event Explanation — Explain why the video is considered normal.

Answer must be a single, coherent paragraph in natural language, which includes the following three tags:
<which>: Define the video as \"Normal\"

<what>: A concise description of the event in the video.

<why>: Why it is considered normal.

Example Output for Abnormal Videos:

<think>

<stepl>The video shows ...</stepl>

<step2>Next, we observe an abnormal event ...</step2>

<step3>Based on these observations ...</step3>

<stepd>As a result, this behavior ...</step4>

</think>

<answer>

The video is classified as <which>Abnormal</which>. In this video, <what>a pedestrian ...</what>, occurring during the time range <when>[0.121, 0.826 </when>.
The event takes place approximately in the <where>lower-left area of the frame</where>. This is considered abnormal because <why>pedestrians are
expected to ..</why>. As a result, <how>such behavior could ...</how>.

</answer>

Example Output for Normal Videos:

<think>

<stepl>The video shows scenes ...</stepl>
<step2>Based on the described scenes ...</step2>

</think>
<answer>
The video is classified as <which>Normal</which>. In this video, <what>people are ...</what>. This is considered normal because <why>...</why>
</answer>
Figure 10: Prompt template for performing video anomaly reasoning.
Table 9: Reward types and the corresponding values.
Type Meaning Value
Accuracy Evaluate classification result 1
Format Evaluate format of output 1
Anomaly verification: Abnormal Evaluate correctness of videos predicted as abnormal 0.5
Anomaly verification: Normal Evaluate correctness of videos predicted as normal -0.2
Length Evaluate length of output 0.2

Vad-Reasoning dataset, which incorporates videos from UCF-Crime, we exclude the corresponding
UCF-Crime subset from VANE benchmark.

D More Experimental Results

D.1 LLM-Guided Evaluation

In this section, we provide additional LLM-guided evaluations [42, 95] to further assess the reasoning
quality of Vad-R1. Table 10 demonstrates the results of pair-wise comparison [95]. Given the output
of the our Vad-R1 and other models, we require GPT-40 [43] to compare the two answers and choose
the better one. We also consider the impact of the order of answers on the judgment. The results show
that GPT-40 overwhelmingly trends to choose Vad-R1 in both comparison orders, confirming the
superior reasoning quality, contextual alignment, and interpretability of its responses. This consistent
preference demonstrates that Vad-R1 not only produces semantically accurate descriptions but also
exhibits a more human-like reasoning process. Table 11 shows the results of double-right [42],
which jointly evaluates whether the model can provide a reasonable thinking process and correctly
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Algorithm 1 Anomaly verification reward

Input: Current video v, policy model 7y, generated completions O = {oi}iGzl.

Qutput: Anomaly verification reward R, -
1: Init anomaly verification reward: R, = {r;}$;, where r; = 0
2: for each o; € O do
3:  Extract prediction p of v from completion o;

4:  if p == Normal then

5: Randomly discard either the beginning or the ending segment of v
6: else

7: Discard the predicted abnormal segment of v

8: endif

9:  Obtain a trimmed video v

10:  Generate a new completion 0 ~ 7y(- | p, D)

11:  Extract new prediction p of v from new completion 6
12:  if p == Abnormal and p == Normal then

13: Assign positive reward r; < 0.5

14:  else if p == Normal and p == Abnormal then
15: Assign negative reward r; < —0.2

16:  endif

17: end for

18: return R,,, = {Ti}iazl

Algorithm 2 AVA-GRPO
Input:Vad-Reasoning-RL dataset D = {(v;,Y;)}I,,
Output: Updated policy model 7g.

1: Init policy model: my + mp,,

2: Init reference model: mf <— g
3: foree {1,...,E} do

initial policy model 7y

init *

4:  for (v;,Y;) € Ddo
5: Generate a group of completions O = {0;}& | ~ (- | p,v;)
6: Compute accuracy reward R,.. = {m}fil
7: Compute format reward Ry = {r;}&
8: Compute anomaly verification reward R, <+ Algorithm I
9: Compute length reward Ry, = {r;}%,

10: Compute sum R = Rycc + Ry + Rono + Rien

11: Compute advantages A = %;‘%(m

12: Update my with Equation 3

13:  end for

14: end for

15: return my

identify the anomaly, thereby offering a more comprehensive assessment of the anomaly reasoning
capability. In this setting, we adopt semantic similarity to evaluate the correctness of the reasoning
process. We adopt Qwen3-embedding [93] and Jina-embedding-V3 [52] to calculate semantic
similarity separately. We observe that Vad-R1 achieves the highest RR score of 66.29% and 70.16%
under different embedding models, indicating that its reasoning outputs are most aligned with the
predictions.

D.2 Experiments on More Input Tokens

During both training and inference, the video is uniformly sampled into 16 frames as input, with
a maximum pixel count of 128 x 28 x 28 per frame. In this section, we increase the number of
frames to 32 and 64 per video, and the maximum pixel to 256 x 28 x 28 per frame. The results are
shown in Table 12. On the one hand, We observe that increasing the number of frame from 16 to
64 yields improvement across both anomaly reasoning and detection, showing that the extra frames
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Table 10: Pair-wise comparison between Vad-R1 and other models.

Model Rate | Model Rate
A B \A_win B_win Tie \A B \A_win B_win Tie
Open-Source video MLLMs
Vad-R1 InternVideo2.5 [69] 83.56 12.79 3.65 |InternVideo2.5 [69] Vad-R1| 11.42 70.09 18.49
Vad-R1 InternVL3 [96] 78.82 17.31 3.87 |(InternVL3 [96] Vad-R1| 24.15 50.11 25.74
Vad-R1 VideoChat-Flash [29] 90.64 7.76 1.60 |VideoChat-Flash [29] Vad-R1| 11.64 74.89 13.47
Vad-R1 VideoLLaMA3 [85] 85.93 10.09 3.98 |VideoLLaMA3 [85] Vad-R1| 13.50 81.90 4.60
Vad-R1 LLaVA-NeXT-Video [94]| 84.97 11.16 3.87 [LLaVA-NeXT-Video [94] Vad-R1| 14.35 81.55 4.10
Vad-R1 Qwen2.5-VL [61] 83.83 11.16 5.01 [Qwen2.5-VL [61] Vad-R1| 17.54 70.39 12.07

Open-Source video reasoning MLLMs
Vad-R1 Open-R1-Video [67] 90.21 7.74 2.05 |Open-R1-Video [67] Vad-R1| 524 93.62 1.14

Vad-R1 Video-R1 [14] 82.23 12.07 5.69 |Video-R1 [14] Vad-R1| 8.88 86.10 5.01
Vad-R1 VideoChat-R1 [30] 79.95 14.81 5.24 |VideoChat-R1 [30] Vad-R1| 18.68 70.62 10.71
MLILM-based VAD methods
Vad-R1 Holmes-VAD [88] 80.28 5.57 14.15|/Holmes-VAD [88] Vad-R1| 592 80.87 13.21
Vad-R1 Holmes-VAU [89] 78.54 8.68 12.79/Holmes-VAU [89] Vad-R1| 8.45 79.45 12.10
Vad-R1 HAWK [54] 7745 4.33 18.22lHAWK [54] Vad-R1| 4.10 77.90 18.00
(a) Total reward. (b) Std of total reward.

(c) Comparison on completion length. (d) Comparison on error rate.

Figure 11: RL training curves of Vad-R1.

provide more useful visual evidence. On the other hand, the benefit of a higher resolution depends
on the number of input frames. When increasing the max number of pixels to 256 x 28 x 28 with
16 frames, the model gains small but consistent performance improvement, suggesting that high
resolution details compensate for the short clip. In contrast, the performance will drop if we increase
the max pixels for 32 frames, possibly due to token redundancy. Consequently, increasing frames is
more useful, whereas higher resolution might lead to information overload.

D.3 Training Curves

Figure 11 demonstrates the key training curves of Vad-R1 during RL stage. Figure 11(a) shows
the total reward of AVA-GRPO, which increases steadily and converges after approximately 1000
steps, indicating consistent improvement in the degree of matching policy for the output of Vad-R1.
Figure 11(b) illustrates the standard deviation of total reward, which decreases rapidly in the early
stage and stabilizes below 0.1, suggesting that the output quality of Vad-R1 gradually improves as the
training progresses. Figure 11(c) compares the completion length between GRPO and AVA-GRPO.
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Table 11: Results of double-right metrics with different embedding models.

Model | Qwen3-embedding | Jina-embedding-V3

| RRT  RW] WR| WW| | RRT RW] WR] WW|

Open-Source video MLLMs
InternVideo2.5 [69] 37.59 2551 205 3485 | 4191 21.18 797 2894
InternVL3 [96] 50.57 2733 023 2187 | 56.72 21.18 1.14  20.96
VideoChat-Flash [29] 456 63.78 0.00 31.66 | 30.07 3827 0.00 31.66
Video-LLaMA3 [85] 49.54 21.10 0.00 2936 | 5535 1529 0.00 29.36
LLaVA-NeXT-Video [94] | 41.23 2392 023 3462 | 52.62 1253 091 3394
Qwen2.5-VL [61] 5034 2574 0.00 2392 | 5649 19.59 1.37 22.55
Open-Source video reasoning MLLMs
Open-R1-Video [67] 2642 3759 0.00 3599 | 3895 25.06 0.68 3531
Video-R1 [14] 11.85 50.57 023 3735 | 30.75 31.66 6.83 30.76
VideoChat-R1 [30] 4852 3075 0.00 20.73 | 53.99 2528 1.82 1891
MLLM-based VAD methods
Holmes-VAD [88] 1093 4556 091 42,60 | 23.05 3394 1.14 4237
Holmes-VAU [89] 776 27.63 1.14 6347 | 2078 1461 297 61.64
HAWK [54] 547 2597 046 68.10 | 6.15 2528 1.82 66.75
Proprietary MLLMs
Claude3.5-Haiku [2] 44.65 3690 0.00 1845 | 51.94 29.61 137 17.08
GPT-40 [43] 4897 22.10 0.00 2893 | 5649 1458 1.14 27.79
Gemini2.5-Flash [55] 34.02 2854 0.00 37.44 | 39.73 2283 2.05 35.39
Proprietary reasoning MLLMs

Gemini2.5-Pro [56] 32.65 5046 0.00 16.89 | 60.27 22.83 0.00 16.90
QvQ-Max [60] 42.11 2838 0.00 2951 | 50.11 2037 0.69 28.83
04-mini [45] 57.37 3134 0.00 11.29 | 66.36 2235 0.23 11.06

Vad-R1 (Ours)

66.29 21.18 0.00 1253 ‘70.16 1731 114 11.39

Table 12: Performance comparison of different numbers of input frames and spatial resolutions.

Frames Max Pixels | Anomaly Reasoning | Anomaly Detection

|BLEU-2 METEOR ROUGE-2| Acc F1 |mloU R@0.3 R@0.5

128 x 28 x 28| 0.233 0.406 0.194 |0.875 0.862|0.713 0.770 0.706
256 x 28 x 28| 0.238 0.412 0.198 |0.886 0.878|0.713 0.772 0.702

128 x 28 x 28| 0.242 0416 0.201 |0.900 0.891]0.726 0.786 0.715
256 x 28 x 28| 0.238 0.413 0.198 |0.888 0.883|0.708 0.772 0.695

64 128 x 28 x 28| 0.244 0.420 0.203 |0.895 0.892]0.709 0.777 0.695

16

32

We observe that the reasoning process generated by AVA-GRPO during the training process is shorter
in length, presenting more concise and focused responses. Figure 11(d) presents the error rate
comparison, where AVA-GRPO shows a clear downward trend and stabilizes at a lower level than
vanilla GRPO. This indicates that AVA-GRPO effectively reduces incorrect reasoning and leads to
more accurate and reliable responses during training.

D.4 More Qualitative Results

We provide more qualitative results in Figure 13 and Figure 12. Vad-R1 demonstrates stable anomaly
reasoning and detection capabilities. On the one hand, Figure 12 shows a normal example in Vad-
Reasoning dataset. The video shows a normal scene in campus. Vad-R1 accurately describes the
content in the video and identifies its normality. In comparison, GPT-40 and QVQ-Max demonstrate
hallucination, pointing out anomalies that do not exist. And although Gemini2.5-Flash considers
reverse walking as a potential abnormal event, it does not take into account the specific scenario of
pedestrian walkways. On the other hand, Figure 13 shows results on VANE benchmark. When facing
unseen videos, Vad-R1 still demonstrates great reasoning capability in complex environments and
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Key of urban paved walkway, modern
reasoning outdoor area greenery buildings

people

typical pedestrian
walking

activities

Normal video
without anomaly

Vad-R1 (Ours)

<stepl> The video shows a modern urban environment with wide
pedestrian pathways, greenery, and architectural features like
columns and railings. People are walking, standing ... </stepl>

Correct reasoning !

<step2> Based on the described scene, the video is normal because
it depicts typical urban activities in a well-maintained setting.
Individuals engage in routine behaviors such as walking and using
their phones, which align with expected actions in public spaces ...
</step2>

@ GPT-40 Hallucination: theft

<stepl> The video shows a pedestrian area with people walking
casually along the paved walkway. The environment includes frees,
open spaces with grass, and buildings in the background ..
</stepl>

<step2> Next, we observe someone abruptly rushing fo grab the
backpack of another pedestrian .. The event appears to disrupt
normal pedestrian behavior. </step2>

«step3> Based on these observations, grabbing someone's
backpack is considered abnormal ... individuals are expected to
respect each other's personal boundaries and property. </step3>

<step4> As a result, this behavior violates social norms of respect
and safety. It could lead to negative consequences such as
distress for the victim or physical altercations. </step4>

Scene-agnostic anomaly:
reverse walking
«stepl> The video shows a walkway or path in an outdoor public
space. Several people are seen walking in various directions on

the paved path and a grassy area ... </stepl>

3 Gemini2.5-Flash

«step2> Throughout the video, one person is observed walking in
the opposite direction of the general flow of pedestrian traffic
on the walkway ... </step2>

«<step3> In a public walkway designed for pedestrians, it is
expected that people would walk in the same direction ... </step3>

<step4> Walking against the flow of pedestrian traffic could lead
to collisions with oncoming people ... </step4>

@ QVQ-Max Hallucination: falling

<stepl> The video depicts an outdoor urban setting with a paved
walkway flanked by grassy areas and trees. Several individuals are
seen walking along the path ... </stepl>

<step2>A person wearing a red shirt trips and falls abruptly onto
the paved walkway ... </step2>

«step3>This event deviates from normal pedestrian behavior, as
individuals typically maintain balance while ... </step3>

<step4>The fall poses risks of physical injury to the individual and
may disrupt bystanders' movements ... </step4>

Figure 12: Qualitative result for a normal video.

Which of the following actions aligns with the anomaly

Question described in the video? Answer:
Obti A) sleeping in the middle of the road () tying their shoelaces Video pr)\ T_hr;wi;g .
PRIONS B) throwing their backpack D) using a cellphone eir backpac

Vad-R1(Ours) Correct!

HolmesVAU Partially correct reasoning and wrong answer!
<think> An anomaly exists, specifically a Fighting anomaly. The video
depicts a series of chaotic and violent scenes, including people
engaging in physical altercations, throwing objects, and using weapons,
which deviates from normal, peaceful human behavior. </think>
<answer>A</answer>

<think> Given the context of the video, where individuals are walking and interacting
with their surroundings, the anomaly described is likely to involve an unusual or
disruptive action. Among the options provided, "A person throwing their backpack"
stands out as an action that could be considered disruptive or unusual in a public
sefting. This behavior contrasts with the routine activities of walking and using a
cellphone, making it a plausible anomaly. </think> <answer>B</answer>

HAWK Worong reasoning and answer!
<think> Based on the provided video description, the anomaly
described is a person sleeping in the middle of the road. Therefore,
the correct answer is option A: A person sleeping in the middle of the
road. </think> <answer>A</answer>

HolmesVAD Correct answer but wrong reasoning!

<think> The video shows a person standing in the middle of a road, holding a
backpack, and seemingly lost in thought, with no signs of distress or unusual
behavior. </think> <answer>B</answer>

Figure 13: Qualitative performance on VANE benchmark.

correctly identifies anomalies in the video. In comparison, the reasoning process of HolmesVAU is

partially correct, resulting in incorrect judgment, while HolmesVAD makes correct judgment but
incorrect reasoning process.

E Impact and Limitation

In this paper, we propose a new task: Video Anomaly Reasoning, which enables MLLM to perform
deep analysis and further understanding of the anomalies in the video. We hope our work can
contribute to the video anomaly researches.

However, the inference speed of Vad-R1 remains a limitation, as the multi-step reasoning process
introduces additional computational overhead.
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