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Abstract

Data heterogeneity is one of the key challenges in federated learning, and many
efforts have been devoted to tackling this problem. However, distributed concept
drift with data heterogeneity, where clients may additionally experience different
concept drifts, is a largely unexplored area. In this work, we focus on real drift,
where the conditional distribution P()|X’) changes. We first study how distributed
concept drift affects the model training and find that local classifier plays a critical
role in drift adaptation. Moreover, to address data heterogeneity, we study the
feature alignment under distributed concept drift, and find two factors that are
crucial for feature alignment: the conditional distribution P()|X’) and the degree
of data heterogeneity. Motivated by the above findings, we propose FedCCFA,
a federated learning framework with classifier clustering and feature alignment.
To enhance collaboration under distributed concept drift, FedCCFA clusters local
classifiers at class-level and generates clustered feature anchors according to the
clustering results. Assisted by these anchors, FedCCFA adaptively aligns clients’
feature spaces based on the entropy of label distribution P(}), alleviating the
inconsistency in feature space. Our results demonstrate that FedCCFA significantly
outperforms existing methods under various concept drift settings. Code is available
at https://github.com/Chen-Junbao/FedCCFA.

1 Introduction

Federated Learning (FL) [28] is an emerging privacy-preserving machine learning paradigm that
allows multiple clients to collaboratively train a global model without sharing their raw data. In FL,
clients train the models on their local data and send the updated models to the server for aggregation.
Driven by the growing need for privacy protection, FL has been widely applied in various real-world
scenarios [8, (16,130, 44].

One significant challenge in FL is data heterogeneity, which denotes the discrepancies in the data
distributions across clients. Such discrepancies can hinder the convergence of the global model.
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However, existing works neglect a real-world setting where data heterogeneity and distributed
concept drift simultaneously exist. Unlike conventional concept drift in centralized machine learning
[L141251 126, 138], distributed concept drift [[19] involves multiple clients experiencing different concept
drifts at different times. For example, for the same medical image, diagnoses can vary among doctors
(i.e., concept drift across clients), and even a doctor may offer different diagnoses at different times
(i.e., concept drift across times). Moreover, the distribution of medical images varies across hospitals
(i.e., data heterogeneity). This setting significantly degrades the performance of most FL. methods,
especially those using a single global model, because the model cannot provide different outputs
for the same input. A similar research problem is multistream classification [4, 15, 46]], where a
sampling bias may exist between the distributions represented by source stream and target stream.
Different from this problem, distributed concept drift focuses on the changing conditional distribution
P(Y|X) across clients and over time. For each client at any round, training and test data distribution
are assumed to be similar.

Several recent works have recognized the concept drift problem in FL. However, as discussed above,
these single-model solutions [2} 13} 15} [14}32]] are ill-suited for distributed concept drift. FedDrift [19]
considers distributed concept drift and employs multiple models to address this problem. However,
FedDrift significantly increases the computation overhead for its distance measure and the storage
overhead for multiple entire models. In addition, since the data heterogeneity can affect the loss
estimation, FedDrift may fail to merge the models under the same concept. Experimental details are

provided in Appendix

To tackle distributed concept drift, we analyze
how it affects the model training in FL. In this
work, we focus on real drift [11,[38]] in concept
drift, where the conditional distribution P(Y|X) /
changes. When P(Y|X) varies across clients,
the representation should not be affected, as the
marginal distribution P(X) is invariant. How-
ever, as shown in Figureﬂ], when vanilla FedAvg D VP e
is adopted and distributed concept drift occurs 0 50 100 150 200 0 50 100 150 200
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tation update increases drastically, suggesting
that the drift leads to large gradients in the repre-
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sentation. Furthermore, the accuracy of vanilla
FedAvg drops rapidly and cannot recover to the
accuracy before the drift, indicating the unsuit-
ability of the single-model solution.

Motivated by the observations and analyses

Figure 1: The impact of distributed concept drift
on model training. Distributed concept drift occurs
at round 100. Decoupled: classifier-then-extractor
learning method. Decoupled-Clustering: Decou-
pled method with classifier clustering.

above, we decouple the network into an extrac-

tor and a classifier, and first train the classifier while fixing the extractor. After the classifier learns new
conditional distribution, small gradients will be back-propagated to the extractor, and then we train the
extractor. This decoupled method can effectively adapt to distributed concept drift, demonstrated by
the much higher accuracy than FedAvg in Figure[I] The small gradient norm of representation at drift
round also indicates the small gradients back-propagated from classifier. However, some clients may
share similar P()|X’), and pure decoupled methods neglect the fine-grained collaboration between
local classifiers. This will make each client’s local classifier overfit to its local data. To enhance
generalization performance, we develop a class-level classifier clustering method. Our clustering
method separates the classifier for each class (referred to as class classifier), and then aggregates
clients’ class classifiers trained under the same conditional distribution P(Y|X’). The clients under
the same conditional distribution share the aggregated class classifiers. This aggregation reduces
the bias introduced by any single client’s data, contributing to improved generalization performance.
As shown in Figure [I] with the benefit of classifier clustering, the generalization performance is
further improved, demonstrated by higher accuracy and smaller gradient norm. To remedy the data
heterogeneity under distributed concept drift, we propose an adaptive feature alignment method,
which aligns the feature spaces of the clients with the same conditional distribution P(Y|X) and
adjusts the alignment weight according to the entropy of label distribution.

To summarize our contributions:



1. We explore the impact of distributed concept drift on FL training and propose a class-level classifier
clustering approach that not only adapts to this drift but also enhances generalization performance

(Section [T).

2. We propose clustered feature anchors to achieve feature alignment under distributed concept drift
and propose an adaptive alignment weight to prevent severe data heterogeneity from impeding main
task learning (Section 4.2).

3. We propose FedCCFA, a federated learning framework with classifier clustering and feature
alignment (see Section[4.3). In Section [5] we conduct extensive experiments and empirical results
demonstrate that FedCCFA can effectively adapt to distributed concept drift under data heterogeneity
and significantly outperforms existing methods.

2 Related work

Concept drift in FL. Concept drift has been extensively studied in centralized machine learning
[LL1L 1120 250 1261 138]]. Several recent works have recognized the concept drift problem in FL and
proposed methods to tackle this issue, including regularization [5], continual learning [3}[14]] and
adaptive learning rate [2,[32]. These works assume that the conditional distributions P(Y|X) of all
clients’ dataset are the same, so only a single global model is trained. However, as proposed in [[19]
and discussed in Section [T} distributed concept drift may exist in FL setting and the single-model
solution fails to adapt to this drift. To address this problem, FedDrift [19] creates new models based
on drift detection and adaptively merges models by hierarchical clustering. However, FedDrift still
faces some challenges: 1) incorrect model merging caused by data heterogeneity; 2) high computation
and communication overhead for measuring cluster distance; 3) high storage cost for maintaining
multiple global models.

Data heterogeneity in FL.. Data heterogeneity hinders fast convergence when using vanilla FedAvg
[28]. In this work, we focus on the heterogeneity of label distributions (referred to as label distribution
skew). To alleviate this issue, previous works either focus on local training [[1} 20} 22} 24} 29] or
global aggregation [[17, 18} (333914 1]. To further study how data heterogeneity affects FL, several
recent works have focused on the representation of model, such as dimensional collapse [36] and
inconsistent feature spaces [43}145] 48, 50]. To align clients’ feature spaces, FedFA [50] and FedPAC
[43]] regularize the /5 distance between local features and global anchors. To promote more precise
alignment, FedFM [45]] uses a contrastive-guiding method to further maximize the distance between
the feature and non-corresponding anchors. However, severe data heterogeneity may significantly
increase the loss of feature alignment, hindering the model convergence.

Clustered FL and personalized FL. Some clustered FL. methods group clients with the same data
distribution into a cluster, which can also adapt to distributed concept drift. To group clients, several
works measure the similarity based on gradient information [9, [10, 135]] or training loss [13} 27]].
However, these methods face the following challenges: 1) unknown number of clusters; 2) large
computation and communication overhead for estimating the training loss; 3) considerable storage
cost for multiple global models. Personalized FL. methods [6} 23} 31} 137,43, 49] are also robust to
distributed concept drift, since each client trains a local model for its local data distribution. However,
most personalized FL methods neglect the classifier collaboration among the clients with similar data
distributions, limiting the performance of models. Different from personalized FL approaches, this
work focuses on generalized FL, aiming to enhance generalization performance.

3 Problem formulation

We consider a FL setting where there are K clients and a central server. The k-th client has a local
dataset Dy, with data distribution P (X, )), where X’ is the input space and ) is the label space with
C classes. Let £(w; x, y) be the task-specific loss function associated with model w and data sample
(x,y). The global objective of FL can be formulated as:

K
v{,réiﬂgld{F(w) = Zkak(W)} (D
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where p, is the aggregation weight of the k-th client and F(w) := E(x y)~p, [(x(W; X, y)] is the
local objective.

To distinguish different types of concept drift, we decompose the joint distribution P(X,)) as:
P(x,Y)=P(X)P(Y|X)= P(Y)P(X|Y). In this work, we focus on the real drift in concept drift.
Real drift means that the conditional distribution at round ¢ may be different from that at the previous
round, i.e., P®)(Y|X) # P~ (Y|X). In addition, under distributed concept drift, this conditional

distribution may vary across clients, i.e., Pi(t) Y|X) # Pj(t) (YV|X).

To address distributed concept drift, we decouple the model parameterized by w = {0, ¢} into a
feature extractor fg parameterized by @ and a classifier fy parameterized by ¢. Given a sample
(x,y) € X x ), the feature extractor fg : X — Z maps the input x into a feature vector z = fg(x)
in the feature space Z, and then the classifier fy : Z — ) maps the feature vector z to the label
space ). All clients share the feature extractor and each client maintains its local classifier. To
align clients’ feature spaces, we introduce a regularization term G (0; Ay) into the local objective
function. Here, Ay, represents a form of global information that client & uses to align its feature space.
Let ® = {¢;, ¢, . . ., @, } denote the set of all clients’ local classifier parameters and 8 denote the
parameters of shared feature extractor. The global objective can be reformulated as:

mm{F (6, ®) Zpk [Fi (8, @) + AGr(0; Ap)} @

where ) is the weight of feature ahgnment.

4 Methodology

FedCCFA decouples the network into a feature extractor fg and a classifier fg. In FedCCFA, the
classifier is the last layer of the model (i.e., a linear classifier), and the feature extractor is composed
of the remaining layers. In this section, we first present two methods used in FedCCFA and then
describe the design of FedCCFA.

4.1 Classifier clustering

For better classifier collaboration, we introduce a new method for client clustering. Specifically, all
clients share the same extractor and train their personal classifiers. Given the identical dimension
reduction z = fg(x), the personal classifier learns the local data distribution. Therefore, the linear
classifiers with similar weights exhibit similar data distributions, especially the conditional distribution
P(Y|X). Different from existing clustered FL methods, FedCCFA directly uses the classifier weights
for clustering, which significantly reduces the computation and communication cost.

However, if using the weights of local classifiers, clustering may be disturbed by two factors: (1)
variation in the classifier weights before training, and (2) class imbalance. For the first one, since
clients’ classifiers are different before local training, the classifiers trained under the same conditional
distribution may differ significantly, which can lead to wrong clustering results. For the second one,
the classifier can be easily biased towards head classes with massive training data, so the classifiers
trained under the similar marginal distributions P(X") may be grouped, although their conditional
distributions P(Y|X’) are different.

Balanced classifier training. To address the above two problems, before local classifier training,
FedCCFA trains a balanced classifier and uses it for classifier clustering. Specifically, to ensure that
the classifier weights before training are identical, each selected client k& € Z() updates its classifier

¢,(€t) by the initial global classifier ¢(0). Then, to address class imbalance, client k£ samples a balanced
batch b,(:) from D,(ct) to train its classifier d),(:) while fixing its extractor 6’5:):

o1 o —naVaFi(6,. ") Q)
where 74 denotes the learning rate for classifier.

L. . . . o (T .
After s training iterations, client k saves the balanced classifier cl)EC ) and sends it to the server after
local training. Note that, to reduce additional computation cost, we randomly select 5 samples for



each class ¢ € [C] (i.e., the balanced batch size |b§€t)| is 5 % C), and set training iterations s to a small
value.

Class-level clustering. Unlike FedPAC [43] that uses entire classifier for collaboration, FedCCFA
conducts classifier clustering at class-level. Specifically, after receiving all balanced classifiers

o (¢ . .
{¢1(< )}, the server separates these classifiers for each class (referred to as class classifier). Then,
for each class c, the server measures the class-level distance D, (4, j) between client ¢ and client j

by their class classifiers (]5 and (b , where i, j € 1), To effectively measure distance between
high-dimensional vectors, we exploit MADD [34] and realize a measure based on cosine distance:

1 £ A (t t) A (t

- - _ i (®)

De(ind) = =g 2o (Cos(d0. &) — Cos(jn )| VijeT® @
q€Z®\{i,j}

where C'os(a, b) denotes the cosine distance between vector a and b.

After getting the distance matrix D., DBSCAN clustering algorithm is used to get the class-level
clusters Sc(t). For each cluster Sr(,f)c € Sc(t), clustered class classifier is aggregated as:

me = |5<t)| > ol vs e sw )
el pesth.

Q I

where |S£,f)c| denotes the number of clients in cluster S,%?c. Each client £ € Sffl?c updates its local

class classifier (;5,(;)0 by é&g? .- Here we use uniform aggregation considering privacy concerns. More
details about aggregation method are shown in Appendix [C.6]

4.2 Adaptive feature alignment

To alleviate the inconsistency in feature spaces [45], we introduce a regularization term into the
local objective function to align clients’ feature spaces. Compared to existing alignment methods
[431145,150]], our method is robust to two challenges: concept drift and the degree of data heterogeneity.

Clustered feature anchors. Existing feature alignment methods suppose that all clients’ condi-
tional distributions P(Y|X) are identical. Based on this, global feature anchors [45}[50] (also known
as feature centroids [43]]) are leveraged to align clients’ feature spaces. However, under distributed
concept drift scenario, the conditional distribution P(Y|X) may vary across clients, which can result
in the differences in feature anchors. Therefore, clients require the global anchors that match their
conditional distributions; otherwise, incorrect global anchors can mislead feature alignment. Moti-
vated by this, we propose a feature alignment method using clustered feature anchors. Specifically, at
round ¢, each client uses its feature extractor 9,(:) to compute the local feature anchor a,(c?: for each
class c:

1
a}j}c_| o Y. fen®), Veell] 6)

(x c)ED(t)

Then, with the help of our class-level clustering, we compute the global feature anchor .Am ¢ of class
c for each cluster an?c.

1
AD = —— 50 S, s, e s 7

keSH.

Finally, each client k£ € S,(,?C uses its global anchors .Af:) {A(t) 1€, to align its feature space
during local training. FedCCFA leverages the contrastive-guiding loss proposed in FedFM [435]], but
uses clustered feature anchors. Let sim(u, v) denote the cosine similarity between u and v. Then
the alignment loss function for a sample (x, ¢) with label ¢ is defined as:

), 40 exp(sim(fom (%), A;) /)
Gk(gk ;‘Ak ) = —log e : k G 8)
Doic eXP(Slm(fgg) (%), A,‘.vi)/r)

where o (x) is the representation vector of input x and 7 denotes a temperature parameter.
k
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Figure 2: An overview of the proposed FedCCFA. Clients train balanced classifiers and local models,
and then generate local anchors. The server performs client clustering with the help of balanced
classifiers, and then aggregates local models and local anchors.

Adaptive alignment weight. In existing feature alignment methods [43} 45] |50], the alignment
weight is fixed and all clients use the same weight. However, severe data heterogeneity will signif-
icantly increase the gradients of alignment term, impeding the main task learning. Experimental
results are presented in Table [5] To balance the main task learning and feature alignment, it is
essential to reduce the alignment weight under severe data heterogeneity. Note that, in this work,
we focus on the label distribution skew and the degree of this heterogeneity can be reflected by
the marginal distribution P,Et)())). Based on this intuition, we leverage the entropy of marginal

distribution P,Et) (), denoted as 'H(P,it) ())), to adaptively determine the alignment weight:

H P(t) Y
o) 0 — ool (0. 0}) + LI 00 A0 ©)
where 1g denotes the learning rate for extractor and -y is the scaling factor. For the round T} to start
feature alignment, we use the empirical value T = 20 proposed in FedFM [45]].

4.3 FedCCFA

We now present FedCCFA, a federated learning framework to adapt to distributed concept drift under
data heterogeneity. The pipeline of FedCCFA is shown in Figure 2| The procedure of FedCCFA is
formally presented in Algorithm[I]in Appendix [A]

Local training. At each round ¢, each selected client k& € Z(*) updates its extractor 0,(5) by the
global extractor 6, and then starts local training procedure. Specifically, each client trains a
balanced classifier (Equation [3) for client clustering. Then, it fixes its feature extractor and trains
local classifier to adapt to concept drift. Finally, it trains its feature extractor (Equation[J). Since
the classifier (;S,(f) learns the conditional distribution P,gt) (Y| X), concept drift will not lead to larges
gradients in the representation. After local training, each client generates its local anchors for each
class (Equation [6)).

Global aggregation. After receiving the local parameters and local anchors, the server starts the
aggregation procedure. Specifically, the server performs client clustering with the help of balanced
classifiers. Then, the server aggregates all feature extractors:



1
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Finally, according to the clustering results, the server aggregates local classifiers and local anchors
for each cluster.

5 Experiments

5.1 Experimental setup

Datasets and models. We conduct experiments on three datasets, namely Fashion-MNIST [42],
CIFAR-10 [21] and CINIC-10 [7]. We construct two different CNN models for Fashion-MNIST and
CIFAR-10/CINIC-10, respectively. Details of datasets and models are provided in Appendix

Baselines. We compare FedCCFA against the methods falling under the following categories:
(1) single-model methods without drift adaptation: FedAvg [28]], FedProx [24], SCAFFOLD [_20]
and FedFM [435]]; (2) single-model methods with drift adaptation: Adaptive-FedAvg (shortened to
AdapFedAvg) [2] and Flash [32]; (3) personalized FL. methods: pFedMe [37], Ditto [23], FedRep
[6], FedBABU [31]] and FedPAC [43]]; (4) clustered FL methods: IFCA [13]] and FedDrift [[19].

Federated learning settings. We consider two FL scenarios: 20 clients with full participation and
100 clients with 20% participation. We use a widely considered non-IID setting [22,139,47]: for each
class ¢ € [C], we sample a probability vector p. = (pc,1,Pe.2; - - -, Pe,ic) ~ Dir () and allocate
a px proportion of instances of class c to client k& € [K], where Dirg (c) denotes the Dirichlet
distribution with concentration parameter «v; smaller « means more unbalanced partition. To evaluate
the adaptability to concept drift, each client’s training set contains at least 5 samples per class.

Concept drift settings. In this work, we focus on the distributed concept drift proposed in [19],
where the conditional distribution P()|X) varies over time and across clients. We use three label
swapping settings to simulate the conditional distribution changes across clients: for client k € [K],
(1) class 1 and class 2 are swapped if k%10 < 3; (2) class 3 and class 4 are swapped if 3 <=
k%10 <= 5; (3) class 5 and class 6 are swapped if k%10 > 5. We simulate three patterns of
conditional distribution changes over time: (1) Sudden Drift. All label swapping settings occur at
round 100; (2) Incremental Drift. Label swapping settings (1), (2) and (3) occur at round 100, 110
and 120, respectively; (3) Reoccurring Drift. All label swapping settings occur at round 100, and
these settings occur again at round 150.

Implementation details. We run 200 communication rounds for all experiments. To comprehen-
sively evaluate the generalized performance and drift adaptability, for each client, we report the
generalized accuracy of its model on the whole test set. In particular, the conditional distributions
P(Y|X) of each client’s training set and test set are the same at every round. For clustered and
single-model methods, each client evaluates its global model; for the other methods, each client
evaluates its personal model (or the combination of global extractor and personal classifier). Finally,
we report the average accuracy across clients at the last round. For local training, we use SGD
optimizer. The weight decay is 0.00001 and the SGD momentum is 0.9. For all datasets, we set local
epochs I = 5. For the decoupled methods, extractor learning rate is 0.01 and classifier learning
rate is 0.1; for the other methods, local learning rate is 0.01. For FedCCFA, scaling factor ~ is 20.0,
iterations of balanced training s is 5 and balanced batch size is 5 x C' (5 samples per class). For
classifier clustering, maximum distance € and minimum samples used in DBSCAN algorithm are 0.1
and 1, respectively. More details of hyperparameters are provided in Appendix

5.2 Experimental results

We focus on three points in our experiments: (1) the generalization performance of FedCCFA; (2) the
adaptability to distributed concept drift compared to existing methods; (3) the effects of our classifier
clustering and adaptive alignment weight. Full experimental results are provided in Appendix



Table 1: Generalized accuracy under Dir(0.5). The sample ratio is 100% and 20% for 20 clients and
100 clients, respectively. All results are averaged over 3 runs (mean =+ std).

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 90.5740.18 90.22+0.33 78.56+0.20 74.05+0.72 62.23+£0.28 58.28+0.21
FedProx 90.2940.17 90.224+0.02 78.494+0.20 73.50+0.61 62.17+0.35 58.40+0.86
SCAFFOLD  90.334+0.04 87.724+0.19 75.84+0.71 59.01+0.74 58.9240.12 47.69+0.35
FedFM 90.03+0.26  90.204+0.35 78.97+0.43 74.89+0.42 62.96+0.27 58.66+0.13
AdapFedAvg 90.42+0.25 90.394+0.11 78.2840.38 73.91£0.69 61.96+0.30 58.80+£0.42
Flash 90.1940.05 89.944+0.30 78.01+0.61 75.13+0.23 61.11+0.43 60.30+0.25
pFedMe 85.06+0.32 84.81+0.31 63.084+1.28 51.4940.08 43.754+0.07 41.8040.49
Ditto 90.33+0.15 89.73+£0.19 77.03+0.39 72.264+0.44 59.30£0.25 56.33+0.10
FedRep 81.70+£0.10  80.3940.30 64.084+0.30 52.194+1.50 43.63+0.38 38.484+0.12
FedBABU 76.83+1.66 80.69+0.54 58.9940.25 55.424+0.21 40.74+£0.21 41.43+0.26
FedPAC 85.01£0.39 87.61£0.26 67.96+0.40 67.77+0.36 43.83+0.69 47.5040.38
IFCA 86.99+1.17 88.61+0.51 64.10+0.75 72.53+0.30 48.43+1.48 57.8440.18
FedDrift 90.384+0.36  90.334+0.16 78.594+0.35 73.70+0.76 62.12+0.23 58.48+0.72

FedCCFA 89.81+£0.36  89.74+0.18 78.38+0.56 74.444+0.26 61.13+0.25 58.70+0.33

Table 2: Generalized accuracy under sudden drift setting and Dir(0.5). The sample ratio is 100%
and 20% for 20 clients and 100 clients, respectively. All results are averaged over 3 runs (mean +
std).

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 67.81£1.12 68.15£1.98 60.96+0.37 58.15+0.23 49.69+£0.16 46.18+0.39
FedProx 69.25+0.60 68.47+0.19 61.25+0.20 57.68+0.11 49.45+0.40 46.11+0.59
SCAFFOLD 69.92+1.24 69.664+0.24 58.67+£0.39 4587+1.29 46.344+0.70 37.94+1.43
FedFM 68.484+0.79 69.124+0.34 60.61+0.27 57.51+£0.35 50.25+0.11 46.23+0.81
AdapFedAvg 69.30+£1.06 68.864+0.53 60.92+0.20 58.23£0.30 49.86+0.36 46.34+0.19
Flash 10.00+0.00  71.16+0.28 59.844+0.75 60.49+0.27 49.44+0.41 49.28+0.40
pFedMe 82.37£0.09 77.66+£0.17 58.9241.64 44.15+1.08 41.344+0.22 37.76+0.78
Ditto 78.51£0.82 79.62+0.31 67.45+0.01 63.35+0.67 51.06£0.26 48.40+0.34
FedRep 81.99+0.37 81.07£0.29 64.51+0.86 53.304+1.51 44.004+0.26 38.15+0.14
FedBABU 79.83+0.18 81.68+0.10 58.87+0.50 55.2940.61 41.24+0.90 40.49+0.30
FedPAC 84.00+0.47 87.24+0.16 66.47+0.30 64.73+1.22 44.384+0.18 46.224+0.47
IFCA 87.02+0.06 88.25+0.21 61.2440.32 57.31+0.44 44.044+2.00 45.434+0.22
FedDrift 78.954+1.30 87.75+0.04 48.17+2.43 57.26+0.36 34.23+0.04 45.60+1.07

FedCCFA 89.50+£0.10 89.39+0.14 76.95+0.63 73.21+0.82 51.12+1.70  52.62+0.51

Performance without concept drift. First, we evaluate all methods under the no drift setting,
and these results are the base performance compared against various concept drift settings. For
each method, we run three trials and report the mean and standard deviation. Table[T] presents the
generalized accuracy under Dir(0.5). We observe that FedCCFA outperforms all decoupled methods
(FedRep, FedBABU and FedPAC) and personalized FL methods (pFedMe and Ditto), indicating that
FedCCFA enhances the generalization performance of local classifiers. Besides, the performance of
IFCA under 20 clients with 100% participation is worse than the performance under 100 clients with
20% participation. This is because multiple global models are trained under similar data distribution
(i.e., each global model is trained with much less data). In contrast, with the help of our classifier
clustering, clients with similar data distribution will share the same classifier. Compared with
single-model methods, FedCCFA achieves lower accuracy, which is attributed to decoupled training.
Specifically, for decoupled methods (e.g., FedPAC, FedRep and our FedCCFA), training the classifier
first might cause it to fit the initial features, resulting in gradient attenuation during backpropagation.
This will restrict the subsequent extractor’s training process and prevent it from optimally learning



Table 3: Ablation study on the clustering input.  Table 4: Ablation study on alignment methods.
We run experiments under sudden drift setting ~ We run experiments under sudden drift setting

and Dir(0.5). We apply partial participation. and Dir(0.5). We apply partial participation.
Clustering input CIFAR-10 Alignment methods ~ CIFAR-10
local classifiers 68.394+0.71 w/o alignment 71.40£0.43
balanced classifiers 73.21+0.82 w/o clustered 72.77+0.71
oracle 73.55+0.27 w/ clustered 73.21£0.82

Table 5: Ablation study on adaptive alignment weight. We apply partial participation. Experiments
are run on CIFAR-10 and all results are averaged over 3 runs (mean = std).

Weight Dir(0.01)  Dir(0.1)  Dir(0.5)
fixed (0) 62464092 69.33+1.47 72.78+0.53

fixed (0.1) 57.86£1.91 70.72+0.83 73.83+0.53
fixed (1.0) 40.89£3.97 67.43+1.08 74.80+0.41

v =10 60.30+0.79  69.75+0.19 74.97+0.48
v=20 61.294+0.59 70.21+£0.48 74.44+0.26
v =50 62.15+£0.49 70.11£1.05 73.32£0.06

features. In contrast, when training the entire model together, all layers can simultaneously adapt to
the training data, allowing them to synergize effectively.

Performance under distributed concept drift. Next, we evaluate all methods under the distributed
concept drift setting. Table 2] presents the generalized accuracy under this setting. We observe that
FedCCFA significantly outperforms all baselines. Specifically, under full participation (i.e., 20 clients
with 100% participation), FedCCFA outperforms the second-best method 2.48%, 9.50% and 0.06%
on Fashion-MNIST, CIFAR-10 and CINIC-10, respectively; under partial participation (i.e., 100
clients with 20% participation), FedCCFA outperforms the second-best method 1.14%, 8.48% and
3.34% on Fashion-MNIST, CIFAR-10 and CINIC-10, respectively. Compared with the no drift
setting, the results of accuracy decrease are shown in Appendix [C.2] These results also show that
(1) personalized FL. methods can effectively adapt to distributed concept drift, demonstrated by the
smaller accuracy decrease compared with single-model methods; (2) clustered FL methods may
fail to adapt to distributed concept drift under data heterogeneity, because clustering results may be
affected by data heterogeneity.

Effects of balanced classifier training. As analyzed in Section[4.1] balanced classifier training is
crucial for classifier clustering. We conduct experiments under sudden drift setting and Table [3]shows
the results of our ablation study on the input of clustering. We see that using the weights of balanced
classifiers can significantly increase the generalized accuracy. Furthermore, to demonstrate that
accurate clustering results contribute to this improvement, we compare our method against an oracle
method which has knowledge about the accurate clustering results at each round. Experimental results
show that oracle method indeed increases the generalized accuracy and our method is comparable to
the oracle method. These results demonstrate that classifier clustering can enhance the generalization
performance and our method achieves accurate clustering.

Effects of clustered feature anchors. To verify the efficacy of clustered feature anchors, we ablate
FedCCFA by a variety of alignment methods. From Tabled] we see that (1) feature alignment can
boost the accuracy under data heterogeneity; (2) clustered feature anchors can facilitate more precise
feature alignment under distributed concept drift.

Effects of adaptive alignment weight. We turn the degree of data heterogeneity (o € {0.01,0.1,0.5}
and smaller « corresponds to more severe heterogeneity), and report the average accuracy in Table
First, we conduct experiments with various fixed alignment weights {0,0.1,1.0}. Experimental
results show that small alignment weight is better under severe data heterogeneity. In addition,
under Dir(0.01), training without feature alignment outperforms training with feature alignment,
indicating that feature alignment impedes main task learning under this setting. Then, we turn the



scaling factor v € {20,50,100}. We see that our adaptive alignment weight is robust to the degree
of data heterogeneity and the performance is not sensitive to the scaling factor.

6 Conclusion

In this work, we take a further step towards distributed concept drift in federated learning. We have
shown that FedCCFA can effectively adapt to distributed concept drift, and outperforms existing
methods under various concept drift settings. Further experiments suggest that our classifier clustering
method significantly enhances the generalization performance for decoupled FL methods. Besides,
our clustered feature anchors can enhance the precision of feature alignment and our adaptive
alignment weight can stabilize the training process when using feature alignment under severe
heterogeneity. We hope that FedCCFA can inspire more works on classifier collaboration and other
types of concept drift in federated learning.

Limitations. FedCCFA takes some steps to train balanced classifiers, which increases computation
cost. Although we reduce it by setting small iteration and batch size, it is preferable to remove these
steps. We will investigate other efficient methods in the future. Besides, feature alignment, used in
FedCCFA, FedFM and FedPAC, could impede main task learning under severe data heterogeneity.
Therefore, research on the feature alignment under severe heterogeneity is also of interest.
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A Algorithm

The procedure of FedCCFA is formally presented in Algorithm|l} Compared with decoupled FL.
methods [6} [31]], the sections with green color and red color are the additional computation and
communication steps, respectively.

Local training. At each round ¢, each selected client k € Z(*) first updates its extractor 0,(:) by

the global extractor 0™ . Then, it starts local training procedure. Lines 6-7, Line 8, Line 9 and
Lines 10-12 correspond to balanced classifier training, local classifier training, extractor training and

local anchor calculation, respectively. Since the classifier qb,(f) learns the conditional distribution
P,gt) (Y] X), concept drift will not lead to larges gradients in the representation.

Global aggregation. After receiving the local parameters and local anchors, the server starts the
aggregation procedure. Line 15, Lines 17-18 and Line 20 correspond to extractor aggregation,
class-level clustering and the aggregation of classifiers and anchors, respectively. Note that, for better
description, each client updates its classifiers and global anchors in a double loop, as described in
Line 21. In the implementation, the server sends aggregated class classifiers and global anchors to
each client at the end of round ¢.

Algorithm 1 FedCCFA

1: Input: number of communication rounds 7', initial model w = {6, ¢}, extractor learning rate g,
classifier learning rate 74, number of local epochs F, iterations of balanced training s, maximum
distance e.

2: Initialize w(® = {6© ¢V}

3. fort=0,1,...,7T —1do

4: Sample clients Z(Y) C [K] and broadcast {8, $(®)} to each selected client
5. forclient k € Z(®) in parallel do
6: Set 0,(5) S qb,(f) = ¢(?, and sample a balanced batch bgf)
7 Update cf),(:) as l) for s iterations, and save it as (}5,(;) > train balanced classifier
8 Set ¢,(f) = ,(:_1 , and update qS,(f) as (3)) for 1 epoch > train local classifier
9: Update 0,(:) as (9) for £ epochs > train extractor
10 for class ¢ € [CTdo
11: compute the local feature anchor al(f’)c as (El)
12: end for( :
~(t
13: Send ¢, . ¢\, 6" and {a,(fl ¢, to server
14: end for
15: Update global extractor: 1) = — e |D,(:)\9£.t)
Zkezt |Dk ‘
16: for class ¢ € [C] do
17: Vi, j € I®: calculate class-level distance D, (i, j) between éftc) and &)Eti
18: S{Y « DBSCAN(D,, €)
19: for each cluster S,(ﬁ?c e S do
20: get Epff)c and Aﬁ,i{c as and , respectively
21: client & sets (;S,g)c = (ESSL . and appends Aﬁ,?,c to .A,(f), Vk € Sr(rf?c
22: end for
23: end for
24: end for
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B Experimental details

All experiments are conducted using PyTorch and all results are produced with an Intel Core i7-
13700K CPU and a NVIDIA GeForce RTX 4090 GPU. The required memory is around 2GB -
7GB.

B.1 Datasets and models
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Figure 3: Data partition visualization under 20 clients with full participation.
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Figure 4: Data partition visualization under 100 clients with 20% participation.

We evaluate our method and all baselines on three datasets: (1) Fashion-MNIST [42]]: a dataset
comprising of 28x28 grayscale images of 70,000 fashion products from 10 categories (7,000 images
per category), where the training set has 60,000 images and the test set has 10,000 images; (2)
CIFAR-10 [21]): a dataset consisting of 60,000 32%#32 color images in 10 classes (6,000 images per
class), where the training set has 50,000 images and the test set has 10,000 images; (3) CINIC-10 [[7]:
an augmented extension of CIFAR-10, containing the images from CIFAR-10 (60,000 images) and a
selection of ImageNet (210,000 images downsampled to 32*32). We use the same model architectures
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as those used in FedPAC [43]]. For Fashion-MNIST, we construct a CNN model consisting of two
convolution layers with 16 5*5 and 32 5%*5 filters respectively, each followed by a max pooling
layer, and two fully-connected layers with 128 and 10 neurons before softmax layer. For CIFAR-10
and CINIC-10, the CNN model is similar to the model used for Fashion-MNIST but has one more
convolution layer with 64 5*5 filters.

We visualize the data partition for CIFAR-10 and CINIC-10 under two degrees of data heterogeneity
(i.e., Dir(0.1) and Dir(0.5)). Figure|3|shows the partition visualization under full participation
(i-e., 20 clients with 100% participation). Since CINIC-10 is much larger than CIFAR-10 and we
consider the setting where clients have different data sizes (i.e., quantity skew), data distribution of
CINIC-10 is more biased. Figure {f] shows the partition visualization under partial participation (i.e.,
100 clients with 20% participation). We randomly choose 20 clients for visualization. We see that
data heterogeneity is more severe under full participation, due to more severe quantity skew.

B.2 Hyperparameters

We employ SGD as the optimizer for all methods. The batch size is set to 64, the momentum is set to
0.9 and the weight decay is set to 0.00001. For all datasets, we set local epochs EZ = 5. In particular,
for the decoupled methods, we first train the classifier for 1 epoch with learning rate 74 = 0.1, and
then train the extractor for 5 epochs with learning rate ng = 0.01, aiming to reduce the computation
cost; for the other methods, we set local learning rate 7 = 0.01.

For FedCCFA, we turn the scaling factor v € {5.0,10.0,20.0,50.0,100.0}, and set it to 20.0
according to the results in Figure we turn the maximum distance € € {0.05,0.10,0.15,0.20}, and
set it to 0.10 according to the results in Figure [f]

For IFCA, we set the number of clusters k£ = 4, which is the oracle knowledge of the ground-truth
clustering. For the following baselines, we tune their hyperparameters on CIFAR-10 under no concept
drift and Dir(0.5), and select the best hyperparameters for all settings:

FedDrift: we turn the detection threshold § € {0.1,0.2,0.5,1.0,5.0}, and set it to 0.5.

FedFM: we turn the penalty coefficient A € {0.1,0.5,1.0,5.0,10.0, 50.0}, and set it to 1.0.
FedPAC: we turn the penalty coefficient A € {0.1,0.5,1.0,5.0,10.0,50.0}, and set it to 1.0.
Flash: we turn the server learning rate n, € {0.005,0.01,0.02,0.1,1.0}, and set it to 0.01.
SCAFFOLD: we turn the server learning rate n, € {0.005, 0.01,0.02,0.1,1.0}, and set it to 1.0.

pFedMe: we turn K € {1,5, 7}, and set it to 5; we turn A € {0.1,0.5,1.0,5.0,10.0,15.0}, and set
it to 1.0.

Ditto: we turn penalty coefficient A € {0.1,0.5,1.0, 5.0}, and set it to 5.0.
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Figure 5: Ablation study on scaling factor .  Figure 6: Ablation study on maximum distance
~ = 20 is an optimal selection. € in DBSCAN. € = 0.1 is an optimal selection.
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C Additional experimental results

C.1 Performance under Dir(0.1)

We evaluate all methods under no drift setting and Dir(0.1). Table E] shows the generalized accuracy
under Dir(0.1). We observe that, on CIFAR-10 and CINIC-10 with 20% participation, FedCCFA
outperforms baselines. Besides, FedCCFA outperforms all decoupled methods and personalized
FL methods, showing that FedCCFA boosts the generalization performance of classifiers under this
setting. We find that gradient explosion occurs when adopting FedPAC and FedRep on CINIC-10
with full participation. Under this setting, data heterogeneity is much severe (as shown in Figure[3))
and classifier is extremely biased. Such classifier could lead to gradient explosion when using high
classifier learning rate, so the accuracy of FedRep may drop to 10% and FedPAC fails to finish FL.
training due to abnormal inputs to its classifier collaboration. Since FedBABU uses the initial global
classifier during training and FedCCFA uses clustered classifiers, this problem is alleviated.

Table 6: Generalized accuracy under Dir(0.1). The sample ratio is 100% and 20% for 20 clients and
100 clients, respectively. All results are averaged over 3 runs (mean = std). FedPAC fails to finish FL.
training due to abnormal inputs to its classifier collaboration.

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 88.894+0.30 89.01+0.24 70.85+0.40 67.90+1.03  53.174+0.94  51.8440.09
FedProx 88.75+£0.11 88.92+0.57 71.254+0.63 67.48+0.05 52.97+0.44  52.1840.83
SCAFFOLD  86.56+0.25 85.52+0.06 65.03+£0.78 51.60£0.41 36.2443.56  42.24+1.53
FedFM 88.43+0.26 88.68+0.18 71.53+0.37 68.314+1.31 53.86+0.38 50.0540.92
AdapFedAvg 88.78+0.25 88.91+0.20 71.23+0.72 66.91+0.65 53.154+0.12  51.154+0.17
Flash 89.47+0.27 88.76+0.21 69.60+0.01 68.34+0.48  51.53+0.22  52.374+0.96
pFedMe 77.894+0.07 83.07£0.18 51.35+£0.11 50.894+0.04  34.07£0.21  39.8940.55
Ditto 87.224+0.02 88.004+0.08 66.744+0.37 65.18+:0.04  46.494+0.35  48.05+0.28
FedRep 71.174£0.67 76.61£0.19 44.00+£0.30 45.094+1.01 16.004+10.39 30.89+0.60
FedBABU 70.29+1.36  78.39+0.97 42.23+0.02 48.08+0.86  26.34+1.45  32.5040.42
FedPAC 74.0940.33 84.42+0.11 44.48+0.61 55.444+0.41 - 34.3440.64
IFCA 76.52+0.14 84.71+0.09 49.07+1.20 61.33+2.18  36.334+1.23  43.4043.39
FedDrift 88.864+0.02 88.884+0.19 70.71+0.30 66.994+0.57 52.34+0.09 51.64+0.32

FedCCFA 88.21+£0.40 88.32+0.22 70.74+0.30 70.21+0.48  50.13£0.62  53.50+0.05

C.2 Performance under sudden drift

We evaluate all methods under distributed concept drift and Dir(0.1). Tablepresents the generalized
accuracy under sudden drift setting. We find that FedCCFA outperforms all baselines on all datasets
except for CINIC-10 with full participation. This weakness is caused by wrong clustering results.
Specifically, in this case, the performance of global extractor is limited (the accuracy of the best
method is only 53.86% under no drift setting), so the poor extractor cannot generate good feature
vectors for the classifier. For this reason, the classifier cannot accurately learn the data distribution
and its weights may provide wrong information. Besides, we find that gradient explosion also occurs
when using FedFM on CINIC-10 with full participation. This is because severe heterogeneity will
significantly increase the loss of feature alignment term when distributed concept drift occurs. FL
methods without feature alignment are not affected, such as FedAvg, Flash and IFCA.

We present the generalized accuracy decrease under sudden drift setting to show the adaptability
to distributed concept drift. These results show that FedCCFA can effectively adapt to distributed
concept drift except for CINIC-10 with full participation (due to the poor extractor discussed above).
For personalized FL methods, thanks to their personal models or classifiers, distributed concept drift
will not affect them.
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Table 7: Generalized accuracy under sudden drift and Dir(0.1). The sample ratio is 100% and 20%
for 20 clients and 100 clients, respectively. All results are averaged over 3 runs (mean =+ std).

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 67.394+0.72 68.00+£0.35 54.87+0.46 53.71+£0.95 42.15£0.02 37.50+0.40
FedProx 68.434+0.33 68.16+0.19 55.03+0.19 53.57+0.52 42.27+0.09 38.58+0.22
SCAFFOLD  65.984+0.76 66.30+0.03 48.25+1.65 41.10+0.64 27.7840.10 34.25+0.96
FedFM 67.894+0.81 67.2940.14 55.044+0.87 53.01+0.21 10.00+0.00 36.84+1.21
AdapFedAvg 66.911+0.74 68.07+0.32 55.114+0.12 52.584+0.54 42.434+0.16 36.98+0.04
Flash 67.884+0.13 68.96+2.09 54.444+0.32 54.20+0.59 41.35+0.53 41.40+0.80
pFedMe 70.694+0.32  71.174+0.07 44.544+0.55 41.94+0.47 30.77+0.08 34.54+0.03
Ditto 72.884+0.33  73.29+0.18 55994041 52.3940.14 39.60£0.59 40.22+0.45
FedRep 71.4940.07 76.794+0.37 43.994+0.27 45.81+1.38 28.27+0.00 31.17+0.04
FedBABU 67.80+1.75 76.93+0.80 39.12+1.74 46.51+£0.20 25.80£0.34 30.97+0.40
FedPAC 69.334+0.55 79.964+0.42 41.354+0.01 50.1040.21 - 31.6040.51
IFCA 69.454+1.20 82.90+0.97 43.70+0.21 50.34+3.72 33.84+2.18 31.70+0.30
FedDrift 63.81+0.02 80.48+1.61 38.06+3.16 46.85+1.07 28.32+1.31 32.40+2.84

FedCCFA 85.22+0.08 87.63+£0.15 65.23+0.48 66.34+0.96 40.94+0.11 46.02+0.42

Table 8: Generalized accuracy decrease under sudden drift and Dir(0.5). All results are averaged
over 3 runs.

Method Fashion-MNIST CIFAR-10 CINIC-10
20 clients 100 clients 20 clients 100 clients 20 clients 100 clients

FedAvg -22.76 -22.07 -17.6 -15.9 -12.54 -12.1
FedProx -21.04 -21.75 -17.24 -15.82 -12.72 -12.29
SCAFFOLD -20.41 -18.06 -17.17 -13.14 -12.58 -9.75
FedFM -21.55 -21.08 -18.36 -17.38 -12.71 -12.43
AdapFedAvg -21.12 -21.53 -17.36 -15.68 -12.1 -12.46
Flash -80.19 -18.78 -18.17 -14.64 -11.67 -11.02
pFedMe -2.69 -7.15 -4.16 -7.34 -2.41 -4.04
Ditto -11.82 -10.11 -9.58 -8.91 -8.24 -7.93
FedRep 0.29 0.68 0.43 1.11 0.37 -0.33
FedBABU 3 0.99 -0.12 -0.13 0.5 -0.94
FedPAC -1.01 -0.37 -1.49 -3.04 0.55 -1.28
IFCA 0.03 -0.36 -2.86 -15.22 -4.39 -12.41
FedDrift -11.43 -2.58 -30.42 -16.44 -27.89 -12.88
FedCCFA -0.31 -0.35 -1.43 -1.23 -10.01 -6.08
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C.3 Performance under incremental drift

For all methods, we validate the adaptability to incremental drift, where three different concept drifts
occur at round 100, 110 and 120, respectively. Table@ shows that, under Dir(0.5), FedCCFA can
also adapt to this drift setting and outperforms all baselines.

Table 9: Generalized accuracy under incremental drift and Dir(0.5). The sample ratio is 100% and
20% for 20 clients and 100 clients, respectively. All results are averaged over 3 runs (mean =+ std).

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 69.474+1.13  68.15+£0.90 61.31+0.60 58.174+0.49  49.77+0.33  46.33+0.32
FedProx 70.04+0.70  69.06+0.20 61.02+0.35 57.77+£0.43  50.04+0.12  46.4240.43
SCAFFOLD  68.18+0.38 69.15+0.44 58.14+1.08 45.39+0.46  46.53+0.28  38.064+0.73
FedFM 68.544+0.38 68.864+0.51 61.024+0.05 57.684+0.48  50.86+0.10 46.52+0.36
AdapFedAvg 68.75+0.49 68.86+0.39 60.74+0.10 57.934+0.17  49.924+0.32  46.001+0.54
Flash 67.824+0.47 70.414+0.12 60.61+0.10 60.66+0.22  49.384+0.06  49.7740.13
pFedMe 82.384+0.41 77.1840.20 58.53+0.43 44.01+0.55 30.53+14.52 37.84+0.81
Ditto 77.90+0.69 79.56+0.21 67.57+£0.25 63.02+0.41  50.854+0.63  48.6140.19
FedRep 82.104+0.14 80.85+0.17 63.894+0.20 51.874+0.59  43.80+0.47  38.53+0.30
FedBABU 78.85+1.25 81.54+0.46 58.63+0.36 54.98+0.64 41.06+0.87 40.0440.18
FedPAC 84.104+0.36 86.66+0.31 67.21+0.60 64.784+0.37 44.07+0.16  46.24+0.25
IFCA 76.384+0.54 88.07£0.29 59.74+4.34 57.63+0.23  45.08£2.60 45.51+0.36
FedDrift 79.62+2.15 87.36+0.31 46.05+£0.07 56.32+2.33  33.63+0.93  45.1140.35
Ours 89.49+0.10 88.96+0.22 76.06+0.39 73.42+0.26 52.15+0.34  53.02+0.46

C4 Performance under reoccurring drift

To verify whether all methods could recover to the same accuracies once the original data distributions
come back, we conduct experiments under the reoccurring drift setting. Table [T0] shows that all
methods can achieve this goal under reoccurring drift and Dir(0.5).

Table 10: Generalized accuracy under reoccurring drift and Dir(0.5). The sample ratio is 100% and
20% for 20 clients and 100 clients, respectively. All results are averaged over 3 runs (mean =+ std).

Method Fashion-MNIST CIFAR-10 CINIC-10

20 clients 100 clients 20 clients 100 clients 20 clients 100 clients
FedAvg 90.38+0.14 90.024+0.16 78.37+0.56 73.56+0.28 62.164+0.18 58.66+0.04
FedProx 90.48+0.08 90.15£0.20 78.40+0.33 74.10+£0.64 62.404+0.16 58.45+0.52
SCAFFOLD 90.2240.16 87.364+0.36 75.23+0.06 57.264+0.95 58.864+0.12 46.64+0.50
FedFM 90.374+0.06 90.21£0.14 79.25+£0.25 73.74+0.23 62.56+0.46 58.66+0.57
AdapFedAvg 90.494+0.03 90.084+0.13 78.36+0.17 73.244£0.37 62.05£0.44 58.72+0.15
Flash 90.044+0.13  89.85+£0.25 77.59+£0.60 75.69+0.70 61.124+0.32 59.72+0.46
pFedMe 85.434+0.15 84.77+0.24 62.35+0.08 51.114+0.14 32.61+15.99 41.34+1.05
Ditto 90.264+0.02 89.93+0.16 77.31+£0.03 72.274+0.68 58.63+0.43 55.83+0.01
FedRep 33.704+41.05 81.29+0.26 64.09+0.37 52.71+0.45 43.64+0.56 38.60+0.30
FedBABU 80.85+1.02 81.41£0.48 60.11+0.23 55.49+0.70 41.4440.43 41.334+0.52
FedPAC 85.264+0.21 87.50+0.36 67.45+0.32 65.894+0.65 44.92+0.11 47.284+0.57
IFCA 86.96+0.16 88.51£0.76 69.824+0.57 73.43+0.48 51.3542.19 57.9040.60
FedDrift 88.294+0.72 89.43+0.47 6891+1.81 73.21+091 36.91+£0.08 56.924+0.84
Ours 90.31+0.42 89.67£0.03 78.24+0.49 73.70+0.43 60.864+0.27 59.18+0.25
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C.5 Visualization of distance matrix

To demonstrate the effectiveness of our classifier clustering, we conduct experiments on CIFAR-10
under sudden drift setting with full participation, and then visualize the distance matrices (i.e., the
input of DBSCAN algorithm) in Figure[7] The left shows the distance matrix of class 1. According to
the concept drift setting in Section for class 1, clients {0, 1,2, 10, 11, 12} should be grouped and
the others should be grouped. The right shows the distance matrix of class 5. For this class, clients
{6,7,8,9,16,17,18,19} should be grouped and the others should be grouped. These two matrices
demonstrate that our clustering method can effectively measure the distance between each client.
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Figure 7: The visualization of distance matrices at round 199 under sudden drift setting.

C.6 Ablation study on aggregation method

FedCCFA involves class-level classifier aggregation (Equation [5) and class-level feature anchor
aggregation (Equation[7). An intuitive manner is sample-number-based weighted aggregation, which
is similar to the model aggregation in FedAvg. However, this manner requires clients to upload
the sample number for each class, which may leak privacy about clients’ category distributions.
To address this problem, we consider the uniform aggregation, where all clients share the same
aggregation weight. This aggregation manner does not involve other private information. We compare
the two manners of aggregation. As shown in Table[TT] we observed that uniform aggregation even
performs better, especially under concept drift setting. This may be because that uniform aggregation
can prevent the classifier from overfitting to the classifier that is significantly biased due to data
heterogeneity.

Table 11: Ablation study on aggregation method. We apply partial participation under Dir(0.5).
Fashion-MNIST  CIFAR-10  CINIC-10

no drift (weighted) 89.39+0.16 73.06+0.69 57.41+0.12
no drift (uniform) 89.74+0.18 74.44+0.26 58.70+0.33

sudden drift (weighted) 89.141+0.31 66.49+1.21 45.60+0.38
sudden drift (uniform) 89.39+0.14 73.21+0.82 52.62+0.51

C.7 FedDrift under data heterogeneity and distributed concept drift

FedDirift [19] is the first solution for distributed concept drift, which creates new global models based
on drift detection and merges models by hierarchical clustering. However, data heterogeneity may
disturb model merging, because cluster distance could exceed the threshold under data heterogeneity.
To validate this conjecture, we present the accuracy curves and the number of used global models
during training process. The latter denotes the number of global models used by all clients at each
round. We conduct experiments under the full participation setting.
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We first present the accuracy curves and the number of used global models under homogeneous
setting in Figure[8] We see that FedDrift can creates new models under various drift settings and
accurately merges the models under the same concepts (i.e., the same conditional distributions
P(Y|X)). However, since new global models are created at drift rounds and these models need to be
retrained, FedDrift cannot rapidly reach a steady state.
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Figure 8: FedDrift on homogeneous Fashion-MNIST.

Then, we present the two indices under Dir(0.1) in Figure @ We find that FedDrift can creates new
model at drift rounds, but it cannot accurately merge the models under the same concepts. This is
because, in addition to different concepts, different label distributions can also increase the cluster
distances estimated by the loss value, which will prevent model merging. Since all clients choose the
only global model at the beginning of training process and the loss delta will not exceed the threshold
if no drift occurs, new global models will not be created under the no drift setting.
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Figure 9: FedDrift on heterogeneous Fashion-MNIST.

C.8 Computation cost comparison

To enhance client collaboration, FedPAC [43]] introduces a classifier combination method, which uses
feature statistics to estimate optimal combining weights. However, according to our experimental
results, this operation is time-consuming. We compare the computation cost of classifier collaboration
between FedCCFA and FedPAC. We count the time consumption for classifier collaboration after
sudden drift occurs, and report the average value of 10 rounds. Table[12]shows that FedPAC is more
time-consuming than FedCCFA, especially on large datasets (e.g., CINIC-10).
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Table 12: Time consumption (seconds) for classifier collaboration. All reults are averaged over 10
rounds.

Fashion-MNIST CIFAR-10 CINIC-10

FedPAC 1.35 1.67 243
FedCCFA 0.49 0.71 0.70

C.9 Personalized performance

Though this work does not focus on personalized FL, we study whether more generalized model could
bring benefits to personalization. We distribute test samples by the same Dirichlet distribution used
for training data partition, and evaluate the personalized accuracy over each client’s personal model
(or global extractor followed by personal classifier). After FL training, we fine-tune the classifier with
5 epochs and classifier learning rate is 0.01. Table [I3]|shows that FedCCFA with classifier fine-tuning
is comparable to the most performing personalized methods.

Table 13: Personalized accuracy under no drift setting. FedCCFA-FT denotes FedCCFA with
classifier fine-tuning. We apply 20% participation with 100 clients and all experiments are run on
CIFAR-10 and results are averaged over 3 runs.

pFedMe Ditto FedRep FedBABU FedPAC FedCCFA FedCCFA-FT

Dir(0.1) 6594 7884  74.26 74.46 80.24 71.99 80.52
Dir(0.5) 6042 7920 68.85 71.29 79.47 75.03 79.13
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Answer: [Yes]
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Justification: We empirically verify the effectiveness of our method in Section 5.2 and
Appendix B.
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perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We present the details of our method in Section 4. We provide the details of
experimental settings and hyperparameter selection in Section 5.1 and Appendix B.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have released our code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details of experimental settings and hyperparameter selection
in Section 5.1 and Appendix B.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We explain how we calculate the error bars in Section 5.1 and the results are
averaged over 3 runs (mean = std).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the information on the computer resources and deep learning
framework in Appendix B.

Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in this paper conform with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work focuses on distributed concept drift in federated learning. Users’
personal data is usually protected in federated learning and we do not find any possible
adverse effects on society caused by this work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the original papers that produced the datasets, including Fashion-
MNIST, CIFAR-10 and CINIC-10.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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