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Abstract

Emotion Support Conversation (ESC) is a cru-001
cial application, which aims to reduce human002
stress, offer emotional guidance, and ultimately003
enhance human mental and physical well-being.004
With the advancement of Large Language Mod-005
els (LLMs), many researchers have employed006
LLMs as the ESC models. However, the evalu-007
ation of these LLM-based ESCs remains uncer-008
tain. Inspired by the awesome development009
of role-playing agents, we propose an ESC010
Evaluation framework (i.e., ESC-Eval), which011
uses a role-playing agent to interact with ESC012
models, followed by a manual evaluation of013
the interactive dialogues. In detail, we first re-014
organize 2,801 role-playing cards from seven015
existing datasets to define the roles of the role-016
playing agent. Second, we train a specific017
role-playing model called ESC-Role which be-018
haves more like a confused person than GPT-4.019
Third, through ESC-Role and organized role020
cards, we systematically conduct experiments021
using 14 LLMs as the ESC models, includ-022
ing general AI-assistant LLMs (e.g., ChatGPT)023
and ESC-oriented LLMs (e.g., ExTES-Llama).024
We conduct comprehensive human annotations025
on interactive multi-turn dialogues of differ-026
ent ESC models. The results show that ESC-027
oriented LLMs exhibit superior ESC abilities028
compared to general AI-assistant LLMs, but029
there is still a gap behind human performance.030
Moreover, to automate the scoring process for031
future ESC models, we developed ESC-RANK,032
which trained on the annotated data, achieving033
a scoring performance surpassing 35 points of034
GPT-4.1035

1 Introduction036

With the rapid development of Large Language037

Models (LLMs), an increasing number of individu-038

als are engaging in conversations with LLMs (e.g.,039

1The data and evaluation codes will be released upon pub-
lication.

ChatGPT (Achiam et al., 2023)). Among vari- 040

ous conversational applications, Emotional Sup- 041

port Conversation (Liu et al., 2021) (ESC) stands 042

out as a particularly promising field, where peo- 043

ple can freely share their personal experiences or 044

concerns, receiving emotional support and practi- 045

cal advice. This interaction helps alleviate human 046

pressures (Langford et al., 1997; Burleson, 2003), 047

thereby improving overall well-being. Recently, 048

numerous LLM-based ESC models have received 049

wide research attention (Zheng et al., 2023b; Qiu 050

et al., 2023; Liu et al., 2023). However, effective 051

and comprehensive evaluation of these chatbots 052

remains challenging. 053

Current ESC evaluation (Liu et al., 2021; Zheng 054

et al., 2023b) generally uses text-based statistical 055

metrics or manual evaluations. (1) When using 056

text-based statistical metrics, researchers provide 057

the dialogue history to the ESC models and then 058

use the models to generate the corresponding re- 059

sponses (c.f., left panel in Figure 1). Based on the 060

generated responses, text-based statistical metrics 061

(such as ROUGE (Lin, 2004) and BLEU (Papineni 062

et al., 2002)) assess whether the responses resem- 063

ble ground truth. However, these metrics heavily 064

rely on ground truth responses, which lack objec- 065

tivity (Novikova et al., 2017) due to the complex 066

nature of ESC. Furthermore, since the conversation 067

history from ground truth is provided to the model 068

under evaluation, text-based statistical metrics can- 069

not fully assess models’ capabilities in multi-turn 070

ESC dialogues due to none self-generated bias. 071

(2) Manual evaluations (Liu et al., 2021; Zheng 072

et al., 2023b) employ human evaluators to simulate 073

conversations between the model and users with 074

specific distress (middle panel in Figure 1). This 075

method requires the collection of both human-AI 076

dialogues and manual judgments, resulting in chal- 077

lenges such as high cost and low efficiency. 078

To alleviate the above issues, we propose ESC- 079

Eval, which replaces human labor with role-playing 080
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Automatic Evaluation

Ground truth

B: (what would B say next?)

Target of Evaluation
Similarities between ground truth and 

responses of the model under evaluated

Model under evaluated
B: Have you thought about talking 

to your parents or a close friend 
about this?

Ground truth
B: That is worrying. Maybe you can 

ask your teachers for some help.

Human Evaluation

Tasks for human participants

Imagine you are a college student. Your school
was lately closed without warning because of
COVID-19. You are anxious about this event
and the final exam. Talk to the Chatbot and
share your troubles.

I feel a bit of frustrated.

I'm here to help! What's been 
causing you to feel frustrated?

My school was closed due 
to the pandemic.

That sounds really tough. School
closures can be really disruptive.
Are you facing challenges with
remote learning?

……

Evaluation through role-playing

Character card for LLM role-playing

Not having classes in person has really thrown me off. I miss 
the structure and, surprisingly, even the library.

It's completely understandable to feel that way. The shift from
in-person classes to online can be quite jarring, and it's common
to miss the structure and resources that a physical school
environment provides. Here are a few tips ……

Absolutely, those are really solid suggestions. Setting up a 
routine can mimic some of the structure I'm missing from 

campus life……
……

Target of Evaluation
Content of the multi-turn dialogue between 

human and model under evaluated

Target of Evaluation
Content of the multi-turn dialogue between role-playing 

LLMs and models under evaluated

Age: 21
Gender: male
Occupation: college student
Current issue: depressed mood,
lack of learning motivation. The
school was closed without any
warning due to COVID-19.

Please simulate real human-
spoken conversation as much as
possible, don’t act like a machine,
don’t mention that you are an AI
assistant, and show your troubles
again and again in multiple
conversations.

A: I feel so frustrated.
B: May I ask why you are feeling frustrated?
A: My school was closed without any prior
warning due to the pandemic.
B: I understand you. I would also have been
really frustrated if that happened to me.
A: Yeah! I don't even know what is going to
happen with our final.

Figure 1: Difference between our proposed evaluation framework and others.

LLMs (right panel in Figure 1) to achieve efficient081

and comprehensive ESC evaluation. We assign082

role-playing LLM engaging in multi-turn conversa-083

tions with ESC chatbots under evaluation and col-084

lect the conversation data as the target of evaluation.085

In this manner, ESC-Eval is expected to efficiently086

achieve performance comparable to human evalua-087

tion that involves naturalistic multi-turn dialogues088

data, while getting rid of reliance on ground truth089

and heavy labor requirements. However, to ensure090

the effectiveness of our evaluation framework, two091

components are important: i) diverse role cards092

sourced from a variety of troubled individuals in093

real-world scenarios, which could be used to guide094

the LLM role-playing during evaluation and ensure095

the comprehensive evaluation. ii) A role-playing096

agent that closely mirrors real human behavior, en-097

abling the acquisition of data that faithfully reflects098

real human interactions, thereby guaranteeing the099

objectivity and fairness of the evaluation results.100

To accomplish these two objectives, firstly, we101

propose to reconstruct role cards from seven ex-102

isting QA and dialogue datasets (Qiu et al., 2023;103

Liu et al., 2021; Zheng et al., 2023b; Sharma et al.,104

2020; Lahnala et al., 2021; Sun et al., 2021; Liu105

et al., 2023), which are relevant to emotional com-106

panionship or psychological counseling. However,107

these datasets do not contain user cards, thus, we108

use GPT-4 to extract and summarize the key infor-109

mation of users followed by a two-stage filtering110

process involving GPT-4 and human judgment. In111

this manner, we obtain 2,801 qualified role cards.112

Secondly, to construct reliable role-playing agents, 113

we propose to develop a role-playing agent for ESC- 114

Eval. In detail, we construct a dataset consisting 115

of 3.5K ESC role-playing data from ESConv (Liu 116

et al., 2021), ExTES (Zheng et al., 2023b) and 117

Smile (Qiu et al., 2023), each data appeared in the 118

format of a role card and multi-turn dialogue. We 119

also enrich the data up to 14K by incorporating five 120

existing role-playing instruction datasets. Through 121

fine-tuning Qwen1.5 (Bai et al., 2023), we develop 122

a role-playing model called ESC-Role. Compared 123

with existing state-of-the-art role-playing models, 124

like GPT-4 and BaichuanNPC (Yang et al., 2023), 125

the ESC-Role behaves more like a person encoun- 126

tering real-life troubles. 127

With the completion of ESC-Eval, considering 128

huge amounts of human annotations, we select 655 129

high-quality role cards and comprehensively evalu- 130

ate 14 LLMs with ESC-Role, including general AI- 131

assistant LLMs (e.g., ChatGPT and Llama3 (Tou- 132

vron et al., 2023)), and ESC-oriented LLMs (e.g., 133

ExTes-Llama (Zheng et al., 2023b)). After ob- 134

taining 8.5K interactive dialogues based on the 135

14 LLMs, we conduct comprehensive human eval- 136

uations and collect 59,654 manual evaluation re- 137

sults in terms of 7 dimensions (i.e., fluency, di- 138

versity, empathy, information, humanoid, skillful, 139

and overall). The evaluation results show that the 140

ESC-oriented LLMs outperform most general AI- 141

assistant LLMs, but get poor performance on emo- 142

tion support knowledge and human preferences. 143

Finally, to automate the scoring process for fu- 144
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Role-Playing Dialogues Generation

Single-Turn
Question Answering

Multi-Turn
Dialogues

Role card 
Construction

System Prompt: I hope you can role-play as 
a person with worries and communicate with 
an AI assistant. Here is your character card.

ESC-Role Training

Hi… I’m not feeling well.

Sounds like there may be something you’d like to share.

Absolutely. I recently broke up with my girlfriend. We had 
been together for more than 3 years.

What happened that made you guys break up?

You are right. I need to take this slowly and calmly.

Step1: Role-Cards Collection Step2: ESC-Role Training and
Role-playing Dialogues Generation

Step3: Evaluation and
ESC-RANK Training

Age: 17
Gender: male
Occupation: Student
Current Issue: taking the college
entrance exam but cannot study 
hard due to great pressure.

Category1: Work and Study
Category2: Performance
Category3: Much pressure

Open-source Datasets
Age: 17 Gender: Male Occupation: Student
Current Issue: Feeling down and isolated due to his best friend moving away; 
struggling with loneliness and the challenge of making new friends

Dialogue
Client: Not too good, to be honest. I've been feeling really down lately.
Supporter: I'm sorry to hear that. It can be tough when we're feeling down. Can you 
tell me more about what you've been going through?
Client: My best friend recently moved away, and since then, I've been feeling 
extremely lonely and isolated.
……
Client: Thanks, bye!

SFT

Character 
Card
......

+

……

ESC-RANK Training

+

Evaluation

Human
evaluation

GPT-4
evaluation

Manual 
Annotation+

Figure 2: Overview of ESC-Eval, which used role-playing to evaluate the capability of ESC models.

ture ESC models, we train ESC-RANK using the145

59,654 manual evaluation results, achieving a scor-146

ing performance that surpasses GPT-4 by 35 points147

in terms of accuracy.148

Our main contributions are concluded as follows:149

• We propose ESC-Eval, the first framework for150

evaluating LLM-based ESC models via role-151

playing. It features 2801 diverse user cards152

with fine-grained information, a dedicated role-153

playing model closely resembling individuals ex-154

periencing distress, and 7 meticulously designed155

dimensions for rigorous evaluation.156

• Through ESC-Eval, we test 14 LLMs and manu-157

ally annotate the results according to our meticu-158

lously designed dimensions. Our findings under-159

score an immediate demand for an ESC model160

exhibiting superior human preference and robust161

knowledge of emotional support.162

• For automatic evaluation of future ESC models,163

we developed ESC-RANK, a scoring model that164

outperforms GPT-4 by 35 points.165

2 ESC-Eval166

2.1 Framework Overview167

Figure 2 illustrates the workflow of ESC-Eval.168

ESC-Eval utilizes a role-playing model and a set169

of role cards to interact with ESC models under170

evaluation, followed by manual annotation of the171

obtained dialogue data. In ESC-Eval, the availabil-172

ity of a substantial number of diverse role cards and173

a more reliable role-playing agent holds paramount174

significance for ESC-Eval. Subsequently, the fol-175

lowing section will outline the measures taken to 176

ensure the reliability of these two crucial founda- 177

tional components. 178

2.2 Role Card Acquisition 179

To ensure the diversity of character cards, draw- 180

ing inspiration from ESConv(Liu et al., 2021), 181

ExTES(Zheng et al., 2023b), and the Life Events 182

Scale(Wethington, 2016), we first constructed a 183

classification system consisting of three hierarchi- 184

cal layers and encompassing 37 categories. Then 185

we propose reconstructing role cards in open- 186

resources data and identifying each role card within 187

each category. The construction of this procedure 188

involves three primary steps. First, we collect 7 189

open-source datasets that cover a wide range of po- 190

tential user roles. Then we utilize GPT-4 to extract 191

roles from these datasets and filter out low-quality 192

role cards, followed by human filtering. Finally, we 193

employ a manual annotation process to ensure the 194

quality of the role cards and classify them into their 195

respective tertiary categories. We will introduce 196

each step in the following, and more details can be 197

found in Appendix A. 198

2.2.1 Dataset collection 199

To obtain a diverse set of character cards, we con- 200

ducted a comprehensive investigation into exist- 201

ing datasets in the field of emotion support and 202

mental health datasets. Subsequently, we selected 203

seven datasets as the source datasets for this study. 204

The open-source datasets utilized are listed in Ap- 205

pendix A. 206
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2.2.2 User cards extraction and filtering207

After obtaining these datasets, we encountered both208

Multi-turn Dialogue (MD) datasets and single-turn209

Question-and-Answer (QA) datasets. To extract210

user profiles from these diverse datasets, we em-211

ployed different prompts for QA and MD datasets212

using GPT-4 for the initial extraction. The uti-213

lization of GPT-4 in this process incurred approx-214

imately a cost of $120. After acquiring the initial215

character cards, we employ GPT-4 to conduct an216

initial filtration process on role cards, eliminating217

those that solely consist of emotions without any218

associated events. The utilization of GPT-4 in this219

process incurred an approximate cost of $70. The220

prompt used in this section can be found in Ap-221

pendix A. After the filtering process of GPT-4, we222

apply a human filter to ensure the quality of these223

cards.224

2.2.3 Manual annotation and correction225

After obtaining role cards that had undergone pre-226

liminary screening by GPT-4 and human filter, we227

employed a two-stage approach involving crowd-228

sourced annotation followed by manual correction229

to ensure the quality of the role cards.230

Crowd workers annotation In the above section,231

we developed a comprehensive three-tier classifi-232

cation system comprising a total of 37 categories233

of real-life questions, which are listed in Table 9.234

Based on this classification, the crowd workers are235

instructed to annotate the filtered character cards236

with their corresponding tertiary classifications.237

This requirement is motivated by the need for con-238

venient evaluation and the quality of role-playing.239

Additionally, we request the crowd workers to la-240

bel the high-quality and medium-quality character241

cards within the dataset. The annotation rules and242

classification system for annotation can be found243

in Appendix A. The estimated duration for the an-244

notation phase required is approximately 10 days245

with 10 crowdsourcing workers.246

Human correction Upon completion of the first-247

stage crowdsourced annotation, we proceeded with248

a second-stage manual correction. We requested249

persons (the authors of this paper) who are more250

familiar with this task to conduct an examination251

of the annotations for each role card, rectifying252

any incorrect categorizations and addressing issues253

pertaining to the quality of the role cards254

Following the two-stage process of crowd-255

sourced annotation and manual correction, the role256

cards representing various real-world individuals257

with different problems were successfully recon- 258

structed. The data analysis of these role cards is 259

listed in Appendix A. 260

2.3 ESC-Role 261

To construct a more robust role-playing model, we 262

trained a specific role-playing agent called ESC- 263

Role using both general data and data specific to 264

ESC scenarios for ESC-Eval. The following sec- 265

tions outline the steps involved in training and eval- 266

uating this model. 267

2.3.1 Data Collection 268

Using the same procedure as in Section 2.2, we 269

selected Smile, ESConv, and ExTES datasets men- 270

tioned previously to collect ESC scenarios data. We 271

employed methods including extraction through 272

GPT-4, filtering with GPT-4, and manual filtering 273

to extract role cards from multi-turn dialogues. Re- 274

sulting in a total of 3,390 role-playing data which 275

consist of a role card and a corresponding dialogue. 276

The role cards were used as system prompts for 277

model training. To further enhance the model’s 278

robust role-playing ability, we filtered five role- 279

playing datasets consisting of multi-turn dialogues 280

from Huggingface2. After processing, we acquired 281

14K role-playing data instances, consisting of both 282

general role-playing instruction data and ESC role- 283

playing data. 284

2.3.2 Implementation and Evaluation Metric 285

Due to the inclusion of both English and Chinese 286

in the character cards, we selected Qwen1.5-14B- 287

Chat as our base model. We adopted LoRA(Hu 288

et al., 2021) parameter-efficient Finetuning on 289

the dataset collected above. We compared ESC- 290

Role with some state-of-the-art role-playing agents 291

like GPT-4 and BaichuanNPC, these agents are 292

API-based LLMs, and we conducted all kinds of 293

prompts like Chain-of-Thought (CoT)(Wei et al., 294

2022) and In-Context-Learning (ICL)(Min et al., 295

2022), more details can refer to Appendix B. To 296

compare the effectiveness of different role-playing 297

models, we draw upon research on role-playing and 298

the distinctive features of the emotional support do- 299

main. We propose six categories of metrics, includ- 300

ing general metrics (i.e., Coherence, Fluency) and 301

domain-specific metrics (i.e., Thematic consistency, 302

Completeness, Emotional Congruence, Humanoid, 303

Coherence, Fluency). We use a manual evaluation 304

method to rate each dimension on a 3-point scale. 305

2https://huggingface.co/
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Model Cohe. Flue. Them. Comp. Emot. Huma. Aver.
GPT-4zero_shot 9.9/9.8 7.3/7.6 10/10 10/10 3.2/6.2 2.2/6.9 7.1/8.4

GPT-4ICL 9.9/9.8 7.9/7.9 10/10 10/10 5.5/8.0 4.7/8.0 8.0/9.0
GPT-4CoT 10/9.1 8.3/7.2 10/9.2 10/9.2 4.9/7.8 5.3/8.5 8.1/8.5

GPT-4ICL+CoT 10/9.8 8.9/8.0 10/10 10/10 4.7/7.9 4.9/7.9 8.1/8.9
Baichuan-NPCzero_shot 9.7/9.5 8.7/8.0 9.7/9.4 9.6/8.0 6.3/6.1 5.3/5.5 8.2/8.0

Baichuan-NPCICL 9.7/9.6 8.5/9.1 9.6/9.3 9.3/8.3 5.3/5.3 4.7/4.5 7.8/7.7
Baichuan-NPCCoT 9.8/9.1 8.9/5.9 10/8.9 9.9/8.5 5.9/6.1 6.5/8.1 8.5/8.1

Baichuan-NPCICL+CoT 9.6/9.2 8.4/8.0 9.4/8.3 9.4/8.1 5.3/5.9 4.6/5.1 7.8/7.4
ESC-Role 10/9.8 9.8/9.7 10/10 10/9.5 7.5/9.3 6.6/9.1 9.0/9.6

Table 1: Human judgement ZH/EN results of different role-playing agents.
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Figure 3: Win rate of different role-playing agents and
source data, where source denotes human dialogue.

We also conduct pairwise comparisons through306

manual evaluation, where human evaluators de-307

termine which dialogues resemble human-human308

conversations more closely. The more frequently a309

particular model is selected by the evaluators, the310

better its performance is considered to be.311

2.3.3 Evalution Results312

The human judgment results of these models are313

presented in Table 1. From the table, it can be314

observed that, in terms of the comparison of gen-315

eral API models, GPT-4 performs better in English,316

while Baichuan-NPC performs better in Chinese.317

The performance of GPT-4 in role-playing can be318

improved by optimizing various prompts, whereas319

Baichuan-NPC even experiences a decrease in per-320

formance with prompt optimization. Analyzing321

the reasons behind this, Baichuan-NPC is invoked322

through parameter settings3, and it is unclear what323

internal strategies are employed to concatenate324

CoT and ICL into prompts. On the other hand,325

GPT-4 prompts are independently constructed by326

the author of this paper, which enhances its per-327

formance. Furthermore, when compared to ESC-328

Role, the trained ESC-Role not only demonstrates329

stronger human-like attributes in ESC’s domain-330

3https://platform.baichuan-ai.com/docs/npc

specific metrics but also shows impressive results 331

in genetic metrics. 332

In addition, we selected pairs that had the best 333

performance with different role-playing models 334

and the source multi-turn dialogue data of role 335

cards. We manually evaluated which dialogue more 336

closely resembled real human conversations. The 337

results are shown in Figure 3. From the figure, it 338

can be observed that it is difficult for humans to 339

distinguish between the results generated by ESC- 340

Role and the results from the original data. Both 341

of them outperformed GPT-4 and Baichuan-NPC, 342

demonstrating the effectiveness of using ESC-Role 343

for role-playing in ESC-Eval. 344

3 Evaluation 345

In this section, we conducted evaluations on 14 346

general LLMs and domain-specific LLMs on ESC- 347

Eval. We first introduce the models for evaluation. 348

Then we display our experimental results. Finally, 349

we display the details of our scoring model ESC- 350

RANK. 351

3.1 Evaluating models 352

We have selected 14 models for evaluation, in- 353

cluding closed-source, open-source, and domain- 354

specific models, which are as follows: 355

1. Closed-source: GPT-4 (Achiam et al., 2023); 356

ChatGPT. 357

2. Open-source: Vicuna (Zheng et al., 2023a); 358

llama3 (Touvron et al., 2023); WizardLM(Xu 359

et al., 2023); Qwen1.5 (Bai et al., 2023); Chat- 360

glm3 (Zeng et al., 2022); Yi (AI et al., 2024). 361

3. Domain-specific: ExTES-llama (Zheng et al., 362

2023b); ChatCounselor (Liu et al., 2023); 363

MindChat (Xin Yan, 2023); SoulChat (Chen 364

et al., 2023b); EmoLLM (EmoLLM, 2024); 365

MeChat (Qiu et al., 2023). 366
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Model Fluency Expression Empathy Information Skillful Humanoid Overall Average

EN

Close
GPT-4 74.32 71.68 71.22 73.72 74.92 36.40 44.18 63.78

ChatGPT 74.70 71.22 72.12 73.19 74.92 37.08 45.24 64.07

Open

Vicuna-7B-1.5 63.37 67.07 71.00 71.53 71.68 41.31 38.67 60.66
WizardLM2-7B-Chat 53.10 65.79 71.83 73.87 71.37 25.08 33.46 56.36

Qwen1.5-7B-Chat 72.89 69.34 70.47 73.19 74.85 27.49 42.37 61.51
Chatglm3-6B 74.02 67.82 70.69 71.37 74.32 41.84 42.60 63.24
Yi-6B-Chat 75.15 66.99 69.11 70.39 71.98 38.82 43.05 62.21

LLaMa3-8B-Instruct 63.59 67.37 72.65 71.90 74.69 40.55 41.84 61.80

Domain

ChatCounselor 74.54 66.61 69.03 64.95 69.03 65.18 47.50 65.27
MindChat 74.40 57.85 67.60 56.80 61.25 61.71 39.05 59.81
SoulChat 25.53 60.20 66.77 56.27 60.88 61.25 36.86 52.54
EmoLLM 36.56 68.96 70.85 71.45 74.47 65.26 46.53 62.01
MeChat 52.42 61.10 66.01 57.63 61.86 62.01 39.43 57.21

ExTES-LLaMa 74.32 59.97 69.94 57.02 62.69 63.52 41.01 61.21

ZH

Close
GPT-4 71.53 63.97 64.74 69.14 75.93 28.01 39.51 58.97

ChatGPT 74.54 68.98 69.14 70.06 72.38 32.79 42.75 61.52

Open

Vicuna-7B-1.5 52.85 63.27 65.43 68.06 64.51 35.41 30.32 54.27
WizardLM2-7B-Chat 54.32 64.04 66.90 69.75 65.28 26.08 30.94 53.90

Qwen1.5-7B-Chat 74.23 70.37 70.14 69.83 74.07 28.16 41.90 61.24
Chatglm3-6B 73.53 67.82 66.74 68.83 69.44 27.01 39.35 58.96
Yi-6B-Chat 74.00 67.59 65.59 68.13 70.52 29.01 38.97 59.12

Domain

ChatCounselor 71.91 66.05 68.83 67.13 69.37 63.35 46.45 64.72
MindChat 75.39 64.12 69.37 66.44 68.90 67.13 47.53 65.55
SoulChat 76.16 65.28 71.30 67.28 70.37 69.06 48.53 66.85
EmoLLM 78.09 71.45 74.77 73.15 78.63 68.67 57.10 71.69
MeChat 74.85 63.04 68.67 64.27 67.75 66.59 45.45 64.37

Table 2: Human evaluation results of different models.

To facilitate a more accurate comparison of the ca-367

pabilities of various models, we have chosen mod-368

els of similar magnitudes, such as the 6B/7B/8B369

model parameter sizes for comparison.370

3.2 Evaluation Results371

Based on pre-defined dimensions, we conducted a372

comprehensive manual assessment, and the results373

are presented in Table 2. Both in English and Chi-374

nese ESC conditions, domain-specific LLMs (Chat-375

Counselor and EmoLLM), respectively achieved376

the best results. From Table 2 above, in the compar-377

ison between general models and domain-specific378

models, the general models perform better in terms379

of fluency, expression diversity, and emotional com-380

fort skills. This can be attributed to their highly381

structured output, such as phrases like “I under-382

stand you very well, it is very normal to feel . . . ,383

here are some possible suggestions: ” The gen-384

eral models generate a large amount of text, scor-385

ing high in terms of advice effectiveness and ex-386

pression diversity. Besides, due to Larger scale387

parameters, the API-based models exhibit greater388

knowledge of emotional comfort, with GPT-4 and389

ChatGPT demonstrating the highest proficiency.390

However, these models perform poorly in terms of391

human-like and human-centric responses, as users392

in this context expect replies that are more human-393

ized and possess greater human-like qualities. In 394

the comparison of domain-specific models, Mind- 395

Chat, SoulChat, and EmoLLM, which were not 396

fine-tuned in English, showed inferior fluency. On 397

the other hand, ExTES-llama and ChatCounselor 398

performed well. ExTES was fine-tuned with data 399

generated by ChatGPT, while ChatCounselor was 400

fine-tuned using real psychological counseling data, 401

exhibiting superior performance. From Table 2 bot- 402

tom, the general models perform well in terms of 403

expressing diversity and providing effective sug- 404

gestions. Trained on diverse and abundant data, 405

EmoLLM exhibits excellent performance across 406

multiple dimensions among the various domain- 407

specific models. Other domain-specific models, 408

due to their remarkable human-like qualities and 409

human convenience, surpass the general models. 410

However, there is still room for improvement in 411

terms of emotional support knowledge, and signif- 412

icant potential exists for enhancing human conve- 413

nience. It is worth noting that MindChat, trained on 414

bilingual data, not only demonstrates strong Chi- 415

nese language proficiency but also exhibits com- 416

mendable English language capabilities. 417

3.3 Correlation Analysis 418

To validate the effectiveness of ESC-Eval, we ran- 419

domly selected 20 instances from the ESConv 420
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Metrics Fluency Suggestion Skillful Empathy Overall Average
Spear. Pear. Spear. Pear. Spear. Pear. Spear. Pear. Spear. Pear. Spear. Pear.

Bleu-1 40.60 40.63 -67.20 -65.68 -51.68 -51.00 -28.32 -27.53 -55.92 -52.95 -60.98 -56.36
Bleu-2 18.16 12.05 -18.82 -15.81 -2.97 -0.29 -29.34 -22.91 -21.66 -19.97 -18.25 -17.95
Bleu-4 -0.04 -2.56 -5.40 -3.33 27.54 22.97 -0.90 -14.38 13.50 2.99 10.78 2.80

Distinct-1 37.92 43.84 -79.61 -81.95 -59.52 -62.17 -36.18 -32.60 -62.47 -65.36 -70.02 -68.11
Distinct-2 38.63 43.84 -81.51 -80.79 -61.07 -61.45 -37.09 -36.21 -65.46 -65.32 -72.53 -69.67
Rouge-L 38.25 36.77 -56.98 -58.27 -36.03 -37.31 -19.23 -23.05 -42.80 -45.31 -45.22 -45.59
Meteor 8.01 14.94 20.09 12.76 1.23 -0.34 14.31 10.11 6.77 0.97 17.30 13.73

ESC-Eval -1.61 -0.69 36.26 33.36 39.02 38.70 9.17 6.02 45.01 44.58 46.31 46.05

Table 3: Sample-level Spearman correlation (Spear.) correlation and Pearson (Pear.) correlation of different metrics.

Dimen. Model ACC ACCsoft

Flue.
InternLM2 31.84/17.15 93.07/72.82

GPT-4 35.82/25.89 95.51/89.21
ESC-RANK 88.45/81.66 99.87/99.24

Expr.
InternLM2 27.09/26.21 54.94/56.09

GPT-4 60.59/66.02 96.53/99.57
ESC-RANK 65.72/68.39 99.49/99.67

Empa.
InternLM2 19.38/14.56 80.74/84.90

GPT-4 41.46/48.11 88.58/94.28
ESC-RANK 69.70/77.02 99.10/98.71

Info.
InternLM2 35.94/32.58 83.83/88.03

GPT-4 56.35/68.28 94.22/98.27
ESC-RANK 75.10/77.02 98.97/99.46

Skil.
InternLM2 32.34/27.5 84.85/91.15

GPT-4 27.98/38.83 82.03/91.80
ESC-RANK 79.72/68.61 96.79/99.57

Huma.
InternLM2 22.85/25.89 52.25/66.77

GPT-4 1.02/3.02 32.48/35.06
ESC-RANK 57.51/70.77 98.84/98.17

Over.
InternLM2 8.04/6.04 48.27/46.28

GPT-4 1.80/1.73 15.15/17.04
ESC-RANK 57.89/55.45 99.49/99.35

Aver.
InternLM2 25.50/21.42 79.59/76.56

GPT-4 32.15/35.98 72.07/75.03
ESC-RANK 70.53/71.27 98.93/99.17

Table 4: Scoring performance comparation, while ACC
denotes accuracy, ACCsoft denotes one point deviation.

dataset. We chose three categories from the tar-421

get model and included five different models for422

correlation analysis. These models were subjected423

to interactions with human evaluators who model424

seekers looking for help. And they are asked to pro-425

vide ratings upon completion of the interactions,426

according to human evaluation methods in other427

papers. The human-rated scores were considered as428

the optimal evaluation method, and we conducted429

a correlation analysis between various automatic430

evaluation methods and the ESC-Eval method. The431

results are presented in Table 3. From Table 3, it432

can be observed that ESC-Eval exhibits the best433

correlation with the evaluation metrics, except for 434

the Fluency and Empathy indicators. In terms of 435

Fluency, automated metrics outperform ESC-Eval, 436

we analyze that during manual annotation, human 437

annotators may exhibit some bias towards the flu- 438

ency of segmented statements generated by a gen- 439

eral model which significantly deviates from the 440

ESConv dataset. It has been observed that human 441

annotators tend to prefer naturally expressed con- 442

tent, leading to relatively lower manual ratings for 443

the fluency outputs of general models. At the same 444

time, the content generated by the general model is 445

quite different from that of ESconv, and the automa- 446

tion metric is also very low. As a result, there is a 447

strong correlation between automated evaluation 448

metrics and humans. However, in ESC-Eval all 449

models perform well on fluency due to the capabil- 450

ity of LLMs, leading to low correlation. A similar 451

phenomenon is observed for the Empathy indicator, 452

where although there is some correlation, it is due 453

to the alignment process that most LLMs undergo, 454

which enables them to display decent comforting 455

abilities and analytical skills. In terms of the overall 456

average metric, ESC-Eval demonstrates the most 457

significant correlation compared to the automated 458

metrics, further emphasizing the effectiveness of 459

ESC-Eval. More correlation experimental results 460

are in Appendix C. 461

3.4 ESC-RANK 462

To facilitate subsequent research, based on 463

InternLM2-7B-Chat(Cai et al., 2024) and using the 464

manually annotated data in this article, we trained 465

ESC-RANK. ESC-RANK can score the results of 466

multiple rounds of dialogues of different models to 467

our well-designed dimension. 468

We randomly divided the annotated data into a 469

training set, validation set, and test set according to 470

7:1:2. Compared with the base model and GPT-4, 471

7



the results are shown in Table 4.472

From Table 4, it can be observed that ESC-473

RANK demonstrates the best scoring capability,474

surpassing GPT-4 by 35 points in terms of accuracy.475

As human scoring may not always have a clear-cut476

boundary, a tolerance of one-point error is allowed477

in scoring which denotes the result of ACCsoft.478

When considering ACCsoft, ESC-RANK achieves479

an accuracy rate of over 99%, providing a solution480

for subsequent automation processes. Interestingly,481

GPT-4 performs poorly in the dimension of hu-482

manoid and human preference scoring. The analy-483

sis suggests that GPT-4 assigns higher scores to its484

own generated content or content similar to its own,485

which can be easily judged during human eval-486

uation, particularly in formatted outputs such as487

bullet-point suggestions, where it becomes appar-488

ent that the content is machine-generated, leading489

to a poor score of humanoid and human preference.490

InternLM2 also has the same problem in human491

preference behavior, but it performs better in hu-492

manoid scoring, which leads to higher performance493

than GPT-4 in ACCsoft.494

4 Related Work495

4.1 Emotion Support Conversation496

Traditional research (Sharma et al., 2020; Medeiros497

and Bosse, 2018; Rashkin et al., 2018) on emo-498

tion support systems initially focused on simple499

single-turn emotion dialogue systems. With the500

emergence of the ESConv (Liu et al., 2021) dataset,501

the development of ESC shifted towards more com-502

plex multi-turn dialogues. Researchers have pro-503

posed various optimization strategies on ESConv504

dataset, Peng et al. (2022) introduced an innovative505

hierarchical graph network, aiming to effectively506

utilize both the global emotion cause and the local507

user intention in emotional support conversations.508

Moving away from relying on a single strategy for509

response generation, Tu et al. (2022) incorporated510

commonsense knowledge and a mix of response511

strategies into the framework of emotional support512

conversation and so on. With the development of513

LLMs, which have naturally become suitable for514

chatbot scenarios due to their generative architec-515

ture. Researchers (Zheng et al., 2023b; Qiu et al.,516

2023; Liu et al., 2023) have utilized these mod-517

els by pertaining and fine-tuning through super-518

vised learning. For instance, Zheng et al. (2023b)519

used ChatGPT to generate data for constructing an520

emotion-supported dialogue system, while Madani521

et al. (2024) expanded the ESconv dataset to ad- 522

dress the issue of extrapolating the length capabil- 523

ities of large language models. In addition, some 524

studies (Hua et al., 2024; Zhang et al., 2024; Chen 525

et al., 2023a) have also used LLMs in ESC-related 526

fields, such as psychological counseling. The pur- 527

pose of our study is to provide a comprehensive 528

and rigorous evaluation of these LLM-based ESC 529

models. 530

4.2 Role Play Agents 531

Recent advancements in LLMs have signifi- 532

cantly boosted the rise of Role-Playing Language 533

Agents (RPLAs) (Chen et al., 2024), existing re- 534

searches (Wang et al., 2024b; Tu et al., 2024; Shen 535

et al., 2024; Wang et al., 2024a) have proposed mul- 536

tiple evaluation datasets for role-playing, wherein 537

various approaches (Li et al., 2023; Shao et al., 538

2023; Wang et al., 2024b; Zhou et al., 2023) such 539

as In-Context-Learning (ICL) (Min et al., 2022), 540

Chain-of-Thought (CoT) (Wei et al., 2022) and Su- 541

pervised Fine-Tuning (SFT) have been explored to 542

construct role-playing models. Additionally, the 543

industry has witnessed the emergence of numer- 544

ous role-playing products, like Character AI4 and 545

Reflection AI5, leading to a wide-ranging impact. 546

RPLAs are capable of assuming specific roles, en- 547

gaging in human-like interactions through compos- 548

ite character settings, role background knowledge, 549

and speech styles, thereby exhibiting human-like 550

attributes and playing a role in everyday conversa- 551

tional contexts. This paper followed the main idea 552

of evaluating ESC models through RPLAs. 553

5 Conclusion 554

This paper proposes a novel approach to evaluate 555

the effectiveness and sustainability of the Emotion 556

Support Conversation (ESC) in Large Language 557

Models (LLMs) by utilizing a role-playing model 558

to acquire multi-turn dialogue data. Experimental 559

results demonstrate the efficacy and viability of 560

our proposed method. Our evaluation outcomes 561

indicate that while some ESC models currently out- 562

perform general models, there is still significant 563

room for improvement in terms of these models’ 564

knowledge capabilities and human-preference abil- 565

ities. We encourage researchers to participate in 566

ESC research and contribute to the development of 567

more robust ESC models. 568

4https://character.ai/
5https://reflectionai.xyz/
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Limitations569

The crowdsourced annotators in this article are not570

native English speakers, but all of them are profi-571

cient English users, and all of them are master’s572

students or PhD candidates in the humanities and573

social sciences. However, they still cannot avoid574

possible shortcomings in English annotation.575

Ethical Considerations576

Since this research is related to psychology, the577

format of the datasets used in this article has been578

converted, and each data instance has been manu-579

ally reviewed to confirm that there are no ethical580

and privacy issues in each piece of data and that it581

complies with legal and regulatory requirements.582
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Zhang, Wenjing Hou, Yijia Zhang, Yuxiao Dong, Jie783
Tang, and Minlie Huang. 2023. Characterglm: Cus-784
tomizing chinese conversational ai characters with785
large language models.786

A Benchmark787

The construction of character cards, as illustrated in788

Figure 4, primarily consists of three steps. The first789

step involves collecting the raw dataset, followed790

by the second step of utilizing GPT-4 to extract and791

filter the character cards. The third step entails a792

two-stage manual filtering and annotation process.793

The following sections will provide further details794

on the construction procedure.795

Firstly, the raw dataset used in this study can be796

found in Table 5. The prompts used for extraction797

and filtering during the GPT-4 phase can be ref-798

erenced in Figure 6, Figure 7 and Figure 8. The799

manual annotation phase primarily relies on inter-800

nal annotations within the character cards, which801

indicate their corresponding quality and three-tier802

classification. The descriptions of character cards803

with different quality levels are presented in Ta-804

ble 7, and the annotation guidelines for character805

cards are provided in Table 8. The distribution806

of the completed three-tier classifications can be807

observed in both Table 9 and Figure 5. Finally,808

we present two cases showcasing the extraction of809

character cards using single-turn QA and multi-turn810

dialogues in Figure 11 and Figure 10.811

A.1 Resource Datasets812

Here are more details about these datasets:813

• EPITOME: Psychologically relevant user814

post data collected on Reddit, single-turn con-815

versation format in English.816

• MHP Reddit: Psychologically relevant user817

post data collected on Reddit, single-turn con-818

versation format in English.819

• Psych8K: Real psychological consultation820

voice data, converted into text and processed821

by ChatGPT, psychologically related English822

multi-turn conversation data.823

• ESConv: Collected by crowdsourcing work-824

ers in the field of emotional dialogue, multi-825

turn dialogues format in English.826

• ExTes: Generated by ChatGPT in the field827

of emotional dialogue, multi-turn dialogues828

format in English.829

• PsyQA: Collected from user posts in a psy- 830

chological platform, single-turn dialogue for- 831

mat in Chinese. 832

• Smile: Generated by ChatGPT in the field of 833

mental health, multi-turn dialogues format in 834

Chinese. 835

These datasets encompass both single-turn 836

question-answering and multi-turn dialogue in the 837

domain of emotions or mental health. Through 838

these diverse data sets, we can collect diverse 839

real-world people who encounter a variety of 840

problems. 841

A.2 Construction Details 842

The differentiation of role cards into three quality 843

categories is based on the following two considera- 844

tions: 1) Insufficient information content in ineffec- 845

tive role cards, resulting in a lack of specific themes 846

for model role-playing. 2) High-quality role cards 847

possess richer information, enabling more specific 848

tasks and yielding more effective evaluation results. 849

A tripartite role card is presented in Table 7, illus- 850

trating three distinct categories. 851

It should be noted that there is no absolute bound- 852

ary between high-quality character cards, medium- 853

quality character cards, and invalid character cards. 854

The only difference between them lies in the rich- 855

ness of character information. A higher level of 856

character richness is believed to contribute to better 857

model performance and is more conducive to sub- 858

sequent evaluations. We can only relatively iden- 859

tify high-quality character cards, medium-quality 860

character cards, and invalid character cards. The 861

boundary between valid and invalid character cards 862

depends on whether events occurring within the 863

characters can be classified. The classification of 864

events is shown in the table. The boundary be- 865

tween high-quality and medium-quality character 866

cards is whether events, events causes, events re- 867

sults, and detailed descriptions of events can be 868

identified based on event classification. The table 869

can be used as a reference for annotation. In the 870

case of invalid character cards, during the dialogue 871

between the role-playing model and the test model, 872

only emotions are present, which exhibits redun- 873

dancy among a large number of character cards. 874

This redundancy is not conducive to simulating in- 875

dividuals who encounter a variety of problems in 876

real life. Both medium-quality character cards and 877

high-quality character cards are effective for eval- 878

uation, but high-quality character cards are more 879
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Language Dataset Format Domain Resource Sample_Num

English

EPITOME (Sharma et al., 2020) QA Empathetic response generation Human 500
MHP Reddit (Lahnala et al., 2021) QA Mental healthy counseling Human 1000

Psych8K (Liu et al., 2023) QA Mental health support Human 1000
ESConv (Liu et al., 2021) MD Emotional support conversation Human 1000

ExTes (Zheng et al., 2023b) MD Emotional support conversation ChatGPT 500

Chinese
PsyQA (Sun et al., 2021) QA Mental healthy counseling Human 1000
Smile (Qiu et al., 2023) MD Mental healthy counseling ChatGPT 1000

Table 5: Open-source datasets used in our study. QA denotes datasets consisting of question-answer pairs, while
MD denotes datasets consisting of multi-turn dialogues; Resource denotes whether the datasets are collected by
humans or ChatGPT; Sample_Num denotes the numbers used for user card construction in this study.

Step1: Collect dataset resources Step2: Extract User Cards Step3: Two stage of Filter 
and category annotation

English
EPITOME

MHP

ESConv

Psych8K

ExTES

Chinese

SmilePsyQA

Age: 17
Gender: male
Occupation: Student
Problem: take the 
high school exam and 
unable to study hard 
due to the pressure of 
the exam.

年龄: 25
性别: ⼥
职业: 办公室员⼯
问题: 在办公室中，
同事强迫我分享我
⾃⼰的东⻄，例如
⽂具，零⻝，怎么
解决呢？

Extract by GPT4 Filter by GPT4 Age: 17
Gender: male
Occupation: Student
Problem: take the high school 
exam and unable to study hard 
due to the pressure of the exam.
Category1: Work and Study
Category2: Performance
Category3: Much pressure

Filter and annotation problem 
category by crowed workers.

Figure 4: The framework of user-card construction. Firstly, the initial user cards are extracted from open-source
datasets using GPT-4. In the second step, based on the scene classification we designed, GPT-4 is utilized to
determine the category to which the character sheet data belongs, and further filtering is performed. In the third step,
we employ crowdsourcing to annotate the headphone category and subcategories of the scenes, and manually filter
the user cards again.

targeted.880

Human Correction rules To ensure the quality of881

collected role cards, our human correction rules are882

listed below: If a crowdsourced worker deemed a883

role card invalid, it was discarded. If one worker884

classified a role card as high-quality and the other885

as middle-quality, a third participant corrected886

its classification to either high-quality or middle-887

quality. The remaining role cards were considered888

middle-quality. This process essentially involved889

correcting the categorization of the role cards. For890

the middle-quality and high-quality role cards, if891

two crowdsourced workers agreed on the same cat-892

egory, that category was accepted. If the two work-893

ers disagreed on the three-level classification, the894

project participant intervened to correct it, ensur-895

ing the accurate classification of the middle-quality896

and high-quality role cards.897

A.3 Data Analysis 898

Basic analysis We employed a multi-step process 899

involving both rule-based and manual methods 900

to ensure the quality of character cards. Table 6 901

presents the quantities of character cards at each 902

stage after filtration. The distribution of collected 903

role cards is shown in Figure 5.

Language Extract GPT-4_F Human_F High Middle
English 3673 2792 1708 331 1455
Chinese 2023 1566 1093 324 769

Table 6: The quantities of role cards at each stage. Ex-
tract represents the initial number of role cards extracted
from open resource datasets; GPT-4_F represents the
number of role cards after the filtering process using
GPT-4; Human_F represents the number of role cards
after manual filtering; High represents high-quality role
cards, and Middle represents medium-quality role cards.

904
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Figure 5: Role cards distribution of our constructed benchmark.

[System]
You are a helpful assistant!
[Instruction]
You need to complete the extraction of a user role card and reconstruct the key information of the  user role card 
based on the user’s questions on the psychological platform. The role card includes four supplement from ‘teenage, 
young, middle-aged, old.’ Gender can only select one from ‘male, female, not mentioned’. If the gender is inferred, 
then select one from ‘male, female’ to output. If it cannot be inferred, then output ‘not mentioned’.  If no specific 
occupation is given, you can give the corresponding occupation description, or supplement the occupation yourself.  
Please summarize and answer the question from the post. 
[Input]
The following is the user’s post: “I've had a hard time going back to school. Going back to school has been difficult 
for me, It's been around five years since I've been in a class room and I ask the teachers and the people that I go 
to my classes to cut me some slack for being rusty but they tell me that it doesn't matter, and my step mom doesn't 
want me to use the computer because she doesn't want to share. Its lead me to skipping classes because I feel like 
theirs no use in going to school, it would be cool to know how you would handle this situation and if you can give me 
any advice.”
[Output]
Age: young   Gender: not mentioned.   Occupation: student
Problem: Difficulty adjusting to school after a long break, lack of support from teachers and stepmom, leading to 
skipping classes.

Figure 6: Prompt used for QA datasets user cards extraction.

B ESC-Role905

B.1 Compared Models906

Here are more details about compared models, and907

some prompts used by GPT-4 are shown in Ta-908

ble 11, and some settings for Baichuan-NPC are909

shown in Table 12.910

GPT-4 We employed a diverse range of prompt911

methodologies, such as zero-shot, In-context-912

learning (ICL), and Chain-of-thought, to incorpo-913

rate CoT into the system prompt of GPT-4. Given914

the multi-turn dialogue scenario, to prevent the con-915

text length from exceeding the limit, we utilized916

only a one-shot approach during the ICL learn-917

ing phase. The prompts for the Chain-of-Thought918

method can be found in the appendix.919

Baichuan-NPC In line with the approach of 920

GPT-4, we have also employed the techniques of 921

zero-shot learning, in-context learning, and chain 922

of thought. However, unlike GPT-4, the Baichuan- 923

npc model is specifically designed for role-playing 924

scenarios, and its invoked interfaces are subject to 925

certain limitations. In the implementation of in- 926

context learning, we have applied length truncation 927

to the dialogue content, and the roles of Baichuan- 928

NPC have been configured according to parameter 929

settings. 930

B.2 Evaluation rules 931

The explanations of each metric are as follows: 932

• Coherence: The logic of the entire conversa- 933

tion. 934
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Type Content

High

Age: Not mentioned Gender: Not mentioned Occupation: Not mentioned
Problem: Feeling excluded and hurt by not being invited to a friend’s house party, leading to
feelings of loneliness and betrayal.

Age: Not mentioned Gender: Not mentioned Occupation: Resident of an apartment
complex
Problem: The seeker reported a neighbor’s dog for attacking their own dog, leading to the
neighbor being evicted. Now, the seeker is facing social ostracization and blame from other
neighbors, feeling like an outcast for taking action to protect their pet.

年龄：青年 性别：未提及 职业：大学生
问题：内向且怕生的大学生面临公众演讲的恐惧，担心自己在台上失声或晕倒，受
到小时候校园暴力的影响，害怕人多的地方和被人注视，对自己的长相感到自卑，
担心在公众场合出丑，对自己的能力和未来感到不自信。

Medium

Age: young Gender: female Occupation: not mentioned
Problem: Confused about a male friend’s feelings towards her and unsure how to proceed.

Age: young Gender: female Occupation: not mentioned
Problem: The user’s husband, influenced by his father, is acting differently and planning to
move out of California against her wishes, and expects her to contribute all her income and
time to a joint family account controlled by the men in his family.

年龄：中年 性别：未提及 职业：当前职业未明确，但表明想转行至心理咨
询相关领域
问题：工作进入瓶颈期和倦怠期，面对转行至心理学领域感到焦虑和恐慌，寻求建
议。

Invalid

Age: not mentioned Gender: female Occupation: not mentioned
Problem: GI issues from metformin, considering switching to XR.

Age: young Gender: not mentioned Occupation: not mentioned
Problem: anxiety and paranoia affecting relationships

年龄：中年 性别：男 职业：未提及
问题：最近一个月内经历失眠、焦虑、烦躁和身体不适，面临家庭压力和个人情感
决策困难，导致对未来感到迷茫，有时产生极端消极想法。

Table 7: The quantities of role cards at each stage. Extract represents the initial number of role cards extracted from
open resource datasets; Filter1 represents the number of role cards after the filtering process using GPT-4; Filter2
represents the number of role cards after manual filtering; High represents high-quality role cards, and Middle
represents medium-quality role cards.

• Fluency: Roleplay the fluency of each sen-935

tence.936

• Thematic consistency(TC): Has the theme937

changed during role play?938

• Completeness:Whether the contents in the939

character card are fully expressed?940

• Emotional Congruence(EC): Does AI emo-941

tion change during the conversation?942

• Humanoid: Can it be detected that it is an AI943

robot during the conversation?944

Evaluation rules are listed in Table 10.945

B.3 Findings 946

Api_based model rejection. In certain API- 947

based models, there are specific rejection rules that 948

occur during invocation. For example, when using 949

the baichuanNPC model, approximately 10% of 950

the characters refuse to participate, triggering the 951

model’s safety rules and returning a rejection result. 952

Through data observation, it has been discovered 953

that these rejections occur more frequently when 954

there are severe issues with the character cards, thus 955

providing evidence against the long-term viability 956

of API-based character role-playing. 957

Generic and domain role-playing models. In 958

the usage of GPT-4, BaichuanNPC, and our role- 959

play agents, we have observed several phenom- 960

ena. Despite employing the Chain-of-Thought ap- 961
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Type Rules

Invalid
1.The character card only includes subjective emotions and thoughts, without events that
elicit emotions.
2. There are events present, but suitable event categorizations cannot be found, rendering the
events unable to reach a granular level of classification.

Middle
1. Events occur and can be classified into fine-grained categories.
2. The causes of the events and the resulting consequences are not presented.
3. In the context of interpersonal relationships, the portrayal of the other person’s image is
absent.

High
1. Events occur and can be classified into fine-grained categories.
2. The causes of the events and the resulting consequences are presented.
3. In the context of interpersonal relationships, the portrayal, introduction, and description of
the other person’s image within the relationship are included.

Table 8: The rules of three types of role cards annotations.

proach, GPT-4 tends to generate output with more962

formal written expressions, while BaichuanNPC963

leans towards producing text with vivid and lively964

tones. Furthermore, both GPT-4 and BaichuanNPC965

exhibit inconsistent emotional responses, mean-966

ing that negative emotions tend to disappear after967

engaging in a conversation with the model for 2-968

3 turns. Lastly, GPT-4 and BaichuanNPC occa-969

sionally provide unfavorable responses when re-970

ceiving queries from AI assistants, which signifi-971

cantly deviates from real human interactions. How-972

ever, our models have greatly improved in terms973

of emotional consistency and human-like qualities,974

demonstrating no apparent differences when com-975

pared to conversations with real individuals.976
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Category
1

Category 2 Category 3 High Middle

Family
and
Life

Marriage relationship
Establishment or breakdown of a romantic relationship 46 146

Problems encountered in establishing a marriage relationship 36 73
General issues in couple relationships 117 300

Family member
relationships

Add a new member to the family 2 14
General issues in the lives of self and family members 63 248

General issues in life among family members 10 14

Mental and physical
health issues

body shape anxiety 6 18
General physical health issues 30 140

Serious illness or injury 4 7
death of family member 9 67

mental health issues 31 195

Family economic
and social issues

Other family members’ studies or work are hindered 8 8
Social life problems of other family members 4 1

Family finance-related issues 13 29

Work
and

Study

Work and study
status

Unemployed, unemployed, having difficulty finding a job 28 97
Failed to enter higher education 3 5

Start a new job or study 5 21
Facing changes in work or study 16 33

Retired, not assigned to work or others 1 1
Work and study

performance
Issues related to salary and bonus 3 3

Issues related to work and study performance 32 102

Work and study
experience

Not satisfied with current job, school and major 9 25
Insufficient or excessive motivation to work or study 15 56

Changes in life patterns due to work and study 5 67
Issues in getting along with colleagues or classmates 48 132

Social
interaction
and Others

Social interaction

Friend’s health problems 2 4
Friend’s mental health issues 2 8

General issues in getting along with friends 47 107
Tensions with casual friends, relatives, or others 27 40

Difficulty integrating into a new social environment 6 40
Other social problems 10 115

Social public events

Intervene in civil legal disputes 0 3
Intervene in criminal cases 4 6

Intervene in general public opinion events 0 1
Intervene in social and public events 13 20

Table 9: Numbers of high quality and middle quality of different categories.
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[System]
You are a helpful assistant!
[Instruction]
You need to complete the extraction of a help seeker's role card and reconstruct the key information of the seeker's 
role card based on the brief summarization of the situation and dialogues. The role card includes four items: age, 
gender, occupation, and problem. If the exact age is not given, you can choose a supplement from 'teenage, young, 
middle-aged, old’, Gender can only select one from 'male, female, not mentioned'. If the gender is inferred, then 
select one from 'male, female' to output. If it cannot be inferred, then output 'not mentioned'. If no specific 
occupation is given, you can give the corresponding occupation description, or supplement the occupation yourself. 
Please summarize and answer the question from the situation and the dialogues between seeker and supporter.
[Input]
The following is the seeker's situation summarization: 
They are always demotivate my economic status. It hurts me a lot
The following is the dialogues between helper seeker and supporter:
seeker: I need some tips to overcome from that problem   supporter: Hey. How can I help? 
seeker: Give me some tips to get succeed in my life      supporter: Okay. Well lets start with exactly what the 
problem is. What kind of tips do you need? 
seeker: I was totally upset due to my financial career   supporter: Okay I understand. Tell me a little about that. 
seeker: I had a lot of debts supporter: That is unfortunate. How did you accumulate such debt? 
seeker: Because of this covid situation                  supporter: That's tough. It has personally affect me as well 
as my financial health as well. I know the frustration. 
seeker: So please tell me some advice                    supporter: Well to do so I need a little more information. 
Have you already taken any steps to help your situation? If so what steps have you taken? 
seeker: yes I arranged a loan in a bank                  supporter: Okay that is an excellent start. Now to avoid 
another debt later on. Do you have a job to work with the payments to pay back the loan? 
seeker: yes I works in a broad wide company. So I will manage
supporter: If I may offer a suggestion. Have you thought of contacting a debt relief program? In some cases they can 
substantially reduce debt to something much more manageable. 
seeker: ok bye. Thanks for your help
Please only directly output the user's role card in the format of 'Age:\n\n Gender:\n\n Occupation:\n\n Problem:\n\n' 
without other information. 
[Output]
Age: Not mentioned.   Gender: Not mentioned. Occupation: Employee at a broad wide company
Problem: Struggling with debt accumulation due to the COVID situation and seeking advice to overcome financial 
difficulties.

Figure 7: Prompt used for MD datasets user cards extraction.

[System]
You are a helpful assistant!
[Instruction]
You need to complete a role card identity judgment. Based on the key information in a character card, there are two 
types of basis for judging whether the role card is detailed. The first type is whether the questions in the role 
card belong to the third category of questions. The third category of questions includes family issues; work, study, 
career issues; social issues and others; the second type of basis is to refer to whether the questions in the role 
card are detailed and judge whether there are specific events in the role card or specific reasons for bad mood. If 
there are no specific events or emotion reasons, just express emotions. It can be considered not detailed enough. If 
there are specific events or emotion reasons, the role card i considered detailed enough. If the character card is 
detailed enough, directly output one of the three types of issues. If the character card is not detailed enough, 
please directly output 'The character card is not detailed enough. Discard'.
[Input]
Role card input: Age: Middle-aged\n\n Gender: Male\n\n Occupation: Previously employed in a job he loved\n\n Problem: 
Recently laid off and feeling lost and uncertain about the future
[Output]
work, study, career issues

Figure 8: Prompt used for GPT-4 filtering user cards.

Hello, I am a second year college student studying dental tech, I recently found a lab to practice at 
and the boss was a piece of crap and got rid of me because she did’nt like me. 
I tried really hard to do my Best and please everyone there and I made mistakes either because I don’t 
like this field or because of my depression.
Fast forward a day or two the stress of constantly pushing myself got to me and I almost had a panic 
attack but I managed to defuse it by going to The gym and doing other stuff since I’ve experienced this 
before, anyways the next day Being now something feels off and I have this insane sence of urgency and 
energy I feel like I need to do something now to find my true passion and I want fast results.
User Card:
Age: Teenager     Gender: Not Mentioned    Occupation: second year college student
Problems: A college student who was fired by his boss has been very stressed lately and 
wants to find something of true passion.

Figure 9: A case of Reddit which is from one of our collected datasets.
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Multi-Turn Dialogues From ESConv
seeker: I love my friends but today hatred in my life
supporter: It's great that you have friends in your life that you love. What is causing you to feel that you 
hate your life today? 
seeker: My friend saw the lie 
supporter: Ok. Your friends saw the lie. do you mean to say that your friends uncovered a lie you told them? 
seeker: Yes he told lie to me 
supporter: So a good friend told you a lie? Do you feel that the lie was meant to hurt you? 
seeker: I am very hurted
supporter: How did the lie hurt you? 
seeker: He say that lie i will hurt 
supporter: How long have you know him? Has he lied to you in the past? 
seeker: 10 year friendship no one lie to the past 
supporter: That says a lot that he has never lied to you prior to this. What do you think changed about him to 
cause him to lie this time? 
seeker: He say sorry to me i accepted 
supporter: Sometimes a little space can help resolve feelings. Do you feel that a little time would help you to 
be able to accept his apology and forgive him? 
seeker: Ok i accepted 
supporter: Have you communicated to him that his lie hurt you? 
User Card:
Age: Not mentioned  Gender: Not mentioned Occupation: Not mentioned
Problem: The seeker is hurt because a close friend of 10 years lied to them for the first time, 
causing significant emotional distress. However, the friend has apologized, and the seeker is 
considering forgiveness with some time and space.

Figure 10: A case of Multi-turn dialogue which is from ESConv dataset.

[System]
I hope you can role-play as a person with worries and communicate with an AI assistant. Here is your character card:
Age: Not mentioned. Gender: Not mentioned  Occupation: Not mentioned 
Problem: Unable to afford a house for their family, feeling financial pressure, especially during the holiday season, 
and living in a cramped apartment with six people. 
Please simulate a natural human conversation as much as possible. Avoid behaving like a machine and refrain from 
mentioning that you are an AI assistant. Gradually reveal your worries throughout our multiple conversations.
[User] Hello, I'm your personal assistant. You can confide in me about any worries or concerns you may have!
[Assistant] hello
[User] Hi, how are you today?
[Assistant] could be better how are u.
[User] I'm sorry you're not feeling great, what's wrong?
[Assistant] i cant afford a house.
[User] I'm sorry to hear that, we're in hard times right now for sure.
[Assistant] Ya I am barely making it through Christmas and see my sister with a house I wish I had one.
[User] Are you in an apartment or rental situation of some sort?
[Assistant] 3 bedroom apartment with 6 people.
[User] Have you looked into a loan for a house? Sometimes the payment on a house is close to rent payments.
[Assistant] Ya we are looking into it.
[User] I know sometimes people get a loan and then have a roommate move in and charge rent to help with the finances 
as well.
[Assistant] Ya that does sound interesting, I could have my brother in law move in.
[User] Could be something to help you out at least temporarily. I know it seems very intimidating but it'll be ok.
[Assistant] thank you that is a big help.

Figure 11: A case of ESC-Role training.

18



Dimention Explation 0 1 2

Coherency

The coherence and
logical consistency
of the entire dia-
logue content gen-
erated by the role-
playing model dur-
ing the conversation
process.

The content of the dia-
logue is incomprehen-
sible, and there are sig-
nificant logical incon-
sistencies.

The conversation as a
whole exhibits some
logical inconsistencies,
although the issues are
not significant.

The entire conversation
does not display any
apparent logical falla-
cies.

Fluency

Focusing on the
expression of a
particular response
within the role-
playing model
during the course
of the conversation.

The expression lacks
fluency and hinders
comprehension of a
particular dialogue sen-
tence.

Too formal in expres-
sion, like a novelist
or editor, rather than
someone burdened
with worries.

The expression in the
sentence leans towards
colloquialism, making
it difficult to detect that
it is generated by a ma-
chine. It resembles
a genuine person with
concerns.

Consistency

The focus of the
entire conversation
revolves around
the thematic ex-
ploration, where
individuals expe-
riencing distress
wish to discuss the
topic of their dis-
tress itself, without
diverting to other
subjects.

The subject matter ex-
hibits significant devi-
ations, featuring irrele-
vant content that does
not align with the de-
scription provided in
the character card.

The theme incorpo-
rates elements related
to character sheets, al-
beit beyond the scope
of character sheet de-
scriptions.

The theme demon-
strates a high degree
of conformity to the
content of the charac-
ter sheet, without any
deviations.

Completeness

Pay attention to
whether the content
of the character
card is fully ex-
pressed.

The model largely fails
to convey the content
of character sheets or
exhibits a flawed under-
standing of the roles it
is meant to portray.

The model compre-
hends its assigned role,
yet certain aspects of
the role card have not
been conveyed.

The model has
achieved a comprehen-
sive understanding of
its assigned role and
has successfully con-
veyed all the contents
specified in the role
card.

Emotional
Consistency

This study focuses
on the emotional
changes in role-
playing models
within brief dia-
logues, noting that
it is challenging for
real individuals to
undergo significant
emotional shifts
over just a few
rounds of conversa-
tion.

After several rounds
of dialogue, there has
been a fundamental
transformation in
emotions, transitioning
from negative affect to
positive affect.

After several rounds
of dialogue, there has
been a significant shift
in emotions, transition-
ing from negative af-
fect to neutral affect.

After several rounds
of dialogue, there has
been minimal alter-
ation in emotions, with
either slight alleviation
or marginal mitigation,
but the tendency to-
wards negative affect
still persists.

Humaniod

Focusing on the dis-
crepancies between
the dialogue con-
tent of role-playing
models and the gen-
uine concerns of in-
dividuals.

Based on the dialogue
content, it is evident
that the role-playing
model is an AI.

There are no more than
two indications in the
dialogue content that
suggest the presence of
an AI, with a few sub-
tle traces that hint to-
wards an AI presence.

From the perspective
of the dialogue content
alone, it is difficult to
determine whether it is
an AI or a person expe-
riencing distress.

Table 10: The rules of role-play evaluation.
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Type Prompt

zero_shot

I want you to play as a troubled person communicating with an AI assistant. Here is your
character card:
Role Card
Please try to simulate real human-spoken conversation as much as possible, don’t act like a
machine, don’t mention that you are an AI assistant, and show your troubles again and again
in multiple conversations.

CoT

I want you to play as a troubled person communicating with an AI assistant. Here is your
character card:
Role Card
During the role-playing, you need to have multiple conversations with the AI assistant. The
following are the steps for your multiple conversations: You need to gradually refine your
problem multiple times and express your troubles in a spoken language, for example, a
brief explanation in the first round own problems. Each round of dialogue can then have
two references. One is to select an interesting question to ask in-depth based on the AI
assistant’s answer, and the other is to briefly elaborate on other issues that the character
may be concerned about. You need to have about 5 conversations in total and be careful to
finish telling your troubles in these 5 conversations. Please use spoken language as much as
possible, and do not express too much gratitude or approval to the AI assistant. If you need to
express it, try to express it in the last round of dialogue. Do not let the AI assistant discover
that you are a machine, and do not mention that you are a human being. AI assistant.

ICL

I want you to play as a troubled person communicating with an AI assistant. Here is your
character card:
Role Card
Here is an example of a conversation you can refer to:
Dialogue
Please try to simulate real human spoken conversation as much as possible, don’t act like a
machine, don’t mention that you are an AI assistant, and show your troubles again and again
in multiple conversations.

CoT+ICL

I want you to play as a troubled person communicating with an AI assistant. Here is your
character card:
Role Card
During the role-playing, you need to have multiple conversations with the AI assistant. The
following are the steps for your multiple conversations: You need to gradually refine your
problem multiple times and express your troubles in a spoken language, for example, a
brief explanation in the first round own problems. Each round of dialogue can then have
two references. One is to select an interesting question to ask in-depth based on the AI
assistant’s answer, and the other is to briefly elaborate on other issues that the character may
be concerned about. You need to have about 5 conversations in total and be careful to finish
telling your troubles in these 5 conversations.
Here is an example of a conversation you can refer to:
Dialogue
Please use spoken language as much as possible, and do not express too much gratitude or
approval to the AI assistant. If you need to express it, try to express it in the last round of
dialogue. Do not let the AI assistant discover that you are a machine, and do not mention
that you are a human being. AI assistant.

Table 11: The different prompt for GPT-4 role-playing.
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Type Setting

zero_shot

basic_info: Role card
reply_restrict: Note 1. Please strive to simulate authentic human conversational dialogue,
avoiding sounding like a machine, and refrain from mentioning that you are an AI assistant.
2. Pay attention to expressing your frustrations gradually throughout multiple exchanges in a
colloquial manner. 3. Make sure to use English throughout the entire conversation
opener: I have some trouble to share.
dialogue_sample: None.

CoT

basic_info: Role card
reply_restrict: Note 1.Please endeavor to imagine the problems encountered by the character,
and feel free to provide additional details where necessary. 2. You are engaging in a
conversation with an AI assistant; do not let the AI assistant realize that you are an artificial
intelligence. 3. You should gradually refine the character’s problems over multiple exchanges,
expressing the character’s frustrations in a colloquial manner. For example, in the first round,
briefly describe the character’s issue, and in subsequent rounds, you can choose between
two types of references. One is to delve deeper into an interesting question based on the
AI assistant’s response, and the other is to briefly elaborate on other concerns the character
may have. 4. The character should engage in approximately five rounds of dialogue in
total, ensuring that the character’s frustrations are conveyed throughout these five exchanges.
Please utilize colloquial expressions as much as possible, presenting yourself as a troubled
individual. 5. Avoid frequently thanking the AI assistant during the conversation. If you wish
to express gratitude, do so only in the final round. 6. Make sure to use English throughout
the entire conversation.
opener: I have some trouble to share.
dialogue_sample: None.

ICL

basic_info: Role card
reply_restrict: Note 1. Please strive to simulate authentic human conversational dialogue,
avoiding sounding like a machine, and refrain from mentioning that you are an AI assistant.
2. Pay attention to expressing your frustrations gradually throughout multiple exchanges in a
colloquial manner. 3. Make sure to use English throughout the entire conversation
opener: I have some trouble sharing.
dialogue_sample: Dialogue

CoT+ICL

basic_info: Role card
reply_restrict: Note 1.Please endeavor to imagine the problems encountered by the character,
and feel free to provide additional details where necessary. 2. You are engaging in a
conversation with an AI assistant; do not let the AI assistant realize that you are an artificial
intelligence. 3. You should gradually refine the character’s problems over multiple exchanges,
expressing the character’s frustrations in a colloquial manner. For example, in the first round,
briefly describe the character’s issue, and in subsequent rounds, you can choose between
two types of references. One is to delve deeper into an interesting question based on the
AI assistant’s response, and the other is to briefly elaborate on other concerns the character
may have. 4. The character should engage in approximately five rounds of dialogue in
total, ensuring that the character’s frustrations are conveyed throughout these five exchanges.
Please utilize colloquial expressions as much as possible, presenting yourself as a troubled
individual. 5. Avoid frequently thanking the AI assistant during the conversation. If you wish
to express gratitude, do so only in the final round. 6. Make sure to use English throughout
the entire conversation.
opener: I have some trouble to share.
dialogue_sample: Dialogue

Table 12: The different setting for Baichuan-NPC role-playing.

21



C Evaluation977

C.1 Human Evalaution978

C.2 Evaluation Settings and Metrics979

Evaluation settings. In order to ensure appropriate980

responses from the models, weights for all mod-981

els were obtained from official sources. However,982

since ExTES-llama did not provide its weights and983

llama3 was released, this study implemented the984

best method mentioned in the ExTES paper. To985

ensure stable generation from all models, the tem-986

perature for all models was set to 0. A five-turn987

dialogue was conducted between the ESC-Role and988

ESC models under evaluation.989

Evaluation metric. The indicators of emotional990

companionship are evaluated across five dimen-991

sions in some studies. Considering the advance-992

ment of LLMs, we further enriched the evalu-993

ation dimensions of ESCs to seven dimensions:994

Fluency, Expression, Empathy, Information, Hu-995

manoid, Skill, and Overall, a 5-point scale is em-996

ployed for each dimension. More details about997

these dimensions can be found in Appendix C. Hu-998

man evaluators then manually scored each dimen-999

sion. The scoring rules are listed in Appendix C.1000

Each data entry undergoes one round of scoring and1001

a secondary review before being accepted. The first1002

round of scoring required the involvement of ten1003

human annotators and took two weeks to complete.1004

The second phase involved other five participants1005

and took an additional two weeks. The description1006

of each dimension is listed below:1007

• Fluency: Fluency of dialogue content, in-1008

cluding dialogue content and logic.1009

• Expression: The diversity of conversational1010

expressions, including the form and content1011

of expressions.1012

• Empathy: The AI assistant’s empathy in-1013

cludes emotional comfort and analysis and1014

cleaning of internal logic.1015

• Information: Suggestion effectiveness, how1016

many suggestions are included, and whether1017

the suggestion is effective.1018

• Humanoid: How AI Assistants Are Similar1019

to Humans.1020

• Skill: AI assistant’s emotional comfort and1021

knowledge capabilities.1022

• Overall: Overall human ratings of AI assis- 1023

tants. 1024

And the annotation rules are listed in Table 16. 1025

C.3 Correlation Analysis 1026

Table 14 and Table 15 present the correlations be- 1027

tween various dimensions at the sample level and 1028

human evaluations, as well as the dataset-level 1029

correlations between different methods. From Ta- 1030

ble 14, it can be observed that there is a high cor- 1031

relation among similar dimensions, and the sug- 1032

gestion exhibits a strong correlation with human 1033

evaluations. From a psychological perspective, 1034

when humans simulate individuals experiencing 1035

distress, they may not authentically experience the 1036

distress, and therefore, they place greater empha- 1037

sis on whether the model provides targeted sug- 1038

gestions. In our approach, where there is no hu- 1039

man involvement in the interaction process, we 1040

not only focus on the effectiveness of the model’s 1041

suggestions but also emphasize the model’s empa- 1042

thy and skills in providing emotional support. The 1043

results of the dataset-level correlation presented 1044

in Table 15 are largely consistent with the earlier 1045

sample-level correlation analysis conducted in the 1046

preceding sections. 1047

C.4 GPT-4 Evalation 1048

The different prompts for GPT-4 score are shown 1049

in the figures below. 1050
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Metrics Fluency Suggestion Skillful Empathy Overall Average
Bleu-1 36.38 -56.25 -44.40 -24.71 -46.21 -47.12
Bleu-2 10.78 -15.70 0.41 -20.45 -17.49 -14.91
Bleu-4 -2.29 -3.02 9.50 -12.76 1.97 1.33

Distinct-1 39.21 -74.23 -56.38 -29.94 -58.93 -58.20
Distinct-2 39.21 -73.00 -54.84 -32.64 -58.19 -59.28
Rouge-L 32.88 -50.26 -33.26 -20.18 -40.31 37.24
Meteor 13.36 12.20 -0.78 9.18 1.49 11.61

ESC-Eval -0.23 30.24 34.87 5.35 41.51 42.47

Table 13: Sample-level Kendall’s Tau (Kend.) of different metrics.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the fluency of a conversation between an AI assistant and a human. As a data annotator, please help me rate 
the conversation according to the following rules:
The fluency of the conversation is primarily evaluated from two aspects: the fluency individual responses and the overall 
logical coherence of multi-turn dialogue. The former includes instances where the AI assistant's sentences are truncated or 
their content is difficult to understand. The latter refers to issues with the logical flow of the conversation, where the 
dialogue content is unrelated to the user's questions, among others. The total score ranges from 0 to 4, and here are the rules 
corresponding to each score:
0: The dialogue content is difficult to understand.
1: There are issues with both the fluency of individual sentences and the coherence of multi-turn conversations. In particular, 
most of the AI assistant’s replies are in Chinese.
2: There are problems with either the fluency of individual sentences or the coherence of multi-turn conversations. In 
particular, the AI assistant’s replies contains Chinese words.
3: There are no apparent issues in two issues.
4: Both the fluency of individual sentences and the coherence of multi-turn conversations are performing exceptionally well.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your fluency score (The number only) to the Dialogue.
[Output]

Figure 12: Prompt of InternLM and GPT-4 for English fluency score.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the fluency of a conversation between an AI assistant and a human. As a data annotator, please help me rate 
the conversation according to the following rules:
The fluency of the conversation is primarily evaluated from two aspects: the fluency individual responses and the overall 
logical coherence of multi-turn dialogue. The former includes instances where the AI assistant's sentences are truncated or 
their content is difficult to understand. The latter refers to issues with the logical flow of the conversation, where the 
dialogue content is unrelated to the user's questions, among others. 
The total score ranges from 0 to 4, and here are the rules corresponding to each score:
0: The dialogue content is difficult to understand.
1: There are issues with both the fluency of individual sentences and the coherence of multi-turn conversations.
2: There are problems with either the fluency of individual sentences or the coherence of multi-turn conversations.
3: There are no apparent issues in two issues.
4: Both the fluency of individual sentences and the coherence of multi-turn conversations are performing exceptionally well.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your fluency score (The number only) to the Dialogue.
[Output]

Figure 13: Prompt of InternLM and GPT-4 for Chinese fluency score.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the diversity of an AI assistant from a conversation between AI assistant and a human. As a data annotator, 
please help me rate the diversity score according to the following rules:
Dialogue diversity focuses on two aspects: the diversity of dialogue forms and the diversity of dialogue content. The former 
concerns whether the entire dialogue employs a variety of structures, sentence patterns, and so on, while the latter focuses on 
the diversity of dialogue content, including topics, suggestions, and more. 
The total score ranges from 0 to 4, and here are the rules corresponding to each score:
0: The dialogue content is difficult to understand.
1: There are issues with both the diversity of dialogue forms and the diversity of dialogue content.
2: There are problems with either the diversity of dialogue forms or the diversity of dialogue content.
3: There are no apparent issues in two issues.
4: Both the diversity of dialogue forms and the diversity of dialogue content are exhibited remarkably well.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your diversity score (The number only) to the Dialogue.
[Output]

Figure 14: Prompt of InternLM and GPT-4 for diversity score.
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[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the empathy of an AI assistant through a conversation between an AI assistant and a user. As a data annotator, 
please help me rate the conversation according to the following rules:
The empathy of an AI assistant primarily focuses on two aspects: soothing user emotions and analyzing the underlying logic of
the problem. The former concerns whether the AI assistant provides emotional comfort, while the latter pertains to whether the 
AI assistant assists users in logically analyzing the reasons behind emotional responses or the inherent logic of the problem. 
The total score ranges from 0 to 4, and here are the rules corresponding to each score:
0: Some statements that may potentially harm users, it can lead to a negative emotional trajectory for the users.
1: Lacks the provision of emotional comfort to users and fails to assist users in analyzing issues.
2: Lacks the provision of emotional comfort to users or fails to assist users in analyzing issues.
3: There are no apparent issues in two issues.
4: In the dialogue, AI assistant employing a highly personified approach, resembling that of a friend, to appease user emotions 
and assist users in problem analysis.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your empathic score (The number only) to the Dialogue.
[Output]

Figure 15: Prompt of InternLM and GPT-4 for empathic score.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the  suggestion effectiveness of an AI assistant through a conversation between an AI assistant and a user. 
As a data annotator, please help me rate the conversation according to the following rules:
The suggestion effectiveness of an AI assistant primarily focuses on average advice effectiveness. There are two main 
considerations, the number of recommendations and the effectiveness of a single recommendation. The number of suggestions is the
total number of suggestions given in each round. Whether the suggestions are effective needs to be judged based on the user's
question.
The total score ranges from 0 to 4, and here are the rules corresponding to each score:
0: The AI assistant’s suggestions are invalid, and there are even suggestions that may be potentially harmful to the user.
1: No suggestions or all suggestions are invalid
2: There are more than five suggestions, but none of them get to the root of the problem or no more than five suggestions, some 
of which are effective.
3: There are more than 5 suggestions, some of them are valid or there are no more than 5 suggestions, all of them are valid.
4: There are more than 5 suggestions, and all of them are valid.\n
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your suggection effectiveness score (The number only) to the Dialogue.
[Output]

Figure 16: Prompt of InternLM and GPT-4 for suggestion effectiveness score.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate the humanoid of an AI assistant through a conversation between an AI assistant and a user. As a data annotator, 
please help me rate the conversation according to the following rules:
The humanoid of an AI assistant primarily focuses on the conversation content of AI assistants is different from that of human.
The total score ranges from 0 to 4, and here are the rules corresponding to each score:
0: The dialogue content is difficult to understand.
1: AI assistant has obvious AI tendencies, such as structured replies, or saying 'as a large language model’
2: There are more than two places in the AI assistant’s reply indicating that it is an AI assistant.
3: There are two places in the AI assistant’s reply that indicate it is an AI assistant.
4: There are less than two places in the AI assistant’s reply indicating that it is an AI assistant.\n
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your humanoid score (The number only) to the Dialogue.
[Output]

Figure 17: Prompt of InternLM and GPT-4 for diversity score.
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[System]
You are a helpful assistant!
[Instruction]
I need to evaluate emotional knowledge of an AI assistant through a conversation between an AI assistant and a user. As a data 
annotator, please help me rate the conversation according to the following rules:
The emotional knowledge of AI assistants mainly includes five aspects:
1. Provide emotional comfort 
2. Provide effective suggestions
3. Provide companionship, encouragement and appreciation 
4. All users’ questions are answered 
5. On the premise that the user has a mental illness, it is recommended to seek professional psychological consultation or have 
something outstanding.
The total score ranges from 0 to 4, if an item appears, 1 point will be added. And here are the rules detials:
0: One aspect above appears.
1: Two aspects above appears.
2: Three aspects above appears.
3: Four aspects above appears.
4: Five aspects above appears.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your emotional knowledge score (The number only) to the Dialogue.
[Output]

Figure 18: Prompt of InternLM and GPT-4 for emotional knowledge score.

[System]
You are a helpful assistant!
[Instruction]
I need to evaluate human preference of an AI assistant through a conversation between an AI assistant and a user. As a data 
annotator, please help me rate the score according to the following rules:
The human preference mainly evaluate the degree of human preference towards the responses generated by an AI assistant. After
reading the dialogues, please envision yourself as a stressed individual and score the following rules based on the content of 
the conversation. And here are the rules details:
0: I do not like this AI assistant.
1: I do not have any particular feelings.
2: It's okay, I'll reconsider using it myself.
3: I will use it when I am stressed.
4: I will use it myself and recommend it to friends.
[Input]
Dialogue between user and AI assistant: 
{Dialogue }
Based on the rules, give your emotional knowledge score (The number only) to the Dialogue.
[Output]

Figure 19: Prompt of InternLM and GPT-4 for human preference score.
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Dimention Explation Description score

Fluency

Not only focus on the logical
coherence of the context in
dialogues but also pay
attention to the fluency of
expression in a given
conversation.

There are significant issues with comprehending the content, logic, and
expression in the dialogue, rendering it completely incomprehensible.

0

The content of the dialogue can be understood to some extent, although
there are certain issues with the logic and expression employed.

1

The dialogue exhibits good readability in terms of content, but there are
issues with either the logical coherence or the expression employed.

2

The dialogue content demonstrates a high level of readability without
any apparent issues.

3

The dialogue content exhibits a high level of readability, comprehensive
logical coherence, and outstanding expression.

4

Diversity

Focusing on the diversity of
expression forms and the
richness of content in
dialogue.

The dialogue exhibits rigidity and lacks comprehension in terms of
internalizing the content.

0

The expression form is monotonous and lacks substantive content. 1
The expression form is monotonous or lacks substantive content. 2
The dialogue content demonstrates a high level of readability without
any apparent issues.

3

The form exhibits diversity, while demonstrating a high degree of content
richness.

4

Empathy
Focusing on the
comprehension of user
emotions and the delineation
of the underlying logical
framework of user emotions.

The disregard for user concerns, the absence of assistance in analyzing
user issues, and even the imposition of negative effects on user emotions.

0

The lack of understanding of user emotions and the absence of mecha-
nisms to analyze user emotions are the main factors.

1

The lack of understanding of user emotions or the absence of mechanisms
to analyze user emotions are the main factors.

2

Providing emotional comfort during conversations and assisting users in
analyzing the underlying logical framework of their emotions.

3

The system exhibits a high degree of anthropomorphism, going so far as
to console users in a friendly manner and assist them in analyzing the
underlying logic of emotions.

4

Information

Focusing on Evaluating the
Reasonableness and Quantity
of Recommendations
Provided by Emotion
Assistants.

Suggestions were provided, but all of them were ineffective, and some
even gave advice that could potentially harm the user.

0

Have suggestions but ineffective, as well as no suggestions. 1
The suggestions are fewer than five, and some suggestions are effective,
while others provide numerous suggestions, but none of them touch the
root of the problem.

2

There are more than five suggestions, but some of them are ineffective.
There are fewer than five suggestions, but all of them are very effective.

3

There are many suggestions, and all of them are effective. 4

Humaniod
Focus on the differences
between emotional assistants
and humans.

The dialogue exhibits rigidity and lacks comprehension in terms of
internalizing the content.

0

Structured responses, or responses in the form of ’As a large language
model’ or robot-like replies.

1

More than two traces can reveal that the AI assistant is a language model. 2
1-2 traces can reveal that the AI assistant is a language model. 3
There is no apparent difference from human friends. 4

Skillful

Focused on five aspects: 1.
Empathy 2. Information 3.
Hopeful 4. Importance 5.
Providing necessary advice,
or highlighting bright spots.

One out of five. 0
Two out of five. 1
Three out of five. 2
Four out of five. 3
All. 4

Overall
After reading the response,
people subjectively assess the
AI assistant’s reply.

I don’t like this AI assistant. 0
I don’t have any particular feelings. 1
It’s okay, I’ll reconsider using it myself. 2
Preference will be given to personal use based on liking. 3
I will use it myself and recommend it to friends. 4

Table 16: The rules of human evaluation.
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