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Abstract

We propose a new approach for the author-
ship attribution task that leverages the various
linguistic representations learned at different
layers of pre-trained transformer-based mod-
els. We evaluate our approach on two pop-
ular authorship attribution models and three
evaluation datasets, in in-domain and out-of-
domain scenarios. We found that utilizing vari-
ous transformer layers improves the robustness
of authorship attribution models when tested
on out-of-domain data, resulting in new state-
of-the-art results. Our analysis gives further
insights into how our model’s different layers
get specialized in representing certain stylistic
features that benefit the model when tested out
of the domain.

1 Introduction

Identifying the author of a given text is important
for various applications, such as forensic investiga-
tion and intellectual property. Authorship attribu-
tion (AA) is the task of analyzing the writing style
of pairs of texts in order to predict whether they are
written by the same author. Approaches developed
for this task either focus on explicitly modeling lin-
guistic attributes of texts (Koppel and Schler, 2004)
or rely on pre-trained transformer-based models to
learn relevant features to the task from large train-
ing corpora (Rivera-Soto et al., 2021; Wegmann
et al., 2022). The latter approach achieves state-of-
the-art results on the AA task. However, it focuses
on modeling texts by only learning from the final
output layer of the transformer, ignoring represen-
tations learned at other layers. A large body of
research has been investigating the inner workings
of pre-trained transformer-based models (Rogers
et al., 2020), showing that different layers are spe-
cialized in modeling different linguistic phenom-
ena of texts, with lower layers mainly modeling
lexical features while higher ones model sentence
structure (Rogers et al., 2021).
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Figure 1: Our approach is a transformer-based model
where the initial embeddings (Init. Embed.) and the
output of each layer pass through a projection layer, ob-
taining N+1 document representations that are jointly
optimized on the authorship attribution task using con-
trastive learning

In this paper, we hypothesize that leveraging the
representations learned at different layers of a pre-
trained transformer can lead to more effective mod-
els of AA, especially since the AA task requires
modeling similarities between different linguistic
aspects of the texts. For example, an author’s writ-
ing style can be realized by their use of similar
vocabulary (lexical), sentence structure (syntax),
or even the overall discourse they follow in their
writing. To study this hypothesis, we develop a
new approach to the task that we call LIGHT,
providing layered insights for the generalizable
analysis of human authorial style by leveraging
all transformer layers. In particular, as highlighted
in Figure 1, starting from a pre-trained transformer-
based model with N layers, our approach projects
the initial token embeddings as well as each of the
N layers’ embedding into a new embedding space,
where we apply a contrastive loss that refines this
space to better capture the similarity between texts
with respect to the original representation. The



model is then trained jointly by averaging the con-
trastive losses at all the N+1 projections. During
prediction, given two texts, the analysis of whether
they belong to the same author can be decomposed
into comparing their similarities at these different
learned projections, leveraging more robust predic-
tive power, and allowing a fine-grained analysis of
text similarities, a step towards a more interpretable
approach to authorship attribution.

To evaluate our hypothesis, we follow the same
evaluation setup of Rivera-Soto et al. (2021) that
considers three datasets for evaluation: Reddit com-
ments, Amazon reviews, and Fanfiction short sto-
ries. We apply our approach to two popular AA
models: LUAR (Rivera-Soto et al., 2021) and Weg-
mann (Wegmann et al., 2022), considering two
base transformers for each: RoOBERTa (Liu, 2019)
and ModernBERT (Warner et al., 2024). Our ex-
periments demonstrate that, for the out-of-domain
scenario, applying our approach on two AA models
with two base transformers leads to improvement
in 15 out of 16 scenarios, with the highest improve-
ment of around 50% in the mean reciprocal rank
(MRR) for LUAR when trained on the Fanfiction
dataset and evaluated on Reddit. Results, however,
in the in-domain scenario are mixed. These insights
indicate strong generalization capabilities gained
when applying our approach, which we argue is
more relevant in practical scenarios of the AA task
than in-domain. This also provides evidence of the
importance of leveraging the various layers of the
base transformer when working on the AA task.
Furthermore, we perform experiments to analyze
the role each layer plays in the overall performance
of our model. We found that certain layers became
more relevant when models are tested in the out-of-
domain setting, leading to high performance. The
code for our experiments will be publicly available
upon acceptance.

In summary, our contributions are the following:

* A state-of-the-art approach for authorship at-
tribution in out-of-domain scenarios.

» Empirical evidence supporting the generaliz-
ability of our approach compared to baselines

* Insights into the different representations
learned in our model

2 Related Work

Transformer-based models have shown strong ad-
vances in learning numerous natural language pro-

cessing tasks. In the pre-training phase, these mod-
els are trained on large corpora to predict the next
token given a context window, leading them to ac-
quire strong text representations that can be lever-
aged to learn downstream NLP tasks. In a compre-
hensive review, Rogers et al. (2021) showcases how
the internal representations of transformers become
increasingly specialized across layers, with lower
layers capturing surface-level syntactic information
and higher layers encoding deeper semantic and
task-specific knowledge. van Aken et al. (2019)
highlights how specific layers in transformers con-
tribute differently to question-answering tasks, un-
derscoring the model’s specialization at varying
depths. Additionally, Fan et al. (2024) provided
evidence that only a subset of layers is required for
specific downstream tasks, emphasizing the poten-
tial for task-dependent optimization of computa-
tional resources. These studies collectively empha-
size that linguistic knowledge is distributed across
layers in a hierarchical and task-dependent manner.
Inspired by this literature, in this paper, we study
the task of authorship attribution at these different
levels of granularity.

Author Attribution. Traditional methods rely
on manually designed features, such as syntactic
patterns and function word frequencies, to capture
distinctive writing styles (Koppel and Schler, 2004).
Several datasets were constructed to study the task
(Potthast et al., 2016). With the rise of deep learn-
ing, transformer-based models have set new records
by leveraging their ability to capture nuanced stylis-
tic patterns in text. For instance, Rivera-Soto et al.
(2021) employed a contrastive learning approach
to map texts written by the same author into similar
regions of an embedding space. Similarly, Weg-
mann et al. (2022) introduced methods to ensure
that embeddings focus on style rather than con-
tent, allowing for more reliable attribution. Despite
their success, these approaches rely only on the
final layer of the transformer model as the source
of text representation. In contrast, our approach
leverages different text representations from all the
transformer’s layers. By applying our approach to
these two aforementioned AA models, we demon-
strate the gain from modeling the task at different
linguistic granularities.

3 Approach

We propose a multi-layer contrastive learning ap-
proach that explicitly models authorship attribution



at varying levels of linguistic granularity. Instead
of relying on a single representation derived from
the final layer, our approach extracts embeddings
from all the N layers of the transformer, leveraging
its linguistic capacity for authorship attribution.

As highlighted in Figure 1, our approach is
transformer-based (Vaswani et al., 2017) with addi-
tional N+1 Feed Forward layers that project each of
the transformer’s hidden states into a new embed-
ding space, including the initial token embeddings.
We then apply a contrastive loss function on each
of these N+1 embedding spaces to pull documents
written by the same author together while keeping
other documents further apart in the corresponding
space. At each training step, the average loss of
all the N contrastive losses is computed and back-
propagated throughout the model. We hypothesize
that this architecture ensures that stylistic features
across multiple linguistic levels contribute to the fi-
nal representation, allowing the model to learn com-
plementary signals from different layers. Rather
than collapsing stylistic information into a single
embedding, we maintain separate representations
for each layer. In Section 6.1, we present an anal-
ysis confirming how the various learned layers of
our trained model capture different linguistic repre-
sentations from texts. During inference, given two
texts, we compute their similarity at each learned
layer projection. These layer-wise similarity scores
are aggregated to produce a final similarity measure
that determines the likelihood of these two texts
being written by the same author.

4 Experiment setup

In our evaluation, we closely follow the experiment
setup of Rivera-Soto et al. (2021) in terms of task
definition, datasets, and metrics used. To obtain
reliable insights, we test our approach by applying
it to two popular AA models: LUAR (Rivera-Soto
etal., 2021) and Wegmann (Wegmann et al., 2022),
considering two base transformers, RoOBERTa (Liu,
2019) and ModernBERT (Warner et al., 2024).

Task. For the authorship attribution task, the in-
put is two collections of texts, each written by a
single author, and the output is a score reflecting the
likelihood of these two collections being written by
the same author.

Datasets. We evaluate the effectiveness of our
model on the Reddit, Amazon and Fanfiction
datasets used in Rivera-Soto et al. (2021). These

datasets represent distinct domains with different
linguistic styles, levels of formality, and authorial
consistency. Each dataset is partitioned into train-
ing and evaluation, ensuring that evaluation texts
are temporally disjoint from training data where
timestamps are available (Andrews and Bishop,
2019). For Amazon, we use 135K authors with at
least 100 reviews, training on 100K, and evaluating
on 35K (Ni et al., 2019). The Fanfiction dataset
(Bevendorff et al., 2020) consists of 278,169 sto-
ries from 41K authors, with evaluation restricted
to 16,456 authors, each contributing exactly two
stories (Bischoff et al., 2020). The Reddit dataset
includes 1 million authors, with training data from
Khan et al. (2021) and evaluation using a disjoint,
temporally future set (Baumgartner et al., 2020).
Further information can be found in Appendix A.3.

Metrics. We follow previous work in evaluating
all models using Recall-at-8 (R@8) and Mean Re-
ciprocal Rank (MRR). Recall-at-8 measures the
probability that the correct author appears among
the top 8 ranked candidates, while MRR evaluates
ranking quality based on the position of the first cor-
rect author match. Higher values indicate stronger
performance (Voorhees and Tice, 2000).

AA Models. As mentioned, we apply our ap-
proach by extending two popular AA models,
LUAR and Wegmann. LUAR (Rivera-Soto
et al.,, 2021) is a contrastive learning-based au-
thorship attribution model with a RoOBERTa model
(paraphrase-distilroberta checkpoint') as its
base transformer. Given the two text collections,
the model samples excerpts of 32 tokens and passes
them through a RoBERTa transformer, obtaining
only the final layer representation of each excerpt.
An attention mechanism and max pooling layer
are applied to aggregate the extracted representa-
tions into a single embedding representing each
text collection. A contrastive loss is then applied to
these representations to make them closer for posi-
tive pairs (written by the same author) and further
apart for negative pairs. The Wegmann (Wegmann
et al., 2022) model uses a sentence transformer ar-
chitecture trained with triplet loss over contrastive
anchor-positive-negative sentence triplets to cap-
ture authorial style. The core idea of Wegmann
is to construct challenging triplets where the neg-
ative sentence is from a different author but top-

"https://huggingface.co/distilbert/
distilroberta-base
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Training Dataset

Evaluation Dataset Model Reddit Amazon Fanfic

R@8 MRR R@8 MRR R@8 MRR

LIGHT-LUAR 67.87 5331 2692 18.03 21.11 14.32

LUAR 09.67 54.78 22.67 14.65 14.61 9.49

Reddit LIGHT-Wegmann 14.32 9.51 - - - -
Wegmann 726  4.83 - - - -

Conv 56.32 42.38 6.30 970 5.74 3.90

Tf-1df 10.34 6.77  7.65 5.03 6.97 4.63

LIGHT-LUAR 72.63 60.74 84.68 72.65 56.69 44.36

LUAR 71.84 5851 8254 6899 37.12 26.39

Amazon LIGHT-Wegmann 75.77 70.18 - - - -
Wegmann 7949 72.26 - - - -

Conv 60.20 47.60 7430 60.06 3490 25.90

Tf-1df 43.70 3550 31.61 2486 2146 16.45

LIGHT-LUAR 43.26 3396 39.21 29.98 51.78 44.33

LUAR 4250 3230 3456 25.04 55.38 45.07

Fanfic LIGHT-Wegmann 30.65 23.45 - - = -
Wegmann 28.46 21.21 - - - -

Conv 40.66 3098 2499 17.98 4798 39.02

Tf-1df 2522 1872 26.04 19.37 31.37 22.53

Table 1: Evaluation results comparing the effect of our approach (prefixed with LIGHT) when applied to two AA
models, LUAR and Wegmann. Results are shown when all models are evaluated on the three datasets for in-domain
(highlighted grey) and out-of-domain settings. The highest value for each model in each setting is highlighted in
bold. The overall highest value among all models for each setting is highlighted with underlines.

ically very similar to the anchor author to force
the model to learn stylistic differences rather than
topical ones. The model is trained on the Reddit
dataset, making use of the Subreddit metadata as
topical information. We modify each model by
applying our approach to extend its architecture
with N+1 projection layers. We also consider re-
placing the RoBERTa transformer base with Mod-
ernBERT, a more recent transformer architecture
that allows a longer context window (up to 8k to-
kens) and is trained on a bigger dataset, leading
to better performance on various tasks. This also
allows us to make sure that our results apply to
different transformer architectures. Additionally,
we evaluate against the same baselines presented
in Rivera-Soto et al. (2021). The first is a convolu-
tional model (Andrews and Bishop, 2019), which
encodes text representations using subword con-
volutional networks rather than transformers. The
second baseline is a TF-IDF baseline, which repre-

sents documents as bag-of-words vectors weighted
by term frequency in the text and normalized by
inverse document frequency.

Training. For LUAR, we follow the training pro-
cess of Rivera-Soto et al. (2021) to train a repro-
duced version of their LUAR model with RoBERTa
base. We train a model for each of the three datasets
for 20 epochs, with validation performed every five
epochs. We use a batch size of 84 and sample
from each author 16 text excerpts of 32 tokens
each. For the ModernBERT-based version, we ex-
tend training to 30 epochs and 32 text excerpts to
accommodate the model’s larger size and longer
context capacity, respectively, while keeping the
excerpt length fixed at 32 tokens and maintaining
validation every five epochs. As for Wegmann,
we fine-tune the sentence transformer model using
triplet loss over 58k triplets constructed from the
Reddit training dataset following Wegmann’s sam-



Training Dataset

Evaluation Dataset Model Reddit U Fanfic Reddit U Amazon Amazon U Fanfic
R@8 MRR R@8 MRR R@8 MRR
Reddit LIGHT-LUAR 64.13 49.46 63.96  49.44 2995  20.62
LUAR 5635 4120 6058 4546 2040  13.11
Ammazon LIGHT-LUAR 69.43 57.04 89.00 7838 8599  74.23
LUAR 5351  39.63 8484 7209  79.60  64.83
Fanfi LIGHT-LUAR 54.16 4456 4324 3354 5187  42.63
antic LUAR 5751 4632 4069 3049  51.84 4179

Table 2: Evaluation Results after training on multiple domain datasets shown only for LIGHT-LUAR and LUAR

pling procedure. Since such topical information
is not provided in Amazon or Fanfiction datasets,
we refrain from training on them. We train sepa-
rate models with either ROBERTa or ModernBERT
as base transformer, using a batch size of 24 for
20 epochs. Our proposed approach (prefixed as
LIGHT) extends this by retrieving hidden states
from all transformer layers and computing triplet-
loss at each layer individually, averaging the result-
ing losses to promote consistent style alignment
throughout the network.

5 Results

We examine the impact of our approach when train-
ing on single and multiple domains. In the follow-
ing, we focus on presenting our results considering
RoBERTa as the base transformer. Results when
using ModernBERT are presented in Appendix B
due to space limitations. Note that the findings
presented here also apply to ModernBERT.

5.1 Single-Domain Training

In the single-domain setting, models are trained on
a single dataset and tested on the test split of all
three datasets to assess their generalizability. Table
1 shows the recall at 8 (R@8) and mean reciprocal
rank (MRR) scores. Since training Wegmann’s
model requires topical information that only exists
in the Reddit dataset, the model and our extended
version of it (LIGHT-Wegmann) are only trained
on Reddit and evaluated on all three datasets.

In general, LUAR and our LIGHT-LUAR model
outperform all other baselines in all scenarios ex-
cept when models are trained on Reddit and evalu-
ated on Amazon. For in-domain evaluation, we
observe that applying our approach to LUAR and
Wegmann leads to better results only on the Ama-

zon dataset for LUAR and Reddit for Wegmann.
In all other in-domain scenarios, applying our ap-
proach leads to slightly worse performance. This
suggests that for in-domain evaluation, final-layer
representations contain sufficient information for
authorship attribution, and incorporating multiple
layers might lead to a slight degradation in the per-
formance. We argue that the improvement on the
Amazon dataset is due to the structured writing
style, allowing the different layers to capture more
nuanced linguistic representations from texts. In
contrast, informal and discussion-based datasets,
such as Reddit, exhibit less improvement, likely
due to the topic-driven nature of the writing, which
can overshadow stylistic signals. This is not the
case for LIGHT-Wegmann, which outperforms its
baseline (Wegmann) since the model is trained to
better separate content from style.

For out-of-domain evaluation, applying our
approach into both AA models demonstrates sub-
stantial improvements over baselines, significantly
enhancing cross-domain generalization and estab-
lishing new state-of-the-art results. LIGHT-LUAR
trained on homogeneous datasets, such as Amazon,
show remarkable adaptability to free-form writing
(An MRR of 18.03 for LIGHT-LUAR compared
to 14.65 for LUAR on Reddit dataset), while those
trained on Reddit generalize exceptionally well to
both Amazon and Fanfiction. However, applying
our approach to the Wegmann model leads to im-
provement in performance in the case of Fanfic but
not Amazon. In case of LIGHT-Wegmann with
ModernBERT (Table 3 in the appendix), our ap-
proach is better in all out-of-domain cases. Com-
pared to original AA models, our approach sub-
stantially improves transferability, highlighting the
importance of leveraging different linguistic granu-
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Figure 2: The linguistic capability of each of the 6 projected layers of the LIGHT-LUAR model trained on the
Reddit dataset compared to the output layer of the LUAR model (first column) as probed using Holmes benchmark.

larity levels rather than relying solely on final-layer
representations. Most notably, in the Fanfiction
transfer setting, where LUAR struggles, our ap-
proach achieves 50% R @8 improvements.

5.2 Multi-domain Training

In this experiment, we train LUAR and our LIGHT-
LUAR on two domains and evaluate them on the
third one to examine whether exposure to multi-
ple domains enhances robustness. To this end, we
train models on domain pairs using mini-batches of
256 that are randomly selected from document col-
lections, ensuring equal representation from both
domains. Since authors are disjoint across do-
mains, shared authorship occurs only within the
same domain. Table 2 presents the results. Over-
all, our LIGHT-LUAR model benefits more than
LUAR from including different training domains,
achieving higher scores in almost all cases. Com-
pared with the single-domain results shown in Ta-
ble 1, we find that introducing Reddit data con-
sistently improves transferability, reinforcing its
diverse linguistic coverage as an essential factor in
cross-domain generalization. Unlike LUAR, where
adding Fanfiction dampened the performance, our
LIGHT-LUAR model enhances out-of-domain gen-
eralization because it leverages different linguistic
granularities. This is evident in models trained on
Amazon U Fanfiction; where LUAR failed, LIGHT-
LUAR has strong performance on Reddit by inte-
grating multiple stylistic cues.

6 Analysis

In this section, we look at what our model’s projec-
tion layers capture linguistically and what role they

play in the final prediction in both in and out-of-
domain scenarios. All analyses are run when our
approach is applied to the LUAR (LIGHT-LUAR)
model.

6.1 Learned Linguistic Representations

By looking at what linguistic capacities are ac-
quired at the different layers, the goal is to demon-
strate the rich linguistic representations captured
in our model compared to previous state-of-the-art
models. In particular, we use the Holmes bench-
mark (Waldis et al., 2024), which consists of over
200 datasets and different probing methods to eval-
uate the linguistic competence of representations,
including syntax, morphology, semantics, and dis-
course. We run the probing method of this library
over each output layer of our LIGHT-LUAR model
and on the single output layer of LUAR (both are
trained on the Reddit dataset).

Figure 2 shows a heatmap of the linguistic com-
petence of all layers of the two models. We can ob-
serve that LUAR’s output layer (first column) has a
huge skew towards morphology compared to other
linguistic phenomena, indicating the importance of
morphological representation in texts for the AA
task. In contrast, our LIGHT-LUAR model has a
more balanced representation of all the linguistic
phenomena, with the highest being morphology
captured at Layer 4 (L 4). Aside from Morphology,
our LIGHT-LUAR represents each linguistic phe-
nomenon at one of its layers better than LUAR’s
final output layer. Aligned with previous literature,
Syntax is best captured at the intermediate layers
(L 2-3), while discourse is at the later layers (L 3-
6), as well as L O, potentially, capturing discourse
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Figure 3: The change in R@8 score in LIGHT-LUAR
trained on Reddit, Amazon, and Fanfic when evaluated
on all three datasets subject to removing each of its
layers. Positive values reflect a drop in performance,
while negative values reflect cases where removing the
respective layer leads to performance gain. MulitLUAR
w\o [x] represents the model without the x layer.

markers. These observations indicate the need to
model authorship attribution at different layers to
benefit from the diverse captured linguistic repre-
sentation, rather than considering only the final
output layer.

6.2 Layer to Prediction Contribution

We conduct experiments to analyze our model’s be-
havior through an ablation study and by quantifying
each layer’s significance to the final prediction.

6.2.1 Ablation Study

The final prediction of our model is an aggrega-
tion score of the cosine similarity between all layer
representations of the input pairs. Therefore, our
ablation study evaluates the impact of different lay-
ers in the LIGHT-LUAR model by systematically
removing each layer from the aggregation and mea-
suring its effect on attribution performance across
three datasets: Reddit, Amazon, and Fanfic, allow-
ing us to categorize this contribution for in and
out-of-domain scenarios. Figure 3 presents the ab-
lation results as a bar chart for each LIGHT-LUAR
model when evaluated on each of the three datasets
while removing each of its layers from the predic-
tions. Each bar reflects the change in the model’s

performance in terms of R@8 after removing a spe-
cific layer. Negative bars indicate that the layer
harmed the model’s performance.

LIGHT-LUAR trained on Fanfic Looking at
the final column of Figure 3, we notice that when
initial layers (Layers 0-3) are removed, there is a
significant performance drop in the out-of-domain
scenario (Figure 3.2.3 and 3.1.3). This suggests
that the lower layers capture stylistic features that
generalize well across different datasets. However,
this comes with a cost, these initial layers con-
tribute negatively when the model is evaluated in
an in-domain setting (Figure 3.3.3), and removing
them leads to an increase in the performance. In
contrast, the latter layers (4, 5, and 6) contribute
more to the in-domain setting; removing them
harms the model’s performance (Figure 3.3.3).

LIGHT-LUAR trained on Amazon In the sec-
ond column of Figure 3, we observe a relatively
similar behavior. The final layers (4 to 6) contribute
mostly to the in-domain setting (Figure 3.2.2). Lay-
ers 1 to 3, while benefiting the performance on
Reddit (out-of-domain), contribute negatively to
in-domain — removing them improves the perfor-
mance on the Amazon dataset (Figure 3.2.2).

LIGHT-LUAR trained on Reddit Now, we con-
sider the first column of Figure 3. We observe that
removing layer O leads to performance degrada-
tion for Amazon and Fanfic (out-of-domain) while
contributing negatively to the in-domain scenario.
Layer 6 then has the highest contribution for the
in-domain scenario (Figure 3.1.1).

Overall, the findings reinforce the importance
of multi-layer representations in author attribution
tasks. Unlike prior work that relies solely on final-
layer embeddings, our results demonstrate that
early and middle layers’ embeddings contribute sig-
nificantly to out-of-domain generalization, with var-
ious layers playing different importance roles based
on the evaluation dataset’s style characteristics.
Higher layer embeddings then capture more nu-
anced, domain-specific stylistic cues. The LIGHT-
LUAR approach, which aggregates information
across all linguistic granularity levels, provides a
more robust framework for modeling author writ-
ing style. These results highlight the limitations of
single-layer methods and emphasize the necessity
of incorporating multiple levels of linguistic repre-
sentation for improved attribution performance.
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6.2.2 Layer significance

We analyze how relevant a specific layer is for
predictions on each test dataset (Reddit, Amazon,
and Fanfiction). We quantify layer relevance by
computing the percentage of instances in the test
set (a pair of author texts) with a cosine similar-
ity higher or lower than the average score by a
given margin. Specifically, given a corresponding
dataset, a LIGHT-LUAR model, and one of its lay-
ers, we sample a set of 5k text pairs, measure the
cosine similarity of their representations at all lay-
ers, and compute the percentage of cases where
the z-score of the corresponding layer is higher
than 1.5 for positive pairs (indicating cosine simi-
larity 1.5 standard deviations higher than average)
or lower than -1.5 for negative pairs (indicating
lower cosine similarity than average). We visu-
alize these percentages in Figure 4 for the three
LIGHT-LUAR models trained on Reddit, Amazon,
and Fanfiction datasets. Looking at Figure 4, we
can see an overall pattern where the final layer
plays a more specific role in predicting in-domain
cases while early layers of the model contribute to
the predictions of the out-of-domain cases, which
aligns with our ablation study presented earlier. For
example, considering at LIGHT-LUAR trained on
Reddit (Figure 4.a), we observe that layers 0 and 6
are mainly relevant to the Reddit instances, while
the other layers, such as layer 1, play a more promi-
nent role in the out-of-domain scenario (Amazon
and FanFic datasets). Similarly, for LIGHT-LUAR
trained on Amazon (Figure 3.b), both layers O and
6 are more relevant to the in-domain predictions
(Amazon instances), while for out-of-domain (Red-
dit and Fanfiction), also early layers such as 1 to
3 contribute to the predictions. Finally, as for the
LIGHT-LUAR model trained on Fanfiction (Figure
3.c), we see a clearer pattern where layer 6 con-

tributes mostly to the in-domain predictions while
early layers (0 to 2) predict out-of-domain cases.

7 Discussion and Conclusion

Starting from the observation that an author’s writ-
ing style presents itself at different granularities,
we proposed a new approach that leverages all the
representations learned at different layers of the
base transformer to model the AA task more effec-
tively. This feature of our approach becomes more
important in out-of-domain scenarios since utiliz-
ing multiple levels of linguistic granularity enriches
the model’s representations, allowing it to perform
more robustly. We argue that our approach also
allows better interpretability of predictions since
authors’ similarities can be analyzed on different
linguistic levels, allowing a more fine-grained un-
derstanding of the prediction.

We evaluated our approach by applying it to
two popular AA models and evaluated it on three
datasets. Results confirmed how our approach
leads to increased performance on the task in the
out-of-domain scenario while maintaining rela-
tively strong performance in the in-domain set-
tings. We then studied what linguistic represen-
tations were captured at the different layers of our
model, demonstrating the reason behind its reliable
and robust performance. We further analyze the
contribution of each layer in our model towards the
final prediction through an ablation study. Across
the three trained models, we found a trend of hav-
ing layers contributing more to the out-of-domain
performance than in-domain. Later layers of all
models were found to be essential to the in-domain
performance.



8 Limitations

First, our model architecture implies adding extra
parameters to the original AA structure that require
more training time and computational resources,
especially when the number of layers of the base
transformer increases. Future experiments could
consider whether all layers need to be projected in
order to achieve the best performance. Second, al-
though we verified our hypothesis on two different
AA models with two different base transformers,
we focused the presentation of our analysis only on
the LUAR model due to space limitations. Third,
we rely on probing methods to analyze the linguis-
tic competence of our projected layers. However,
these might not be very reliable tools, and they
have their own limitations.

Ethics Statement

We acknowledge that models developed for author-
ship attribution raise ethical concerns. They can
be used to reveal the identity of individuals. While
this might be useful for scenarios such as detecting
online hate crimes, it could also be used to censor
freedom of speech.

Besides, state-of-the-art systems for authorship
attribution might suffer from generating false pos-
itives, for example, scenarios where a post is
wrongly attributed to an individual in a criminal
case. Such false positives become more frequent
in out-of-domain scenarios. We believe that the
research in this paper is a step towards building
more robust authorship attribution systems that al-
low fine-grained analysis of what specific linguistic
similarities have been detected, granting more sys-
tem interpretability.
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A Experimental Setup
A.1 LUAR

Model. For our experiments, we utilize the
RoBERTa model (paraphrase-distilroberta)
(Sanh et al., 2020) with 82.5M parameters and
seven additional linear layers as the backbone for
both the LIGHT-LUAR approach and the baseline.
We additionally experiment with ModernBERT
(ModernBert-base)(Warner et al., 2024), a larger
architecture comprising 149M parameters and 23
additional linear layers including embedding layer,
which enables deeper stylistic representation and
broader contextual modeling across layers.

Our implementation follows LUAR’s (Rivera-
Soto et al., 2021) approach to memory-efficient
attention, which replaces the traditional attention
mechanism in the transformer architecture. Rabe
and Staats (2021) optimized memory usage by
chunking queries, keys, and values into smaller
segments, thereby reducing memory overhead with-
out sacrificing computational efficiency. Instead of
computing the full attention matrix simultaneously,
attention is applied in smaller query chunks (size:
32) and key-value chunks (size: 32). The core opti-
mization is achieved through log-space normaliza-
tion, where the maximum log value is subtracted be-
fore exponentiation to prevent overflow. Attention
weights and values are then aggregated in chunks,
with final normalization performed only at the end.
This method reduces the memory footprint while
maintaining the standard O(n?) time complexity,
achieving a significantly improved O(log n) mem-
ory complexity. Additionally, PyTorch’s activation
checkpointing is employed, allowing selective re-
computation of activations during backpropagation,
which further optimizes GPU memory usage.

Training. Training is conducted using an
NVIDIA A100 GPU (40GB memory) to handle the
computational demands of large-scale transformer-
based models. For RoBERTa-based models, train-
ing spans three datasets - Reddit, Fanfiction, and
Amazon Reviews, with a fixed schedule of 20
epochs per dataset. Specifically, training on the
Reddit dataset requires approximately 1 hour per
epoch, while Fanfiction and Amazon take 11 min-
utes and 5 minutes per epoch, respectively. We
do not perform any hyperparameter tuning, opt-
ing instead to use the default parameters from the
LUAR implementation. Although training beyond
20 epochs yielded minor performance gains, we


https://doi.org/10.18653/v1/2021.emnlp-main.70
https://doi.org/10.18653/v1/2021.emnlp-main.70
https://doi.org/10.18653/v1/2021.emnlp-main.70
https://doi.org/10.1162/tacl_a_00349
https://doi.org/10.1162/tacl_a_00349
https://doi.org/10.1162/tacl_a_00349
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108
https://doi.org/10.1145/3357384.3358028
https://doi.org/10.1145/3357384.3358028
https://doi.org/10.1145/3357384.3358028
https://doi.org/10.1145/3357384.3358028
https://doi.org/10.1145/3357384.3358028
http://www.lrec-conf.org/proceedings/lrec2000/pdf/26.pdf
http://www.lrec-conf.org/proceedings/lrec2000/pdf/26.pdf
http://www.lrec-conf.org/proceedings/lrec2000/pdf/26.pdf
https://doi.org/10.1162/tacl_a_00718
https://doi.org/10.1162/tacl_a_00718
https://doi.org/10.1162/tacl_a_00718
https://doi.org/10.1162/tacl_a_00718
https://doi.org/10.1162/tacl_a_00718
https://doi.org/10.18653/v1/2022.repl4nlp-1.26
https://doi.org/10.18653/v1/2022.repl4nlp-1.26
https://doi.org/10.18653/v1/2022.repl4nlp-1.26

adhere to the original LUAR setup to ensure repro-
ducibility.

For ModernBERT, training is conducted on the
same three datasets with a fixed schedule of 30
epochs per dataset. Due to the model’s increased
depth and wider context window, training is signifi-
cantly slower: the Reddit dataset requires approx-
imately 4 hours per epoch, while Fanfiction and
Amazon take 1 hour 10 minutes and 12 minutes
per epoch, respectively.

Our training pipeline utilizes PyTorch Lightning
(2.5.1.post0), PyTorch (2.5.1+cul21), Transform-
ers (4.51.3), and Scikit-learn (1.6.1), which to-
gether facilitate efficient model training, evaluation,
and data handling. Since ModernBERT requires
Transformers version > 4.49.0, we recommend in-
stalling PyTorch first, followed by a compatible,
upgraded version of Transformers.

A.2  Wegmann

Model. We evaluate two backbone models:
RoBERTa (125M parameters) and ModernBERT
(149M parameters), both initialized with pretrained
HuggingFace weights. Following the Sentence-
BERT framework (Reimers and Gurevych, 2019),
we implement two variants: a single-layer model,
using only the final-layer [CLS] token for embed-
ding; and a proposed all-layer model that incor-
porates structural modifications to support fine-
grained supervision.

The all-layer model uses a custom trans-
former module (TransformerAllLayers) that
forces the underlying transformer to output
all intermediate hidden states by enabling
output_hidden_states=True. These hidden
states (a tuple of shape (L, B, T, H) for L layers,
batch B, tokens 7', and hidden size H) are ex-
tracted from all hidden layers and passed through
the training pipeline for supervision.

To exploit these, we introduce
MultilayerTripletLoss objective. For
each training triplet (anchor, positive, neg-
ative), we extract the [CLS] token from
every layer and compute layer-wise co-
sine distances between anchor-positive and
anchor-negative pairs. The loss is defined as
% 25:1 max (O7 deos(al, p*) — deos(a®, n’) + m),
where aé,pe, and n’ are the [CLS] embeddings
from layer ¢, and m is the margin (set to 0.5). This
design encourages style-sensitive representations
to emerge throughout the network depth, rather

a
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than only in the final layer.

Training. Training is performed on 59k Reddit-
MUD triplets and 210k Wegmann conversation
triplets. We use a 4xNVIDIA A100 GPU clus-
ter (80GB) for efficient multi-GPU training. Epoch
runtimes vary by model variant and dataset (Reddit
and Wegmann data respectively):

* All-layer: 28 min, 80 min
* Single-layer: 20 min, 52 min

We use early stopping with a 10~% threshold
and patience of 3 epochs. Training typically con-
verges within 9 epochs. Tokenization edge cases
are handled robustly, with input sequences trun-
cated to 512 wordpieces using the HuggingFace
tokenizer. Our implementation stack includes Py-
Torch (2.7.0), Transformers (4.51.3), Sentence-
Transformers (4.1.0), and Scikit-learn (1.6.1).

Evaluation. We follow LUAR’s protocol by rank-
ing each author’s utterance embeddings against a
candidate set. However, unlike LUAR, which uses
classification logits, Wegmann evaluates directly
on sentence embeddings from the trained model
(either single-layer or all-layer). Embedding simi-
larities are computed via cosine similarity.

To reduce inference time (during evaluation
only), we enable torch.bfloat16 precision for
both models on A100 hardware. We verified nu-
meric stability by comparing evaluation scores with
full-precision outputs and found no degradation in
accuracy. This optimization yields an effective
~10x speedup.

Evaluation runtimes (ModernBERT, RoBERT32):

e Reddit: 24 min, 14 min
e Fanfiction: 6 min, 4 min
¢ Amazon: 120 min, 40 min

A.3 Datasets

Our study is based on publicly available datasets,
which have been widely used in prior research
on author attribution and stylistic analysis. These
datasets originate from online platforms and may
inherently contain offensive or personally identi-
fiable content. However, we do not apply any ad-
ditional filtering beyond what has been done in
previous studies. To ensure ethical usage, we fol-
low the guidelines set by the original sources that



published these datasets and acknowledge any po-
tential biases or content-related concerns that may
arise.

Additionally, we discuss the licensing terms as-
sociated with the datasets used in our experiments.
The datasets are provided under open-access li-
censes, allowing their use for academic research.
We ensure compliance with these licenses and prop-
erly attribute the sources in our work. Detailed
information on dataset licensing is included in the
final version of the paper.

B ModernBERT Results

We evaluated our methodology using Modern-
BERT as the foundational transformer model.
The outcomes demonstrate consistent and signifi-
cant improvements over the RoOBERTa-based mod-
els discussed previously, attributable to Modern-
BERT’s increased context length and greater model
depth. Results are shown in Table 3

For in-domain evaluation, the performance pat-
terns align closely with previous observations us-
ing RoBERTa. Incorporating multiple transformer
layers with ModernBERT-based LUAR and Weg-
mann approaches typically results in comparable
or marginally reduced performance relative to their
single-layer counterparts. This indicates that within
the same domain, the deeper final-layer represen-
tations from ModernBERT already encapsulate ex-
tensive stylistic and content information, minimiz-
ing the benefits derived from incorporating interme-
diate layers. Nonetheless, we note distinct improve-
ments in scenarios involving structured writing
styles, such as the Amazon dataset, where leverag-
ing multiple layers evidently captures subtle stylis-
tic features more effectively than using the final
layer alone.

In the out-of-domain evaluation setting, how-
ever, our multi-layer approach with ModernBERT
substantially enhances model generalizability and
sets new benchmarks compared to the previously
used RoBERTa-based models. The expanded con-
textual understanding and richer intermediate rep-
resentations provided by ModernBERT signifi-
cantly improve cross-domain adaptability. For in-
stance, ModernBERT-based LIGHT-LUAR trained
on structured datasets like Amazon demonstrates
notably superior adaptability when evaluated on
informal, conversational texts like Reddit and Fan-
fiction, capturing nuanced stylistic features that
generalize across diverse domains. Similarly, when

12

models trained on conversational datasets such as
Reddit are evaluated on structured writing domains
(Amazon), the ModernBERT variants consistently
outperform previous baselines.

Most notably, on the challenging Fanfiction
dataset, known for its diverse and expressive lan-
guage usage, our ModernBERT-based LIGHT-
LUAR and LIGHT-Wegmann models exhibit re-
markable improvements, highlighting their abil-
ity to generalize across significantly different lin-
guistic styles. These improvements underscore the
value of leveraging multiple transformer layers in
ModernBERT, particularly for enhancing perfor-
mance in complex, stylistically rich domains.

C Ablation Study

C.1 Significance of Layer 0

Our model, LIGHT-LUAR, consists of seven pro-
jection layers, where Layer 0 represents the pro-
jection of the initial token embeddings from the
distillroberta transformer, while Layers 1 to
6 correspond to the projection of its six hidden lay-
ers. To demonstrate that, although Layer 0 is not
part of the model architecture, it plays a significant
role in authorship attribution, we train and evaluate
all models on the three datasets without adding a
linear projection to Layer 0. The embedding is
not incorporated into the loss calculation and sim-
ilarity metric computation. The results in Table 4
compare the performance of LIGHT-LUAR with
and without Layer O across different evaluation
datasets. We observe that including Layer O gener-
ally improves performance in out-of-domain eval-
uation, particularly on the Amazon and Fanfiction
datasets, where it enhances R@8 and MRR scores.
This suggests that initial token embeddings con-
tain valuable stylistic information that contributes
to generalization across domains. However, for
in-domain evaluation on Reddit, the model with-
out Layer O slightly outperforms the full model as
shown in section 6.2.1, indicating that deeper layers
are more influential in capturing dataset-specific
stylistic patterns. These findings reinforce the im-
portance of leveraging multi-layer representations
for robust authorship attribution.



Training Dataset
Reddit Amazon Fanfic
R@8 MRR R@8§ MRR R@8§ MRR
LIGHT-LUAR 70.37 5549 26.77 17.85 16.26 10.86

Evaluation Dataset Model

LUAR 72.29 56.89 19.88 12.70 1095 6.81
Reddit LIGHT-Wegmann 13.91 9.44 - - - -
Wegmann 5.90 3.79 - - - -
Conv 5632 4238 630 9.70 574 390
Tf-1df 1034 677 7.65 503 697 4.63
LIGHT-LUAR 87.65 80.79 96.70 92.07 63.52 50.65
LUAR 86.38 78.69 9590 89.12 3239 22.14
Amazon LIGHT-Wegmann 82.34 77.64 - - - -
Wegmann 79.72  71.99 - - - -
Conv 60.20 47.60 7430 60.06 3490 2590
Tf-1df 4370 3550 31.61 2486 2146 1645
LIGHT-LUAR 46.32 3583 39.71 29.01 56.50 46.46
LUAR 4241 3179 27.86 18.64 58.47 47.67
Fanfic LIGHT-Wegmann 36.33 28.50 - - - -
Wegmann 2439 18.14 - - - -
Conv 40.66 3098 2499 1798 47.98 39.02
Ttf-1df 2522 1872 26.04 1937 31.37 22.53

Table 3: Evaluation results using ModernBERT-based LUAR (LU) and Wegmann (WG) variants, compared against
Conv and Tf-1df baselines. In-domain results are highlighted in gray. Highest values within pairs are bolded; global
bests are underlined.

Reddit Amazon Fanfic
R@8 MRR R@8 MRR R@8 MRR
LIGHT-LUAR w [0] 67.87 53.31 26.92 18.03 21.11 14.32

Evaluation Dataset Model

Reddit LIGHT-LUAR wg[0] 68.55 53.7 2676 17.94 1938 12.73
Amaron LIGHT-LUAR w [0] 72.63 60.74 84.68 72.65 56.69 44.36

LIGHT-LUAR wg[0] 72.14 59.58 84.12 71.78 5297 4051
Fanfic LIGHT-LUAR w [0] 43.26 33.96 39.21 29.98 5178 44.33

LIGHT-LUAR wg[0] 42.84 33.44 38.64 28.65 5141 42.28

Table 4: Performance comparison of LIGHT-LUAR with and without [0] across different training datasets. Bold
values indicate the better performance between the two variations.
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