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Figure 1: The Merlin L48 Spectrogram (L.48) dataset spans the Lower 48 states of the US with
bird recordings throughout the year. Each recording is associated with a target species (solid)
but also contains background species (dashed), giving rise to a natural single-positive, multi-label
(SPML) task. L48 stands out among similar datasets as being at country-wide, year-round scale while
still maintaining high-quality bounding box annotations (see Table 1a).

Abstract

In the single-positive multi-label (SPML) setting, each image in a dataset is labeled
with the presence of a single class, while the true presence of other classes remains
unknown. The challenge is to narrow the performance gap between this partially-
labeled setting and fully-supervised learning, which often requires a significant
annotation budget. Prior SPML methods were developed and benchmarked on
synthetic datasets created by randomly sampling single positive labels from fully-
annotated datasets like Pascal VOC, COCO, NUS-WIDE, and CUB200. However,
this synthetic approach does not reflect real-world scenarios and fails to capture
the fine-grained complexities that can lead to difficult misclassifications. In this
work, we introduce the L48 dataset, a fine-grained, real-world multi-label dataset
derived from recordings of bird sounds. L48 provides a natural SPML setting with
single-positive annotations on a challenging, fine-grained domain, as well as two
extended settings in which domain priors give access to additional negative labels.
We benchmark existing SPML methods on 148 and observe significant perfor-
mance differences compared to synthetic datasets and analyze method weaknesses,
underscoring the need for more realistic and difficult benchmarks.

1 Introduction

Techniques for training multi-label models with single-positive annotations have recently gained
traction in the computer vision community [2, 7, 17, 18, 46, 47]. To study this “single-positive,
multi-label” (SPML) problem, researchers have adapted existing object detection datasets [11, 23]
and attribute classification datasets [5, 41] by discarding all but a single object class per sample,



treating it as the single positive label. Using these modified datasets as benchmarks, researchers have
proposed novel loss functions [18, 46, 47] and pseudo-labeling strategies [7, 18, 47] to handle missing
labels. Impressively, top methods have closed the performance gap to fully-supervised methods in
“easy” scenarios, and reduced the gap by nearly 60% in more challenging cases [18, 47].

Despite this progress, SPML methods remain underused in real-world settings such as species range
map estimation (where observations typically report only one species [8]) and acoustic detection
(which often includes weak labels for a single focal species [4, 33]). In practice, researchers frequently
treat unknown labels as negatives rather than leveraging SPML-specific algorithms. This raises an
important question: Do existing SPML benchmarks fail to capture the complexity and structure of
real-world SPML scenarios? Moreover, the strict assumption of a single-positive label may be overly
limiting — domain knowledge or ecological priors often allow for partial deduction of negative or
even additional positive labels, but the best way of incorporating such information remains unclear.

One genuine SPML context appeared in the development of a bird sound recognition system [26].
Most human expertise in this field is region-specific, based on familiarity with a subset of species in
their local context (e.g., species vocalizations within their county). As a result, when experts were
asked to label all species in a recording, annotation throughput decreased dramatically because of
difficulty in identifying unfamiliar species. However, when asked to identify only a single species,
throughput and engagement increased significantly. This streamlined approach yielded a single-
positive, multi-label dataset—a tradeoff between exhaustive annotations and practical annotation
speed. Even with single-positive labels, additional negative labels can be deduced using basic
ecological priors. Given this, we sought to explore: How do existing SPML methods perform on a
dataset like this? What is the best way to make use of additional negative labels?

To answer these questions, we constructed the Merlin Lower-48 Spectrogram Dataset (L48) using
a subset of recordings from the contiguous United States, densely annotated by experts. These
annotations came in the form of spectrogram bounding boxes, creating a dataset that aligns with
bird identification workflows and can be analyzed in a vision SPML context. As shown in Figure 1,
Table 1, and discussed further in Section 2, the L48 is a unique dataset of bird sounds that covers a
country-wide, year-round scale while containing dense species labels for each recording.

Our benchmarking revealed that several SPML methods—despite strong performance on existing
benchmarks such as COCO [23]—fail to outperform a simple label smoothing baseline on L48.
We attribute this gap to real-world challenges such as mismatched train-test label distributions and
fine-grained label ambiguities, which are not well captured by synthetic datasets. To address these
challenges, we leverage the structure of L48 to explore consistency as an additional supervisory
signal. We propose a regularization scheme that improves performance across nearly all SPML
methods evaluated on the dataset. By capturing practical challenges inherent in real-world scenarios,
L48 serves as a valuable benchmark for deployment settings where full labeling is infeasible—such
as iNatSounds [4] and BirdSet [33].

In summary, our contributions are:

1. The L48 dataset: A new, real-world SPML dataset reflecting practical SPML scenarios in a
challenging fine-grained setting. While our focus is on SPML methods, the dataset also supports
future research in detection-based species ID and semi-supervised learning.

2. Comprehensive benchmarking: Evaluating methods on L48 and COCO in SPML and two
extended single-positive settings, revealing where commonly-examined synthetic datasets and
methods fall short in realistic settings.

3. Consistency-based regularization scheme: A method to improve prediction consistency within
a recording, enhancing the performance of all prior SPML loss functions on L48.

The dataset and code for benchmarking is publicly available at: https://github.com/cvl-umass/148-
benchmarking.

2 Related Work

Bird Sound Classification Datasets. Table 1a compares L48 to existing bird sound datasets. .48
stands out for its broad spatiotemporal coverage and dense species labels, bridging the gap between
large, archive-scale datasets and smaller, task-specific collections. BirdSet [33] and iNatSounds [4]
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Table 1: L48 and Related Datasets. (a): Comparison of L48 with related datasets. D denotes
the total duration of training and test data, #S is the number of species, and DL indicates whether
dense species labels are available. 148 is the only dataset with dense labels that spans all seasons
and includes diverse regions and habitats. (b): Dataset visualizations. The top plot compares the
original class distributions with those under the target-only regime. The bottom plot shows the
average number of positive labels per image for each dataset after removing images with zero labeled
positives.

package a subset of XenoCanto [42] and iNaturalist [ 14] audio, respectively, into standalone datasets.
Both have global scope and over 1,000 hours of training audio but provide weak labels—each
recording may contain multiple species, yet only one is labeled. On the opposite end of the spectrum,
a wide range of labeled datasets exist, but have a narrower scope—focusing on specialized vocalization
types [9, 25, 28, 34], specific species [9, 40], or limited geographic and temporal settings [6, 13, 15,
16, 29, 37, 38]. L48 occupies the middle ground, capturing the spatiotemporal complexities of bird
identification with fine-grained labels, while remaining lightweight in size and number of classes.

SPML Datasets. Prior work on SPML has primarily adapted existing datasets originally designed for
other computer vision tasks. The most commonly used datasets are modified versions of PASCAL
VOC [11], COCO [23], NUS-WIDE [5], and CUB-200 [41]. For this work, we focus on COCO [23]
due to its similarity to L48 which we discuss in Section 3.1. To create an SPML dataset version,
a single object is randomly selected per image as the positive label, while all others are treated
as unknown. This procedure preserves the label distributions across the train and test splits—an
unrealistic condition that does not hold in the L48 dataset, where train-test label distribution shifts
introduce real-world complexity. This discrepancy is apparent when comparing fully-labeled and
SPML class distributions in Table 1b. Several other datasets have been used less frequently in
SPML research [19, 20, 22, 30], and we discuss their quirks in Appendix A.1. In comparison to
these datasets, L48 provides a fine-grained, ecologically grounded benchmark that better reflects the
practical challenges of SPML.

SPML Methods. The baseline approach for SPML treats unknown labels as negatives [7]. Two
main research directions have emerged to improve beyond this naive strategy. The first focuses on
mitigating false negatives (i.e., unknown labels that are actually positive) by modifying the loss
function [7, 18, 47] while the second involves pseudo-labeling strategies based on model outputs
[1,2,7, 17,18, 44]. Techniques like label smoothing [7], ignoring samples with high losses [18],
or applying alternative losses for unknown labels [47] have shown significant performance gains.
Similar improvements have been realized by pseudo-labeling strategies [1, 2, 7, 17, 18, 44], where the
labels of unknown classes are iteratively estimated during training based on network predictions. In
this work, we evaluate both lines of SPML methods on the L48 dataset and propose a regularization
scheme based on the unique structure of the L48 to enhance their performance. While other research
[24, 39, 43] has explored advanced augmentation techniques and sophisticated model backbones, we
focus on core SPML strategies for simplicity and reproducibility. Finally, we treat our additional
settings that provide access to confirmed negatives as a natural extension to SPML, rather than as
multi-label learning with missing labels, where labels are dropped uniformly and multiple positive
labels can be present in each image [48].



3 The Merlin L48 Spectrogram (L.48) Dataset

The L48 dataset is a curated subset of the audio collection that powers the Sound ID feature in the
Merlin Bird ID app [26]. The raw audio recordings are contributed by eBird users [35], who record
bird sounds in the wild with a checklist documenting the birds they saw or heard. We refer to each
recording and its associated metadata as an asset. Each asset is associated with a single “target”
species, though multiple bird species may be audible. We sample assets using the “target species”
metadata to ensure sufficient examples per species for training and evaluation.

For L48, we selected 100 bird species from the Merlin Sound ID dataset [27], each with exactly 100
assets selected based on “target species” from the contiguous United States (the “Lower 48). These
species were selected to encompass bird sound identification challenges such as confusing species
and seasonal variation while retaining a manageable number of assets and species. These assets
were then annotated through a web-based interface where experts identified bird species by drawing
boxes on a spectrogram with dense labels for the target and background species, as in Figure 1. To
emphasize higher diversity without strenuous annotation effort, we focus on labeling segments of
many assets (e.g., Figure A2), with annotators encouraged to fully label five 6-second segments per
recording. We release all segments in L48 to support semi-supervised SPML research, though for
this study, we train only on segments containing at least one positive label. The dataset is split into
80 assets per species for training and 20 for testing, with 10 training assets per species held out for
validation.

The Merlin Sound ID models [27] use computer vision backbones that process spectrograms in
real time, mirroring how human experts interpret bird sounds visually for identification. To make
L48 accessible to the computer vision community, we release it as a collection of images using
the same spectrogram settings applied during annotation (see Appendix A.2.1 for details). These
images can have overlapping vocalizations which distort the resulting spectrogram as in Figure 2,
unlike in conventional image datasets where objects entirely occlude one another. Concretely, let
D = {(X;, Vi, ti, MZ)}Z]\Ll denote the .48 dataset, where X; denotes the i-th asset with annotations
Vi = {bi, b, ... b}, target class t; € {1,..., M}, and metadata M; (see Appendix A.2.2 for
details). Each b; = (boxj, cls}) indicates a bounding box (box’) with label cls} € {1,..., M}. To
convert this into a spectrogram multi-label dataset, we divide each asset into non-overlapping 3s
clips, meaning each labeled asset (X;, );, t;, M;) is mapped to (X}, y},t;),_,, where X}, denotes
the k-th 3s clip within asset X;, and y§ € {0, 1} denotes the presence or absence of each class
label within the clip. A class is marked present if the bounding box is overlapping and not mostly
truncated, which we define as being longer than 80ms but only occupying the first or last 200ms.
Annotations for species outside the 100 selected species are ignored and excluded from L48.

3.1 SPML Benchmarks and Data Regimes

L48. The construction of the L48 dataset naturally gives rise to three data regimes: target-only,
target-only with geographical priors, and target-only with checklist priors. Each regime includes a
single positive label per example, with an increasing number of negative labels. We generate these
datasets for training and evaluate all models on a fixed, fully annotated test set.

In the target-only regime, we retain clips where the class corresponding to the asset’s target label is
present. The dataset is defined as a set of clips T for each class k& € 1,..., M that contain the target
label, i.e., Tp = {x}|t; = k Ay [k] = 1}. For each clip, the presence of all other classes is treated as
unknown. Figure 1 illustrates this setup: clips containing the target class (shown as solid boxes) are
retained, while all other boxes are treated as unknown.

Additional negative labels are introduced using domain-specific priors derived from metadata. These
priors provide only negative labels; presence on a checklist or within a geographic range does not
imply vocalization in a specific asset.

First, geographical (geo) priors leverage the known range of each species. For example, if a recording
was made in California, species like the Eastern Towhee—which do not occur in that region—can be
excluded as negatives. Concretely, given a set of possible species ; € {0,1}M from metadata M;
by range, we maintain the target species label y’ k] = 1 and specify y%[s] = 0 where g} = 0. This
approach yields an average of 42 negative labels per image across the dataset.



Figure 2: An illustration of how time and frequency overlaps can cause distortions in the
resulting spectrogram. Images are underlined with corresponding box colors. Left, an image with
8 different species vocalizing (from left to right: Mourning Dove, Blue Jay, Yellow-rumped Warbler,
Chipping Sparrow, Tufted Titmouse, Brown-headed Cowbird, American Robin, Northern Cardinal).
Right, the vocalizations of Black-throated Green Warbler (green) and Chipping Sparrow (red) are
depicted and the two birds are shown vocalizing simultaneously.

Figure 3: Examples of difficult vocalizations in the L.48. The bottom right shows a Northern
Mockingbird imitating other birds in its long song, while the others show confusing species pairs.
From left to right, the top row shows Red-eyed Vireo, Philadelphia Vireo, Chipping Sparrow, and Pine
Warbler songs, while the bottom row shows Yellow-bellied Sapsucker and Red-breasted Sapsucker.

An even stronger prior comes from eBird [35] checklists, which accompany each asset and contain
a complete list of species seen or heard at the time of recording. Because any vocalizing species
must be present on the checklist, species absent from it can be confidently labeled as negatives. This
checklist-based prior provides 79 negative labels per image on average, meaning images only have
20 unknown labels per image on average compared to 99 in the target-only regime.

COCO. For comparison, we synthetically generate target-only, geo, and checklist-style data regimes
on the widely used MS-COCO 2014 (COCO) [23] dataset. First, we convert COCO from an object
detection task to a multi-label classification task by discarding bounding boxes and retaining only
class presence labels. To create the target-only regime, we follow the procedure from [7]: for each
image, we randomly sample a single positive label and discard all others. We repeat this process
using five different random seeds to produce five SPML variants of COCO for benchmarking.

To simulate geographical and checklist priors on COCO, we introduce negative labels using scene-
based priors. The goal is to mimic the inference of improbable classes based on scene context—e.g.,
elephants are unlikely to appear in office scenes. To model class “ranges,” we first assign each
image a scene category vector by computing CLIP [32] similarity with the categories in the Scene-15
dataset [31]. We then train a linear model on 10% of the training data to predict full class labels from
these scene similarities, avoiding overfitting. Using the trained model, we generate class predictions
across the full training set. The lowest-scoring predictions are treated as negative labels, while any
incorrectly marked negatives are reverted to unknown. By adjusting the score threshold to match the
average number of negatives in the geographical and checklist regimes of L.48 dataset, we produce
datasets where 45% and 83% of class labels per image are known negatives, respectively.

Dataset Comparison. Table 1b gives an overview of how L48 dataset statistics compare to COCO.
The training set sizes of L48 and COCO are 82,081 and 45,178, respectively, and COCO has 80
classes while the L48 has 100. These statistics reflect images which contain at least one positive
label, as 148 also contains empty and unlabeled images which can be used for pre-training and other
semi-supervised tasks (e.g., Figure A2), which makes up a set of 40,015 additional images which



we exclude from training. Though COCO typically has more positives per image than 148, this
does not reflect the difficulty of each dataset. L48 is fine-grained in nature, meaning there are easily
confusable species pairs which are harder to distinguish than the common classes in COCO, some of
which are shown in Figure 3. Lastly, we note that the 148 can be framed as an object-detection task
on spectrograms. In this work, we focus on a multi-label setting. We include additional information
on comparisons specific to object detection in Appendix A.3.1.

4 Methods

We conduct an empirical comparison of L.48 and COCO across fully supervised, target-only, and
geo/checklist prior settings. Training protocol details are provided in Section 4.4 and Appendix A.4.

4.1 SPML Methods

In a standard multi-label task, our goal is to learn a classifier § = fy(x), where x is an image,
§ € [0,1] denotes the score for each class, and ¢ are the learnable parameters of the model. In
this setting, typically losses are defined independently on the positive and negative labels and then
averaged. Binary cross-entropy (BCE) loss defines loss for class i on the positive labels £ (§[i]) =
— log([t]) and on the negative labels as Lpp(9[]) = —log(1 —g[z]). The total loss can be averaged
with labels y € {0, 1}M as Lace(§,y) = 77 Soimy ylil L (9li]) + (1 = yli]) Laep(9]i]). However,
in the SPML setting, only positive and unknown labels are provided, and these methods must define
losses for these two regimes instead, Lgpyy and Lipyy . respectively, and are averaged across labels
to make LSPML-

We compare performance on the following SPML methods: 1) BCE-AN (binary cross-entropy,
assume negative) [7] trains with standard BCE loss by treating all unknown labels as negative. 2)
WAN (weak assume negative) [7] uses BCE-AN while downweighting the loss for all unknown
labels. 3) LS (label smoothing) [36] uniformly smooths labels to reduce the impact of false negatives.
4) ROLE (regularized online label estimation) [7] creates a table of pseudo-labels which are jointly
trained alongside the model. 5) EM (entropy maximization) [47] has a unique loss landscape which
only encourages the model to increase confidence on already confident predictions, while ignoring
uncertain ones. 6) LL (large-loss) [18] variants change the behavior of BCE-AN by reducing the
penalty for confident predictions on unknown labels, which the authors speculate could be positives
incorrectly assumed to be absent. LL-R (LL-rejection) sets these terms to zero, LL-Ct (LL-temporary
correction) temporarily treats the label as positive, and LL-Cp (LL-permanent correction) permanently
modifies the label to positive. Explicit loss definitions are provided in Appendix Table A10.

4.2 Asset Regularization

Our experimentation revealed existing SPML methods suffer from misclassifications, which can
be mitigated by utilizing the structure of L48—each image is a cropped view from a much longer
spectrogram. Similar to video action recognition [45], we posit the model should have temporal
consistency throughout an asset. We propose utilizing this structure in a regularization term that
enforces prediction consistency across all images from the same asset: R p (x;) = Lpce(fo (xé), 7L,

where fp is the current model, xg» is the j-th clip of asset i and 7! is the average of predictions across

an asset at the ¢-th training step. We update 7t using a simple moving average with a hyperparameter
€T =1—€yi+efo (x;) Based on our observation of target species recurrence, we hypothesize
background species which occur within an asset similarly tend to repeat across multiple images
within that asset. Qualitatively, we found species which appear at least once tend to occur in 28% of
clips from that same asset. Hence, in general we expect that ground truth labels should be similar
between images within the same asset. This is similar to the consistency loss introduced in [39], but
we exploit the image-asset relationship present in the L48 to promote inter-image similarity rather
than requiring multiple augmentations of a single image to boost performance. We combine this
regularization with existing SPML losses as Lspmi, + R p, where « is a hyperparameter.
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Figure 4: Overview of results. Left: 148 (leftmost) and COCO (middle) mAP performance
distributions across five trials of each SPML method for four different data regimes, shown as box
plots and lines. For each box, the thin lines shows the 1.5x interquartile range, the box shows the
interquartile range, and the horizontal line shows the median. In parentheses, the proportion or
number of annotated labels is given, with + signifying positive labels and - signifying negative labels.
The mean performance of three methods are plotted: BCE-AN, LS, and LL-R. For L48 we show the
target-only performance with asset regularization. Right: L.48 (left) and COCO (right) class-averaged
precision-recall curves for BCE-Full and BCE-AN.

4.3 Incorporating Negative Label Priors

In the geographical and checklist regimes, we modify each SPML method for explicit negative
labels by either adding to or entirely replacing the existing loss with L5.;. More explicitly, we
define Lgpyy = aLipyy + bLgeg, Where a is either O or 1 and b is a hyperparameter. We make an
exception for the LL-variants, which can be straightforwardly modified to account for negative labels,
by excluding known labels from rejection and correction. We tune a, b on our validation set and take
the best performing settings on each method and dataset for testing.

4.4 Network Architecture, Training, Hyperparameter Search

Following the training procedure of prior work [7, 18, 47], each of our experiments was trained using
an ImageNet [10] pretrained ResNet50 [12] architecture. Prior works [4, 37] have shown substantial
improvements from ImageNet pretraining for spectrogram classification despite the domain shift.
We preprocess each image by resizing the image to shape (448, 448) and normalizing the image to
ImageNet statistics. For COCO only, we flip the image horizontally at random for training. For each
method we select learning rate and other hyperparameters related to the loss using the validation set
and report performance on the test set. Our experiments were run for 10 epochs on NVIDIA GTX
1080 Ti, GTX 2080 Ti, and GTX Titan X with trials taking approximately 3 hours for L48 and 5
hours for COCO. Further details are in Appendix A.4.

5 Results

5.1 Fully-Supervised Performance

The L48 is a challenging multi-label dataset. In the first row of Table 2, we see performance on 148
is 14 points lower than on COCO despite having a similar number of images and classes. We attribute
this deficit primarily to higher classification difficulty for the L48. Unlike the common objects in
COCO, L48 has many fine-grained species pairs, like those in Figure 3, which leads to lower overall
performance due to model misclassifications. This is most evident in Figure 4, as BCE-Full precision
starts higher but falls off much more quickly for L48 than COCO.

5.2 SPML Performance

SPML methods are less effective on the .48 in part due to the target-only sampling procedure.
In Table 1b, we see target-only sampling leaves a uniform distribution for the L48 while the SPML
version of COCO has a similar distribution to the original dataset. This distribution mismatch has
been shown to lower performance in the corresponding SPML task [3], and our results corroborate
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Table 2: Main results. Compiled mAP results (given in percentages) on the test set for each method,
averaged across five runs with standard deviation given. The best SPML method is given in bold and
average performance is shown separately on the bottom row.
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Figure 5: In-depth method performance analysis. (a-b): Per-class average precision on BCE-AN
compared to BCE-Full for both datasets, where dot size is proportional to class frequency in the test
set. Classes which perform worse in SPML training fall below the diagonal line. Method names are
given in axes, with mAP in parentheses as percentages. (c-d): Precision-recall curves for various
methods on various data regimes of the L48.

this finding. In Figure 5, (b) shows the performance of common classes (shown as larger dots) suffers
the steepest decline in average precision on L48, while on the COCO dataset in (a) the correlation
between performance drop and class frequency is less apparent.

Unlike COCO, L48 highlights incorrect assumptions made by some SPML methods when
dealing with misclassifications on fine-grained classes. Existing SPML methods aim to reduce the
impact of mislabeled negatives through loss function adjustments [7, 18] or pseudo-labeling [18, 47].
However, mislabeled negatives and model misclassifications are indistinguishable when observing
model outputs for a single image. This ambiguity is not apparent in COCO, where objects are rarely
confused, and high model confidence on an unknown label is likely a mislabeled negative. However,
the rate of misclassifications is much higher for the fine-grained classes in L48 (e.g., Figure 3),
and methods which interpret class confusion as an incorrect label suffer. This is exemplified for
LL-variants, which assume confident predictions imply unknown labels are positive. Despite strong
performance on COCO, we see in Table 2 these methods all falter on L48, dropping below BCE-AN
performance. Figure 5c shows that the stronger assumptions made by LL-Ct and LL-Cp lead to more
false positives and lower precision than LL-R, which ignores the loss on unknown labels instead
of correcting them. In contrast, methods which do not make this assumption (EM [47] and LS [7])
perform relatively well on the L48 and stand out as the best performing methods.

5.3 Asset Regularization Results

Asset regularization is beneficial for nearly all methods. Given the lack of labels in the target-only
dataset, asset regularization provides additional supervision by enforcing consistency between clips
within the same recording. With the addition of this regularization term, we see in the rightmost
column of Table 2 that most methods approach the performance of LS, the best-performing method



without this regularization. Interestingly, in Figure 5d we see regularization improves performance
even for BCE-Full, mainly for lower precisions.

Asset regularization reduces misclassification rates by averaging many observations of the
same species. Once again, this is most apparent in large-loss methods, which outright encourage
false positives by ignoring losses for these predictions. In Figure 5, we see the recall at high
precisions for LL-Ct after applying asset regularization increases dramatically to a level matching
BCE-AN. We hypothesize these errant misclassifications can be separated from mislabeled negatives
by utilizing multiple “views” across time. Since a background species is likely to occur multiple
times, misclassifications are subdued when the model can correct itself over many observations of
the same species. This does not apply to LL-Cp, which permanently modifies labels on confident
predictions which cannot be corrected, and performance remains poor even with regularization. These
benefits are also muted on EM and ROLE, which have significantly different output distributions
shown in Figure A4 and likely require a regularization tailored to handle their unique loss landscapes.

5.4 Geographical and Checklist Prior Results

In Table 2, we present method performance on L48 and COCO with additional negative labels
generated through geographical and checklist priors described in Section 3.1.

Average performance consistently improves with negative labels. In Figure 4 we observe average
method performance increasing across both datasets from the target-only regime to the geograph-
ical and checklist regimes. This is sensible, as additional labels should improve training in most
circumstances. Interestingly, for COCO the boost from target-only to geo is larger than from geo to
checklist, while for L48 the trend is reversed. This may signify a complex relationship dependent
on which negative labels are revealed for a given image. Additionally, we see the same average
performance in the checklist regime as in target-only with asset regularization, indicating the value
of weak background species supervision nearly matches the elimination of nearly 80% of unknown
labels. Taken together, these points seem to indicate strong promise for active learning in these
settings—careful, directed supervision can be as valuable as broad-scale labels across the dataset.

We see room for improvement on L.48 to close the gap between target-only and BCE-Full
performance. As shown in Figure 4, the average performance gains of 1-2 points fall well short of
the 8-10 points needed to match BCE-Full. Although we adapted the SPML methods in Section 4.3
for the extended SPML setting, only EM and LL-variants show consistent improvements across both
datasets as negative labels are introduced. This highlights an opportunity to develop methods that
are more flexible in leveraging additional labels informed by the problem context. Moreover, using
negative labels is just one avenue for progress on L48—we leave the exploration of rich signals from
unlabeled data and bounding box annotations for future work.

6 Conclusion

In this work, we thoroughly examine how the L48 dataset highlights where existing evaluations for
SPML methods can overlook challenges in real-world deployment. Unlike synthetic versions of
COCO, L48 has a natural SPML setting from target-only recordings and introduces additional fine-
grained confusions not present in other datasets. L48 also has a unique asset-clip relationship which
we utilize in asset regularization to boost performance across nearly all methods. This methodology
might be extended to other settings with multiple related images per input, such as large satellite
images or videos. Furthermore, the ecological setting of L48 allows for explicit negatives in two data
regimes, but we find most SPML methods are not readily modified to utilize additional data. We
see room for improvement in this field and leave open questions to how performance on L48 can
benefit from additional data such as bounding box annotations and unlabeled data for semi-supervised
learning. Our dataset also reveals the value of labeling background species for building strong
recognition models and suggests avenues for research in active learning to best leverage the targeted
expertise of annotators.

While L48 comprehensively covers 100 species across the lower 48, this is a relatively limited
geographical range and set of species compared to the biodiversity present throughout the world. As
a result, conclusions drawn from L48 might not transfer to other regions and species sets. However,
L48 is a strong benchmark which captures the complexities of real-world deployment with dense



labels on a highly specialized task. Through further experimentation, we hope to demystify problems
like weak labels and geographical priors for datasets such as iNatSounds [4] and BirdSet [33], which
encompass species across the world. These datasets, when used responsibly in tandem, might be the
keys to supporting conservation for sensitive species and threatened habitats globally.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In our abstract and introduction, we introduce the L48 as a real-world SPML
dataset in a fine-grained setting. This is discussed in Section 3. We also claim to have
run comprehensive benchmarking which is discussed in detail in Section 5 and introduce a
consistency-based regularization scheme described in Section 4.2.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations of our paper in the conclusion, by acknowledging that
the .48 covers a limited set of species and area which may not transfer to other areas and
species throughout the world. We also discuss parts of L48 which we do not explore in this
work, including bounding box annotations and unlabeled data.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: Our paper does not contain theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We discuss our experimental methods and setup in Section 4 and Appendix A 4.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We include a Github repository in the introduction which includes code
required to reproduce the experimental results of this paper. We also link the dataset in the
Github repository with instructions on how to parse the data.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We discuss our experimental methods and setup in Section 4 and Appendix A 4.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our experimental results in Table 2 include standard deviations across five
runs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We discuss the computational resources used for this paper in Section 4 and
Appendix A.4.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The data in L48 is consented to be released by the eBird [35] Terms of Use.
We do not anticipate negative societal impact from the release of our dataset or results. We
have taken care to document our data and models and provide appropriate licenses, and we
disclose elements required for reproducibility as discussed in the previous questions.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In Section 6 we discuss some of the potential broader impacts of our work in
terms of relevance to other datasets and real-world applications.
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper is not releasing data or models that have high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The TOU for the L48 can be found here. We appropriately cite other datasets
in the main paper.
Guidelines:

» The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We describe the creation of L48 in great detail throughout the paper with
comparisons to other datasets in Sections 2 and 3 and Appendeix A.2. Our Github repository
includes documentation for using the dataset.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We have no crowdsourcing experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We did not perform research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Our core method development did not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 Other Datasets

Below we describe a few other prevalent multi-label datasets and explain how the L48 differs from
them, hence they were excluded from comparison in this paper.

PASCAL VOC [11] was created for object detection and classification, covering 20 basic-level
classes across 4,574 images, with most images containing a single prominent object. This dataset is
much smaller than .48 and also contains much fewer classes which are all coarse-grained.

VG500 is a modification of the Visual Genome dataset [19], a dataset focused on dense annotations
linking images to respective captions. This dataset is not intended to be bounded by categories
but has open-vocabulary annotations. To turn this into a multi-label task, only the top 500 most
frequent categories are kept to make VG500, following the work in [21]. We choose not to compare
to this dataset because the open-vocabulary nature of the task leaves ambiguity in annotations but no
clarification is given between explicit negatives and unknowns.

Openlmages [20] is a large-scale dataset with 14.6M boxes across 1.7M images spanning over 600
categories. Similar to Visual Genome, a semantic hierarchy is given and both positives and negatives
are given explicitly. This dataset is similar to L48 in nature, but differs entirely in scale, containing
about 10 times in the number of images in the training set. Since this dataset is used in a completely
different context to L48 due to the size, we chose not to compare to this dataset.

NUS-WIDE [5] is another multi-label dataset based on publicly-available internet images. This
dataset contains images from Flickr which are labeled with corresponding tags for 81 concepts. This
dataset is no longer available in its entirety due to many of the associated images being no longer
accessible on Flickr. In addition, not all of the concepts are object-centric and can be associated with
a bounding box, including abstract concepts such as "protest” and less clearly explicit events such
as "earthquake." Based on these issues and differences from L48, we excluded NUS-WIDE in our
comparison.

WIDER-Attributes [22] is a dataset focused on classifying human attributes, but only focuses on 14
attributes per person in an image. This task is much less fine-grained than the .48 and contains far
fewer classes than L48, which led to its exclusion in our analysis.

Caltech-UCSD-Birds (CUB200) [41] is conventionally used as a classification dataset, but can also
be treated as an attribute prediction task for each bird. However, these attributes are non-binary (such
as the shape of the bill being curved, hooked, cone, etc.), so to transform this into a multi-label
problem, each of these attributes must be turned into a set of binary attributes equal to the number of
choices where they are mutually exclusive. This is not an object-centric task like the L48, and we
believe turning multiple classification problems into a single multi-label problem is contrived so we
exclude it from our comparisons.

Visual Privacy (VISPR) [30] is a dataset which identifies personally revealing information within
images, where each category signifies whether a given personal characteristic can be found within
an image. While some of these attributes are explicit to identify such as phone number and eye
color, others are abstract, such as religion, personal relationships, and hobbies. We primarily exclude
this from our analysis because the labels are not object-centric like in L48 and are more difficult to
Interpret.

A.2 L48 Additional Information

We organize the L48 by images in sets which come from recordings, which we also call clips and
assets, respectively. We outline the metadata associated with each image and recording as well as our
spectrogram generation process below.

A.2.1 Spectrogram Generation

To generate spectrograms from 1D waveforms, we use the Short-Time Fourier Transform with a
window size of 512 and stride length of 128. This spectrogram is then converted to individual images
which span 3 seconds and are disjoint. To input the spectrogram into our network, we copy the
spectrogram into three channels and resize it to shape 448 x 448 x 3.



Field Possible Values Description

id [0, 9999] The unique ID associated with the asset
split [train, test] Denotes training split or test split for an asset
target_species_code 6-letter-code The target species for this asset
possible_species_codes [6-letter-codes] A list of possible species based on ranges
observed_species_codes [6-letter-codes] A list of species in the affiliated checklist
present_species_codes [6-letter-codes] A list of positively labeled species
unknown_species_codes [6-letter-codes] All species not in present or absent lists
absent_species_codes [6-letter-codes] A list of negatively labeled species

Table Al: A summary of asset metadata and their possible values.

Field Possible Values Description

id [0, 416534] The unique ID associated with the clip
asset_id [0, 9999] The asset ID from which this clip came
clip_order [0, 1449] The position of the clip within the asset
file_path Relative filepath The path to the image for the given clip
width 750 The image width

height 236 The image height
present_species_codes [6-letter-codes] A list species with positive labels
unknown_species_codes  [6-letter-codes] All species not in present or absent lists
absent_species_codes [6-letter-codes] A list species with negative labels
boxes [dictionaries] Bounding box annotations for the clip, see Table A3

Table A2: A summary of clip metadata and their possible values.

A.2.2 Asset Metadata

Assets have associated metadata which we summarize in Table A1 and also explain in detail below.

Each asset is associated with a unique asset ID from 0 to 9999. Assets with an ID greater than or
equal to 8000 are test assets, and each species has 80 training assets and 20 test assets. For our
experiments, we randomly selected 10 training assets per species to serve as validation assets for
hyperparameter tuning (given in the repository). Each asset contains a variable number of clips, with
a minimum of 11 and a maximum of 1450. As discussed in the paper, every asset has a target species
which is provided in the form of a 6-character target species code. The corresponding taxonomic
information such as phylogeny, common name, and scientific name are given in taxa.csv.

Assets also contain compiled lists of positives, negatives, and unknowns, where positives are also
known as present species and negatives are also known as absent species. The list of positives is the
union of positives given across each clip in the asset, while the list of negatives is the intersection
of clip negatives. The list of unknown species contains the species which are not in either of the
previous two lists.

Assets also contain two additional fields, possible species given by geographic priors and observed
species within the associated checklist. Using the location and time of year each recording was taken,
we are able to generate a list of possible species based on species ranges. Though this list does not
provide positive labels, absence of a species on this list implies a negative label for that species across
the entire recording. This logic also applies for observed species within the associated checklist.
Any species present in the recording should also be reported in the associated checklist, so species
not on the checklist should have negative labels for the recording. The negative labels generated
through checklist data is a superset of the negative labels generated from geographical priors. Hence,
geographical priors and checklist data provide two additional levels of weak supervision which falls
between SPML and full-labels. We apply negative labels from geographical and range priors to the
clip level, even for unlabeled data.



Field Possible Values Description

id int Box ID unique to each clip
species_code 6-letter-code The species which this vocalization belongs to
status [“passive”, “active”, “ignore”] Species prevalence in the clip

bbox [0,1]4 Box coordinates [xmin, ymin, xmax, ymax]

Table A3: A summary of box data and their possible values.

Dataset Boxes/image  Small Medium  Large

voC 3.28 296%  19.719% 77.24%
COoCoO 9.17 19.95% 34.36% 45.69%
L48 + 2.38 0.97% 7.85%  91.18%

Table A4: An overview of each datasets’ box statistics in terms of sizes and quantities for the training
set. To standardize which boxes are small, medium, and large, we resize each image and its bounding
boxes such that the minimum dimension of the image is 640, then we threshold by bounding box
area. Small boxes have area less than 322, large boxes have area greater than 962, and all other boxes
are medium boxes. L48 + signals images with no boxes are not considered.

A.2.3 Clip Metadata

Clips also have corresponding metadata which is summarized in Table A2. The bounding box
annotations for each clip are provided, where each box is specified with an ID, species code, status,
and coordinates. The box ID is unique to a clip, so no two boxes within the same clip share the
same ID. The bounding box coordinates are given in relative coordinates falling within [0, 1] and are
provided as [xmin, ymin, xmax, ymax]. For box status, sounds which are longer than 80 ms which
are only present in the first or last 200 ms of a window are labeled “ignore” while others are “active.”

Boxes which do not have status “ignore” are treated as positive labels for the multi-label task and
are given in the list of positives. Any clip with positive labels is treated as fully-labeled, meaning all
other species are negative, unless there are “Unknown bird” boxes, in which case we put treat other
possible species as unknown (but retain negatives from geographical priors).

A.3 Additional Dataset Statistics

In this section, we compare additional statistics of the L48 to VOC and COCO not covered in the
main paper.

A.3.1 Bounding Box Statistics

We give basic statistics of bounding boxes quantity and sizes in Table A4. 148 is most similar to
VOC among the datasets which we compare to. On average, an image contains 2.25 boxes, and
the vast majority of these boxes are usually large. This likely occurs because most vocalizations
in a spectrogram span a wide range of frequencies due to overtones, so most boxes have a height
comparable to the image height. The duration of these vocalizations can vary, depending on whether
they encompass a single call or a longer bird song. These distributions are also visualized in
Figure Al.

A.3.2 Known and Unknown Label Statistics

We give statistics for the breakdown of images which are fully-labeled, images which contain at least
one positive label, and images with any labels in Table AS5. Though negative labels are generated
for all images using the metadata outlined in Section A.2.2, bounding boxes are all hand-drawn by
expert annotators, who focus on annotating various segments of a recording instead of the entire thing.
Hence, only 45% of the training set is fully-annotated for all species. Our original data contained
"Unknown Bird" boxes for vocalizations which were unable to be identified to species level. As a
result, we cannot generate negative labels reliably for these images, and they remain partially-labeled
despite containing positive labels. We train our model with all images with at least one positive



Bounding Box Size Distribution Number of Boxes per Image

0.251 —— COCO —e— COCO
2] 4
2 0,20 — 148 g 04 —— 148
. | [}
A VoC £03 VOC
“2 0.151 S
20.101 §02
&) -
ol O
0.001, ‘ ‘ ‘ ‘ 0.01° ‘ : : M
0.00 0.25 0.50 0.75 1.00 0 3 6 9 12 15 18
Relative Bounding Box Size Number of Boxes

Figure Al: Visualization of bounding box distributions for each dataset. The left plot shows the
bounding box size distribution, where the relative size gives the area of the box divided by the total
image area. The right box shows the number of boxes per image. L48 mirrors the distribution of
VOC closely in terms of boxes per image, but has a unique bounding box size distribution.
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Figure A2: An excerpt from a partially-labeled asset in L48. The first half of this snippet is fully-
labeled while the last half is unlabeled. For our experiments we train only on the first half, but we
release the full asset for future work on semi-supervised and unsupervised learning. The vocalizing
birds are Mourning Dove, Canyon Wren, and House Finch in order of first appearance from left to
right.

label, which is 53% of the dataset. We do not use the remaining data for training in this paper,
but we include it in the dataset release for future work. One such example is shown in Figure A2.
Furthermore, the distributions of unknown labels are visualized in Figure A3.

A.3.3 Positive and Negative Label Statistics

In Table A6 we give positive and negative label statistics across all splits of each datasets. All images
in L48 contain at least 24 negative labels derived from metadata discussed in Section A.2.2. We
also plot the distributions of positives, negatives, and unknowns individually for each dataset in
Figure A3. L48 shows a bimodal distribution for negatives and unknowns, because each image
is either fully-labeled or labels are generated through metadata. The negative labels generated by
checklist and location data vary, but on average around 45 negative labels can be generated through
this method.

Known Labels # Images % Images

Fully-labeled 38,975 45.75%
At least one box 45,178 53.03%
Any labels 85,193 100%

Table AS: 148 degree of annotation for the training set. All images contain negative labels generated
from checklist and geographic information, but positives labels must be manually labeled. Images
with "Unknown Bird" labels are not considered fully-labeled.



Dataset  Split  #Images + (min) + (max) +(avg) +(med) -(min) -(max) -(avg) - (med)

vOoC Train 4574 1 5 1.46 1 15 19 18.54 19
vVOoC Val 1143 1 5 1.46 1 15 19 18.54 19
vOoC Test 5823 1 5 1.43 1 15 19 18.57 19
vOC All 11540 1 5 1.45 1 15 19 18.55 19
COCO  Train 65665 1 18 2.94 2 62 79 77.06 78
COCO Val 16416 1 16 292 2 64 79 77.08 78
COCO Test 16416 1 16 2.92 2 64 79 77.08 78
COCO All 98497 1 18 2.93 2 62 79 77.07 78
L48 Train 85193 0 8 0.84 1 24 100 69.59 59
L48 Train+ 45178 1 8 1.58 1 24 99 85.33 98
L48 Val 12448 0 7 0.81 1 25 100 67.72 53
L48 Test 31365 0 8 0.78 0 24 100 68.73 53
L48 All 129006 0 8 0.82 1 24 100 68.47 56

Table A6: An overview of each datasets’ positive and negative labels in terms of minimum per image,
maximum per image, average, and median for training, validation, and testing splits as well as all
three splits combined. "+" signifies the number of positive labels and "-" signifies the number of
negative labels. The number of unknown labels can implicitly be calculated using these two values
by subtracting by the total number of classes for the dataset. For L48, “Train+” signifies the training
set with images with at least one positive. On VOC and COCO, the validation sets used are the ones
used in our experiments, which are a randomly selected subset of the original training set.
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Figure A3: Visualization of dataset positives, negatives, and unknown labels per image for each
split and the combined splits. For COCO and VOC, unknown label graphs are left blank because all
images in these datasets are fully-labeled.



Method | Dataset Learning Rate Method Hyperparameter

BCE COCO le—5 N/A
BCE-AN | COCO le—5 N/A
WAN COCO le—5 y=1/79
LS COCO le—5 e=0.1
ROLE | COCO le—5 A=1
EM COCO le—5 a=0.1
LL-R COCO le—5 A = 0.4
LL-Ct COCO le—5 Arg = 0.2
LL-Cp | COCO le—5 Arg = 0.2
BCE L48 le — 4 N/A
BCE-AN | L48 le —4 N/A
WAN L48 le — 4 v =1/99
LS L48 le —4 e=0.1
ROLE L48 le — 4 A=1
EM L48 le —4 a=0.2
LL-R L48 le — 4 A = 0.1
LL-Ct L48 le — 4 A = 0.1
LL-Cp L48 le —4 Arg = 0.1

Table A7: Testing hyperparameters used for the target-only regime.

A.4 Hyperparameters

We use mean average precision (mAP, i.e. the mean of per-class average precision), as our evaluation
metric. For COCO, we use 20% of the training set as a validation set for hyperparameter tuning. For
the L48, we select 10 training assets per species to make up the validation set which are specified in
the repository. Since L48 has incomplete labels, we calculate mAP only using images which have
labels for all species.

Following the training procedure of prior work [7, 18, 47], each of our experiments was trained using
an ImageNet [10] pretrained ResNet50 [12] architecture using the Adam optimizer on Pytorch. Prior
works [4, 37] have shown substantial improvements from ImageNet pretraining for spectrogram
classification despite the domain shift. We preprocess each image by resizing the image to shape
(448, 448) and normalizing the image to ImageNet statistics. For COCO only, at training time, we
flip the image horizontally at random. We train for 10 epochs using a fixed batch size of 16 and a
constant learning rate, which we sweep using values in {le — 2, le — 3, 1e — 4, 1e — 5}. For WAN
on L48 we found convergence was slower so we trained these experiments for 20 epochs instead
of 10. We monitor performance on the validation set, and the best performing configuration is used
for evaluation on the test set. For other SPML methods, to reduce the amount of trials required for
hyperparameter tuning, we first tune the learning rate of each loss function with the hyperparameters
reported for each method on COCO before sweeping the suggested range of hyperparameters given in
each respective work. Once these settings are chosen, each experiment is repeated 5 times to calculate
mean and standard deviation performance. The settings used in each of our experiments can be found
in Tables A7, A8, and A9. For COCO experiments, we use a different randomly-generated SPML
dataset each time, though these are the same across methods. For L48 experiments, we only train with
images containing at least one positive, meaning we remove images with only confirmed negatives.
Following [ 18], we increase the learning rate of the last layer by 10x for training the LL-variants.

For R p hyperparameters, we run a grid search with o € {le —1,1e — 2,1e — 3},e € {le — 2, le —
3, le — 4}. We initialize y{ following ROLE initialization [7], y§ ~ ¢/(0.4,0.6).



Method | Dataset Learning Rate Method Hyperparameter « €

BCE L48 le—4 N/A le—1 le—2
BCE-AN L48 le —4 N/A le—1 le—3
WAN L48 le—4 v=1/99 le—2 1le—3
LS L48 le —4 e=0.1 le—2 1le—3
ROLE L48 le—4 A=1 le—1 le—4
EM L48 le — 4 a=0.2 le—1 le—4
LL-R L48 le—4 A =0.1 le—1 le—2
LL-Ct L48 le —4 A =0.1 le—2 le—-2
LL-Cp L48 le—4 A = 0.1 le—2 le—4

Table A8: Testing hyperparameters used for asset regularization.

Method | Dataset Learning Rate  Method Hyperparameter a b

WAN COCO Geo le—5 v=0.1 0 0.01
LS COCO Geo le—5 e=0.2 0 0.05
ROLE COCO Geo le—5 A=0.1 0 0.01
EM COCO Geo le—5 a=0.1 1 0.01
LL-R COCO Geo le—5 A =04 N/A  N/A
LL-Ct COCO Geo le—5 A = 0.2 N/A  N/A
LL-Cp COCO Geo le—5 A = 0.2 N/A  N/A
WAN COCO Checklist le—5 v=0.1 1 0.01
LS COCO Checklist le—5 e=0.1 1 0.5
ROLE | COCO Checklist le—5 A=1 1 1

EM COCO Checklist le—5 a=0.1 1 0.02
LL-R COCO Checklist le—5 A = 0.4 N/A  N/A
LL-Ct | COCO Checklist le—5 A = 0.2 N/A  N/A
LL-Cp | COCO Checklist le—5 A =02 N/A  N/A
WAN L48 Geo le—4 v =10.05 1 0.5
LS L48 Geo le—4 e=0.1 1 0.2
ROLE L48 Geo le—4 A=0.5 0 0.05
EM L48 Geo le—4 a=0.1 0 0.01
LL-R L48 Geo le—4 Al = 0.1 N/A N/A
LL-Ct L48 Geo le—4 A =0.1 N/A  N/A
LL-Cp L48 Geo le—4 A =0.1 N/A  N/A
WAN L48 Checklist le—4 v=1/99 0 0.5
LS L48 Checklist le—4 e=0.1 1 1

ROLE L48 Checklist le—4 A=2 0 0.05
EM L48 Checklist le—4 a=0.02 1 0.01
LL-R L48 Checklist le—4 A =0.1 N/A  N/A
LL-Ct L48 Checklist le—4 A =0.1 N/A  N/A
LL-Cp L48 Checklist le—4 A = 0.1 N/A  N/A

Table A9: Testing hyperparameters used for the geo/checklist regime.
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Table A10: Positive and unknown losses for the SPML methods. For BCE row, £’ signifies £~
since BCE is trained on full labels. The variables -, €, o are all hyperparameters for each respective
method. For the LL-variants, LL signifies whether the loss term falls in the top ((¢ — 1) - A)% of
losses in the batch.

Method 148 | L48 +Rp L48 +Rp

BCE 62.44 +0.51 | (+3.93) 6637 + 048  (+0.59) 63.03 + 0.42
BCE-AN 5223 & 0.48 | (+3.83)56.06 & 1.11  (+0.12) 52.35 & 0.54
WAN 51.96 & 0.55 | (+3.70) 55.66 + 0.72  (-0.07) 51.89 & 0.45
LS 56.42 + 0.67 | (+0.02) 56.44 + 0.73  (-0.08) 56.34 + 0.51
ROLE  54.00 & 0.95 | (+0.14) 54.14 +0.54  (-0.51) 53.49 & 0.73
EM 5527 £ 0.97 | (-0.08)55.19 £ 0.66 (+0.35) 55.62 + 0.21
LLR 50.06 + 0.79 | (+4.90) 54.96 + 0.35  (+0.07) 50.13 + 0.84
LL-Ct  47.98+0.90 | (+6.11)54.09 +0.55 (+2.09) 50.07 & 1.41
LL-Cp  43.80 = 0.80 | (+0.60) 44.40 £ 0.58 (+0.58) 44.38 & 0.61

Table A11: Compiled mAP results (given in percentages) on the test set for each method, averaged
across five runs for unmodified, probability regularized, and embedding regularized SPML methods.

A.5 Additional Experiments and Analysis
A.5.1 Embedding Asset Regularization

We extend the idea of asset-level similarity to the embedding level, by enforcing embeddings of a
clip to be similar to the average embeddings across the entire asset, with a regularization term Lg:

Rp(x};) = MSE(d}, d;) $))

where MSE is mean-squared error and d?- is the last layer embedding of the network for the j-th clip
of recording 7. We use a similar equation to calculate the running average of the embedding as for the
probability asset regularization but use a different 5.

Probability regularization is generally more effective than embedding regularization. In Ta-
ble Al1, we see the average performance boost for embedding regularization is much less than the
boost for probability regularization. We attribute this to the recurrence of background species at
the asset-level giving an accurate and more direct training signal. The supervision provided at the
prediction-level is a strong prior because species positives in one clip are very likely to reoccur. In
contrast, embedding regularization is more indirect than probability regularization, as the model
can learn spurious correlations at the embedding level like fixed background noise within an asset.
Regardless, we do find that embedding regularization still has a minor positive effect on training,
potentially working as a weaker form of /5 weight decay to prevent overfitting on noisy target-only
data.
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Figure A4: Histogram of model outputs, log-scaled, shown separately for positive and negative labels
on the test set of L48. We see ROLE and EM have significantly different distributions from the other
methods and the LL-variants all have higher rates of high confidence false negatives compared to the
other methods.

A.5.2 Model Output Histograms

In Figure A4, we show the model prediction distributions for positive and negative labels on the 48
test set. We see a higher rate of high confidence false positives for the LL methods and a significantly
shifted probability distribution for ROLE and EM.

A.5.3 Analysis of Specific Species

In Figure A5, we include PR curves for the LL-R method in the three data regimes and with
regularization for five different species. Interestingly, we see different patterns for the two groups
of species. In the three plots on the left, we compare the PR curves for Carolina Chickadee, Black-
capped Chickadee, and Mountain Chickadee, which all are geographically separated but are vocally
similar. We see that providing negative labels through geographical priors gives a large increase to the
model’s precision, indicating the labels are helping with this fine-grained confusion. In contrast, in
the two right plots we see the opposite effect. Yellow-bellied Sapsucker and Red-breasted Sapsucker
are also geographically separated and nearly vocally identical, but we see providing the model with
negative labels through geographical priors decreases performance. Our hypothesis for this distinction
is the model is unable to learn the sapsucker task because it is more difficult than the chickadee task.
In the chickadee task, the species are similar-sounding, but have known differences in vocal patterns.
As aresult, providing the model explicit negatives prevents LL-R from rejecting the losses for the
similar chickadees and the model learns to distinguish the two. In contrast, the sapsucker task is
more difficult than the chickadee task, as the two species do not have distinctive vocal differences.
As a result, rejecting the loss in this case may prevent the model from being forced to learn an
intractable task and instead allow it to accept ambiguity on these two species instead of having to
predict confidently.
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Figure AS: Precision-recall curves for the LL-R method in target-only, target-only with regularization,
geo, and checklist regimes for five different species, where the species name is given as the graph
title.
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