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Abstract

Scaling high-quality tutoring remains a major001
challenge in education. Due to growing de-002
mand, many platforms employ novice tutors003
who, unlike experienced educators, struggle004
to address student mistakes and thus fail to005
seize prime learning opportunities. Our work006
explores the potential of large language mod-007
els (LLMs) to close the novice-expert knowl-008
edge gap in remediating math mistakes. We009
contribute Bridge, a method that uses cogni-010
tive task analysis to translate an expert’s latent011
thought process into a decision-making model012
for remediation. This involves an expert iden-013
tifying (A) the student’s error, (B) a remedi-014
ation strategy, and (C) their intention before015
generating a response. We construct a dataset016
of 700 real tutoring conversations, annotated017
by experts with their decisions. We evaluate018
state-of-the-art LLMs on our dataset and find019
that the expert’s decision-making model is crit-020
ical for LLMs to close the gap: responses from021
GPT4 with expert decisions (e.g., “simplify022
the problem”) are +76% more preferred than023
without. Additionally, context-sensitive deci-024
sions are critical to closing pedagogical gaps:025
random decisions decrease GPT4’s response026
quality by -97% than expert decisions. Our027
work shows the potential of embedding expert028
thought processes in LLM generations to en-029
hance their capability to bridge novice-expert030
knowledge gaps.031

1 Introduction032

Human tutoring plays a critical role in accelerating033

student learning, and is one of the primary ways to034

combat pandemic-related learning losses (Fryer Jr035

and Howard-Noveck, 2020; Nickow et al., 2020;036

Robinson and Loeb, 2021; of Education, 2021; Ac-037

celerator, 2022). To accommodate the growing de-038

mand for tutoring, many tutoring providers engage039

novice tutors. While novice tutors may exercise040

the domain knowledge, they often lack the special-041

ized training of professional educators in interact-042

ing with students. However, research suggests that 043

novices with proper training can be effective tutors 044

(Nickow et al., 2020). 045

Responding to student mistakes in real-time is 046

a critical area where novice tutors tend to struggle. 047

Mistakes are prime learning opportunities to ad- 048

dress misconceptions (Boaler, 2013), but effective 049

responses involve pedagogical expertise in engag- 050

ing with student’s thinking and building positive 051

rapport (Roorda et al., 2011; Pianta, 2016; Shaugh- 052

nessy et al., 2021; Robinson, 2022). Novices typi- 053

cally learn from experts to understand the expert’s 054

thought process however hiring experienced ed- 055

ucators to provide timely feedback is resource- 056

intensive (Kraft et al., 2018; Kelly et al., 2020). 057

One potential solution is the use of automated tu- 058

tors (Graesser et al., 2004). With recent advances in 059

large language models (LLMs), this approach has 060

gained even more interest (Khan Academy, 2023). 061

However their ability to remediate is yet to be eval- 062

uated. Prior work suggests several shortcomings 063

with LLMs, including lacking reliable subject and 064

pedagogical knowledge (Frieder et al., 2023; Wang 065

and Demszky, 2023; Singer, 2023), that can be 066

mitigated using explicitly thought processes such 067

as through chain-of-thought prompting (Wei et al., 068

2022). 069

To address these challenges, our work makes 070

several key contributions. First, we build Bridge, 071

a method that leverages cognitive task analysis 072

to elicit the latent thought processes of experts. 073

We apply Bridge to remediation where we collab- 074

orate extensively with experienced math educators 075

to translate their thought process into a decision- 076

making model. Bridge breaks down the experts’ 077

thought process: illustrated in Figure 1, Step A is to 078

infer the student’s error (e.g., the student guessed); 079

Step B is to determine the remediation strategy 080

(e.g., provide a solution approach); and Step C is 081

to identify the strategy intention (e.g., to help the 082

student understand the concept). 083
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Figure 1: 1⃝ Closing the knowledge gap at scale. LLMs and novice tutors lack the pedagogical knowledge to
engage with student mistakes, yet they are readily available for 1:1 tutoring. Experts like experienced teachers
have the pedagogical knowledge, but are hard to scale. 2⃝ How do we model the expert’s thought process? Our
work builds Bridge which leverage cognitive task analysis to translate the latent thought process of experts into a
decision-making model. 3⃝ Applying Bridge with LLMs. To bridge the knowledge gap, we scale the expert’s
knowledge with LLMs using the expert-guided decision-making model.

We construct a dataset of real-world tutoring084

conversations, annotated with expert decisions085

and responses. Our open-source dataset consists086

of 700 real tutoring sessions conducted with 1st-087

5th grade students in Title I schools, predominantly088

serving low-income students of color. Following089

FERPA guidelines, our study is IRB-approved and090

conducts secondary data analysis based on our091

Data Use Agreement with the tutoring provider092

and school district.093

We conduct a thorough human evaluation to094

compare the expert, novice and LLMs in re-095

mediation. To our knowledge, our work is the096

first to assess the performance of LLMs such as097

GPT4 and instruct-tuned Llama-2-70b on remedi-098

ating student mistakes. We find that the response099

quality of LLMs significantly improve with the100

expert’s decision-making process: Response from101

GPT4 with expert- and self-generated decisions102

are 76-88% more preferred than GPT4 without.103

Context-sensitive decisions are also critical to clos-104

ing the knowledge gap: Random decisions de-105

crease GPT4’s response quality -67% than expert106

decisions. Complementing our quantitative analy-107

sis, our lexical analysis reveals that novices and108

LLMs without the expert’s decision-making pro-109

cess engage superficially with student’s problem- 110

solving process: They give away the answer or 111

prompt the student to re-attempt without further 112

guidance (“double check”, “try again”). 113

2 Related Work 114

2.1 Modeling the Decision-Making Process of 115

Experts 116

Cognitive task analysis (CTA) uncovers the la- 117

tent decision-making process of experts across a 118

range of domains such as education, medicine and 119

law (Ryder and Redding, 1993; Clark et al., 2008; 120

Klein, 2015). CTA decode the observable actions 121

(e.g., the expert’s remediation responses) into the 122

latent mental processes that generate the observ- 123

able actions (e.g., the expert’s inferences about 124

the student’s mistake). A key application area of 125

CTA is to close knowledge gaps through real-time 126

decision aids that enhance the cognitive skills of 127

novices (Hall et al., 1995; Gagne and Medsker, 128

1996; Van Merriënboer, 1997; Klein, 2008; Zsam- 129

bok and Klein, 2014); Lee (2004) discusses the sig- 130

nificant improvements in novices with CTA across 131

multiple disciplines. While previous NLP works 132

have developed methods for auto-labeling CTA 133

transcripts (Du et al., 2019), less work has been 134
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done on synthesizing models of expert decision135

processes for natural language generation or con-136

tributing data with expert decisions. Our work con-137

tributes both the Bridge method and an accompa-138

nying dataset to this end.139

2.2 Responding to Student Mistakes in140

Mathematics141

Recognizing misconceptions is key to facilitating142

meaningful student learning and retention (Ste-143

fanich and Rokusek, 1992; Wilcox and Zielinski,144

1997; Riccomini, 2005; Stein et al., 2005; Schnep-145

per and McCoy, 2013). Effective remediation co-146

incides with educators engaging with the math-147

ematical details in student responses, which in148

turn fosters strong teacher-student relationships and149

student motivation (Wentzel, 1997; Pianta et al.,150

2003; Robinson, 2022; Wentzel, 2022; Easley and151

Zwoyer, 1975; Brown and Burton, 1978; Carpenter152

et al., 1999, 2003; Lester, 2007; Loewenberg Ball153

and Forzani, 2009). Prior education research dis-154

cusses multiple good practices in remediating stu-155

dent mistakes, ranging from visual aids (CAST,156

2018) to the Socratic method (Lepper and Woolver-157

ton, 2002). However, less work has been done to158

understand the thought process of an experienced159

educator of when, how and why they use one strat-160

egy over another.161

2.3 Automated Feedback in Education162

Recent advances in NLP provide teachers feed-163

back on their classroom discourse and have been164

shown to be beneficial, cost-effective feedback165

tools (Samei et al., 2014; Donnelly et al., 2017;166

Kelly et al., 2018; Jensen et al., 2020; Jacobs et al.,167

2022; Demszky and Liu, 2023; Wang and Demszky,168

2023; Demszky et al., 2023). The development of169

LLMs such as GPT-4 has re-kindled excitement170

around autotutors in providing equitable access to171

high-quality education (Graesser et al., 2004; Rus172

et al., 2013; Litman, 2016; Hobert and Meyer von173

Wolff, 2019; OpenAI, 2023; Khan Academy, 2023).174

However, these models are known to unreliably175

solve math problems and hallucinate (Frieder et al.,176

2023; Ji et al., 2023). A human tutor in-the-loop177

is key in catching these undesirable responses.178

Our work is related to human-LLM approaches179

that leverage expert-informed linguistic attributes180

(Sharma et al., 2023; Handa et al., 2023). However,181

critically, our work is about modeling the expert’s182

latent thought process behind their responses, such183

as their strategy choices and intentions, rather than184

the observable linguistic attributes. We explore the 185

potential of leveraging expert-informed decision- 186

making processes for bridging knowledge gaps and 187

constructing human-LLM interaction frameworks 188

grounded in expertise. 189

3 Data Sources 190

Tutoring transcripts. Our data is sourced from a 191

tutoring provider that offers end-to-end services for 192

school districts, including the tutoring platform, in- 193

structional materials, and tutors. The research team 194

executed Data Use Agreements with the tutoring 195

provider and Southern U.S. school district serving 196

over 30k that outlined the allowable usage of the 197

data to improve instruction in collaboration with an 198

educational agency. Following FERPA guidelines, 199

we were eligible to engage in secondary data analy- 200

sis with student data, which is what we did for this 201

study. The students in these tutoring sessions are 202

in the first to fifth grade, learning a variety of math 203

topics. The majority of schools are classified as 204

Title I and three-quarters of students identify as His- 205

panic/Latinx. This district focused on addressing 206

existing achievement gaps among their students, 207

as well as responding to the learning disruptions 208

caused by the pandemic. The tutoring interactions 209

are text-based, integrated on the providers’ online 210

platform. The platform has several features, in- 211

cluding a whiteboard. The tutor communicates 212

primarily through text message in a chat box, while 213

the student uses either voice recording or the chat. 214

Preprocessing. The chat transcripts are de- 215

identified by the tutoring provider. The student’s 216

name is replaced with [STUDENT] and the tutor’s 217

name is replaced with [TUTOR]. Our data uses 218

excerpts from the original tutoring chat sessions, 219

where the tutor responds to a mistake. Tutors on 220

this platform use templated responses to flag mis- 221

takes, such as “That is incorrect” or “Good try.” We 222

leverage these templates to create a set of signalling 223

expressions used by the tutor to identify excerpts. 224

Specifically, we search for a three turn conversa- 225

tion pattern where (1) the tutor sends a message 226

containing a question mark “?”, (2) the student re- 227

sponds via text, then (3) the tutor uses a signalling 228

expression. The set of signalling expressions were 229

validated on a random sample of 100 conversations 230

to ensure complete coverage. Appendix C includes 231

the full set of signalling expressions we use. 232
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4 The Bridge Method for233

Expert-Guided Decision-Making234

We introduce Bridge which uses cognitive task235

analysis (CTA) to analyze the experts’ latent236

thought process (§4.1). We translate it into a237

decision-making process (§4.3), where each step is238

associated with a set of decision options (§4.2).239

4.1 Cognitive Task Analysis240

We conduct CTA with four experienced math teach-241

ers to develop a model of their decision-making242

process for remediation.243

Collaboration with experts. We collaborated ex-244

tensively with math teachers, spanning across sev-245

eral months. We work closely with four math teach-246

ers from diverse demographics in terms of gender247

(3 female, 1 male) and race (Asian, Black/African248

American, White/Caucasian, Multiracial/Biracial).249

Three have more than 8 years of teaching expe-250

rience, and the other has 6 years of teaching ex-251

perience. They also have taught in a broad range252

of school settings including public schools, Title253

1 schools, and charter schools. We compensate254

the teachers developing the decision-making frame-255

work $50/hour. We compensate the teachers an-256

notating the dataset with their decision steps and257

responses at $40/hour.258

Our objective is to faithfully capture their step-259

by-step decision process and develop a comprehen-260

sive set of decision options for each step. We work261

with two math teachers to develop the decision-262

making process for remediation, and validated it263

with two other math teachers. We conduct CTA264

through a series of observations and interviews,265

which involved cataloging patterns in their deci-266

sions; Cooke (1999) provides a comprehensive267

overview of other CTA methods.268

Development of decision-making process. We269

provide the experts conversation examples contain-270

ing student mistakes (identified from §3) and asked271

them to directly revise the tutor’s remediation re-272

sponse to be more useful and caring. The experts273

and co-author met on a weekly basis where we went274

through the experts’ revisions and discussed their275

approaches to each mistake. We used three ques-276

tions to facilitate the discussion: (1) What did the277

experts notice? (2) How did they want to react? and278

(3) Why did they want to react in that way? Themes279

emerged after a few meetings. Based on their own280

experiences, experts inferred the student’s level of281

understanding as context for their remediation re- 282

sponse. This resulted in Step A: Infer the student’s 283

error to answer the first question. Experts used sev- 284

eral techniques to engage with the student’s error, 285

such as asking questions and simplifying the prob- 286

lem to meet the student’s level of understanding. 287

The diverse strategies led to Step B: Determine the 288

strategy. Finally, the experts used strategies for 289

different ends depending on error. For example, 290

they might ask a question to hint at the mistake or 291

diagnose the student. This insight resulted in Step 292

C: Identify the intention behind the strategy. We 293

verified that this decision-making model mimicked 294

their thought process by asking them to apply it to 295

new tutoring conversations. We additionally veri- 296

fied it with two other experts who could seamlessly 297

use it during their remediation. For additional in- 298

formation about the development process, please 299

refer to Appendix A. 300

Development of decision options. We created 301

decision options for each step and edited the op- 302

tions through more iterations of the experts remedi- 303

ating using the step-by-step decision-making pro- 304

cess. The options were finalized once the experts 305

and the co-authors were satisfied with the coverage 306

and with the natural fit of the model to the teachers’ 307

remediation process. 308

4.2 Decision Options 309

This section details each step’s decision options. 310

Due to space reasons, please refer to Appendix B 311

for examples of each option. 312

4.2.1 Step A: Infer the Type of Error 313

Identifying the student’s error is prerequisite to 314

successful remediation (Easley and Zwoyer, 1975; 315

Bamberger et al., 2010). Our approach intends 316

to support novices who are not necessarily con- 317

tent experts. Therefore we define “error” as a stu- 318

dent’s degree of understanding, which aligns with 319

literature on math curriculum design and psycho- 320

metrics that maintain continuous scales of student 321

understanding (Gagne, 1962, 1968; White, 1973; 322

Resnick et al., 1973; Glaser and Nitko, 1970; Vy- 323

gotsky and Cole, 1978; Wertsch, 1985; Embretson 324

and Reise, 2013). As such, our error categories 325

are topic-agnostic descriptions of a student’s under- 326

standing, and complement the topic-agnostic strate- 327

gies in Step B. The categories are: guess: The 328

student does not seem to understand or guessed 329

the answer; misinterpret: The student misinter- 330

preted the question; careless: The student made 331
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a careless mistake; right-idea: The student has332

the right idea, but is not quite there1; imprecise:333

The student’s answer is not precise enough or the334

tutor is being too picky about the form of the stu-335

dent’s answer; not-sure: Not sure, but I’m going336

to try to diagnose the student (used sparingly); N/A:337

None of the above (used sparingly).338

4.2.2 Step B: Determine the Strategy339

Errors are persistent unless the teacher intervenes340

pedagogically with a strategy that guides the stu-341

dent’s understanding (Radatz, 1980). The strategies342

are: Explain a concept, Ask a question, Provide a343

hint, Provide a strategy, Provide a worked exam-344

ple, Provide a minor correction, Provide a similar345

problem, Simplify the question, Affirm the correct346

answer, Encourage the student, Other.347

4.2.3 Step C: Identify the Intention348

The intentions are: Motivate the student, Get the349

student to elaborate their answer, Correct the mis-350

take, Hint at the mistake, Clarify the misunder-351

standing, Help the student understand the lesson352

topic or solution strategy, Diagnose the mistake,353

Support the student in their thinking or problem-354

solving, Explain the mistake (e.g., what is wrong355

in their answer or why is it incorrect), Signal to356

the student that they have solved or not solved the357

problem, Other.358

4.3 Formalism for Expert Decision-Making359

Process in Remediation360

Given a conversation history ch, we formalize the361

expert’s responses c∗r as being generated from the362

following computational model:363

c∗r ∼ p(cr|ch, e︸︷︷︸
Step A

, zwhat︸︷︷︸
Step B

, zwhy︸︷︷︸
Step C

),364

where e is the error, zwhat the strategy, and zwhy365

the intention. Our dataset contains 700 examples,366

where each example is (ch, c
′
r, e, zwhat, zwhy, c

∗
r).367

Each example contains the conversation history368

ch which includes the lesson topic and the last 5369

conversation messages leading up to the student’s370

turn where the mistake is made; i.e., ch[−1] is the371

student’s conversation turn where they make a mis-372

take. It also contains the novice tutor’s original373

1This category is different from careless in that students
with right-idea errors have difficulty in applying the concept
correctly, whereas students with careless apply the concept
correctly but make a minor numerical mistake.

response to the student’s mistake c′r and the ex- 374

perts’ decision annotations and responses. We split 375

the final dataset into a train, validation, and test 376

set with a 6:1:3 ratio. The train set contains 420, 377

validation 70, and test 210 examples. 378

5 Experiments 379

5.1 Models 380

We compare the expert-written responses 381

against three state-of-the-art models gpt-4, 382

gpt-3.5-turbo, and llama-2-70b-chat (Tou- 383

vron et al., 2023) in a 0-shot setting on the test 384

set. During our preliminary experiments, we also 385

evaluated Falcon-40b-Instruct (Almazrouei et al., 386

2023), Flan-T5 (large) (Chung et al., 2022), the 387

goal-directed dialog model GODEL (large) (Peng 388

et al., 2022) zero-shot and few-shot. We also 389

finetuned Flan-T5 and GODEL. However, we 390

found the models’ responses to be very poor upon 391

manual inspection or evaluated as much worse in 392

human evaluations than the other three models. 393

Therefore, we have omitted their results from the 394

paper. We use greedy decoding for all models. 395

5.2 Task Setup 396

We evaluate the model responses under different 397

decision-making conditions. The model prompts 398

are in Appendix D; each prompt includes instruc- 399

tions to respond in a useful and caring way. 400

1. No decision-making: Models directly respond, 401

cr ∼ p(cr|ch). This condition is compared 402

against models with the Bridge decision- 403

making framework. 404

2. Expert decision-making: Models gener- 405

ate with the expert’s decisions, cr ∼ 406

p(cr|ch, e, zwhat, zwhy). 407

3. Self decision-making: Models make their 408

own decisions, then generate responses based 409

on them, cr ∼ p(cr|ch, emodel, zmodel
what , zmodel

why ). 410

We compare the models’ decisions to the ex- 411

perts’ as well as the impact of the decisions 412

on the response quality. 413

4. Random decision-making: We randomly se- 414

lect decisions. We can determine the impor- 415

tance of context-sensitive decisions with this 416

condition. 417
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Method Prefer Useful Care Not Robot Overall
Condition Model cr

Expert 1.26 1.19 0.86 0.78 1.02

None Llama-2 0.49 0.48 0.45 0.68 0.53

None GPT-3.5 0.47 0.47 −0.04 0.23 0.28

None GPT-4 0.54 0.54 0.50 0.47 0.51

Expert Llama-2 0.61 0.56 0.37 0.41 0.49

Expert GPT-3.5 0.65 0.58 −0.04 0.59 0.45

Expert GPT-4 0.95 0.97 0.70 0.70 0.83

Self Llama-2 0.91 0.97 0.29 0.62 0.70

Self GPT-3.5 0.36 0.33 −0.17 0.15 0.16

Self GPT-4 1.02 1.05 0.62 0.68 0.84

Random Llama-2 0.35 0.32 0.15 0.60 0.35

Random GPT-3.5 0.20 0.12 0.10 0.28 0.17

Random GPT-4 0.32 0.36 −0.13 0.51 0.26

Table 1: Human evaluations. The expert-written responses are grayed as a reference. The highest column values are bolded.
Highest values amongst LLMs are highlighted. Two rows are highlighted if they are not statistically different from each other
with a two-sided t-test.

6 Evaluation418

6.1 Human evaluation of response quality.419

We measure the extent to which the generated re-420

sponses improve over the original tutors’ responses.421

We recruit teachers through Prolific (identified422

through Prolific’s screening criteria) to perform423

pairwise comparisons between the tutor response424

and a response generated by the expert or one of the425

12 models. A random set of 40 pairs per model is426

evaluated by 3 annotators each, who are blind to the427

source of the responses. Raters evaluate the pairs428

along four dimensions. The first two are usefulness429

and care, as these have been identified as key quali-430

ties of effective remediation in prior work (Roorda431

et al., 2011; Pianta, 2016; Robinson, 2022). The432

third is human-soundingness; our preliminary anal-433

ysis indicated that low learning outcomes strongly434

correlated with whether the student was distracted435

by whether their tutor was human during their tutor-436

ing session. Given that the tutoring is chat-based,437

we include this as another dimension for measur-438

ing effectiveness. Finally, we ask the raters which439

responses they prefer using, if they were the tutor.440

Each dimension is rated on a 5-point Likert scale.441

We convert the ratings to integers between -2 and 2:442

-2 indicates the rater much more prefers the original443

tutor’s response and 2 for the alternative response.444

Please refer to Appendix E for more information445

on the human evaluation setup.446

6.2 Lexical analysis and qualitative examples. 447

We perform a lexical analysis to understand the lin- 448

guistic differences caused by the expert’s decision- 449

making model. We compute the log odds ratio, 450

latent Dirichlet prior, measure defined in Monroe 451

et al. (2008) to estimate the distinctiveness of a bi- 452

gram appearing in a response source. We consider 453

the response sources to be from GPT4 in all four 454

decision-making conditions listed in Section 5.2; 455

please refer to Appendix F for additional lexical 456

analysis. We pre-process the data using Python’s 457

NLTK package for tokenization and lowercasing, 458

and discard stop words and non-alphanumeric to- 459

kens (Bird et al., 2009). We use the Gensim Phrases 460

Python package to retrieve frequent bigrams in the 461

dataset (Rehurek and Sojka, 2011). 462

7 Results 463

7.1 Human evaluations of response quality. 464

Table 1 summarizes the results. Notably, there is a 465

large gap between the experts and models in the 466

no decision-making condition (up to 2.6x better 467

overall). Even though models in the no decision- 468

making condition consistently outperform the orig- 469

inal tutor responses (indicated by the positive val- 470

ues) on most dimensions, the gap in response qual- 471

ity may indicate the pedagogical knowledge gap 472

between experts and LLMs. 473

We observe that the expert decision-making 474

condition outperforms the no decision-making 475

condition, particularly on “prefer” (+76% on 476
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(a) Expert (entropy: 5.66) (b) gpt-4 (entropy: 3.37)

(c) gpt-3.5-turbo (entropy: 3.42) (d) llama-2-70b-instruct (entropy: 3.37)

Figure 2: Expert decision-making paths are diverse whereas LLM’s are less diverse. The entropy of decision
paths is shown in the subcaption: The experts’ paths have higher entropy and thus are more diverse than those of the
LLMs. The red left column is Step A’s error decision; green middle column is Step B’s strategy decision; and blue
right column is Step C’s intention decision.

gpt-4) and “useful” (+80% on gpt-4). The im-477

provement in overall score is statistically signifi-478

cant for all models under a two-tailed t-test (p <479

0.05). Surprisingly, the expert decision-making480

condition for llama-2 and gpt-3.5-turbo does481

not improve on “care”. We attribute this to the482

challenges in generating responses that are both483

technically instructive (“useful”) and emotionally484

supportive (“care”) for the student.485

How well can models self-improve by selecting486

their own decisions? llama-2 and gpt-4 in the487

self decision-making condition significantly out-488

perform their no decision-making counterparts489

on “prefer” and “useful” (p < 0.05, up to +95%).490

However, this is not the case for gpt-3.5-turbo491

with self decision-making. We hypothesize this is492

due to its poor decisions and confirm this in Fig-493

ure 2. Figure 2 illustrates the decision paths from494

the experts and the LLMs in self decision-making495

on the test examples and reports the path entropy.496

The width is the proportion of error types that is497

subsequently treated with which strategy and with498

which intention. gpt-3.5-turbo overwhelmingly499

corrects the student’s mistake whereas the other500

models rely on other strategies. This suggests that501

directly correcting the student’s mistake is not502

always a good decision and that poor decisions503

reinforce poor response quality.504

Figure 2 reveals another interesting observation:505

Experts exhibit diverse decision paths, whereas506

LLMs do not. Our work provides additional ev-507

idence of homogenization effects in LLMs (Pad- 508

makumar and He, 2023). This prompts another 509

question: Does deliberate decision-making mat- 510

ter, or could we randomly pick decisions to en- 511

courage similar diversity? Deliberate decisions do 512

matter: Models with random decision-making 513

perform significantly worse than their expert 514

decision-making condition on the “overall” score 515

(p < 0.05), sometimes even worse than models 516

with no decision-making (p < 0.05 for gpt-4, 517

llama-2). 518

7.2 Lexical Analysis 519

Table 2 highlights the differences in word usage 520

across the GPT4 decision-making conditions, and 521

Table 3 shows an example of the word usage in 522

context. Table 2 suggests that the high human 523

evaluations for GPT4 with expert or self decision- 524

making are because they engage more with the 525

problem-solving process (e.g.,, “explain_steps”). 526

The lowly evaluated settings—GPT4 with no or 527

random decision-making—weakly engage with the 528

problem-solving process, only acknowledging the 529

student’s effort (e.g., “appreciate_effort” in Table 2) 530

or even giving away the answer (e.g.,, “Actually, 531

the correct answer is 9” in Table 3). Altogether, 532

these results suggest that the effective use of the 533

decision-making model guides LLMs to support 534

the student’s problem-solving process, rather than 535

engage superficially with the student’s final answer. 536
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None + GPT4 Expert + GPT4 GPT4 + GPT4 Random +GPT4

bigram log odds bigram log odds bigram log odds bigram log odds

lets_closer 2.42 steps_took 1.93 explain_arrived 3.71 start_remember 1.73
closer_look 2.42 thought_process 1.54 can_explain 3.59 good_try 1.69

appreciate_effort 2.23 review_concept 1.54 arrived_answer 2.99 thats_good 1.59
effort_lets 2.23 took_arrive 1.43 are_sure 2.24 thats_right 1.59

look_problem 2.01 explain_steps 1.43 sure_that 2.24 try_again 1.39
correct_solution 1.86 help_understand 1.30 arrived_number 1.73 good_start 1.37

sure_weve 1.61 understand_concept 1.30 and_long 1.41 lets_break 1.24
good_attempt 1.61 number_sides 1.30 answer_step 1.41 example_apples 1.22

lets_steps 1.61 lets_step 1.26 numbers_sure 1.41 represents_glasses 1.22
great_effort 1.33 explain_thought 1.16 can_tell 1.33 original_number 1.22

Table 2: Top 10 bigrams. GPT4 with expert- or self decision-making engages more with the student’s problem-
solving process, by asking the student for explanations and their reasoning process. GPT4 with no and random
decision-making engages superficially with the student’s answer, by acknowledging their attempt or prompting them
to try again without further guidance.

Lesson Topic Addition and Subtraction Within 100

Context (ch) Novice: We need to subtract 6 from 15.
Student: oh okay...
Novice: What is is value of 15 - 6?
Student: it is 11?

Expert Ah, almost! Here’s how we can know for sure. We start at 15 and we need to go down 6.
So let’s count down 6 numbers from 15. 14, 13, 12, 11, 10, 9.

Novice That was a good effort.

GPT4 (None) That’s correct! Great job, 15 - 6 equals 11. Keep up the good work!

GPT4 (Expert) That’s close, but let’s try again. If we break down 15 into 10 and 5, we can subtract 6
from 10 first, which gives us 4. Then, add the 5 back, so 4 + 5 = 9. So, 15 - 6 = 9.

GPT4 (Self) Are you sure about that? Let’s try subtracting 6 from 15 again.

GPT4 (Random) Actually, the correct answer is 9.

Table 3: Response example. The Expert and GPT4 with expert decision-making engage with the problem-solving
process, whereas the other settings engage with the student’s answer, such as giving away the answer or
acknowledging the student’s attempt. In this example, GPT4 (None) also responds with the incorrect answer.

8 Discussion & Conclusion537

Our work presents several contributions for bridg-538

ing the expert-novice gap and improving the learn-539

ing experience at scale. First, we develop Bridge,540

which leverages cognitive task analysis to translate541

an expert’s latent thought process into a decision-542

making framework. We apply this to the task of re-543

mediating mistakes because they are prime learning544

opportunities to correct misunderstandings hinder-545

ing learning. Second, we contribute a rich dataset546

with expert annotations on their decisions and re-547

sponses. The dataset comes from a tutoring pro-548

gram that works with a majority of Title I schools,549

and is a valuable resource for providing equitable,550

high-quality learning experiences. Finally, we per-551

form a thorough evaluation and lexical analysis of 552

experts, novices and LLMs. We demonstrate that 553

expert-guided decision-making and strategic deci- 554

sion selection are critical to improving remediation 555

quality. Novices and LLMs alone use passive re- 556

mediation language and do not engage with the 557

student’s error traces. Our findings indicate promis- 558

ing avenues for scaling high-quality tutoring with 559

expert-guided decision-making. For example, the 560

tutor can make the decisions and the LLM gener- 561

ates an initial response that is further edited by tutor. 562

Altogether, our work shows promising results of an 563

expert-guided human-LLM approach that makes 564

strides towards bridging the knowledge gap. 565
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9 Limitations and Future Work566

While our work provides a useful starting point for567

leveraging expert decision-making models at scale568

and remediating student mistakes, there are limi-569

tations to our work. Addressing these limitations570

will be an important area for future research.571

Collapsing expert thought processes. LLMs572

and novices might still receive incomplete in-573

formation or maintain misconceptions when fol-574

lowing the expert’s decision-making process, be-575

cause the process distills the expert’s knowledge.576

Nonetheless, we hope Bridge and the accompany-577

ing dataset provide a useful foundation for leverag-578

ing expert knowledge at scale.579

Experts. We work with a handful of experts580

based on the U.S., which is not representative of ex-581

perienced teaching backgrounds from other coun-582

tries or cultures. We hope that future work can583

build on Bridge and adapt the decision-making584

models to fit to other expert pools.585

Access to questions. In some cases, the chat tran-586

scripts do not include the question the tutor and587

the student are working on together. This is be-588

cause the questions are sometimes displayed on589

a shared whiteboard, and not posted in the chat.590

Even though our dataset includes annotations for591

when there’s not enough context, future work could592

improve upon our analysis by always including in-593

formation about the question.594

Expanding to other subjects. Our dataset and595

benchmark currently focuses on mathematics. The596

remediation process for mathematics and the de-597

cision options may not directly transfer to other598

subjects, although they may serve as a good start-599

ing point for remediating student mistakes in other600

domains.601

Evaluation with students. Our human evalua-602

tions are currently limited to the teacher’s perspec-603

tive. However, ultimately, the effectiveness of the604

responses relies on how students receive and in-605

terpret them, and whether these interactions posi-606

tively impact their learning outcomes. To address607

this limitation, future research should work towards608

evaluating this method with students. This is impor-609

tant as previous studies like Wentzel (2022) high-610

light the potential disparity between teachers and611

students in determining what responses are more612

caring or useful.613

Ethics Statement 614

We recognize that our research on the integration 615

of large language models (LLMs) in education ven- 616

tures into a less explored territory of NLP with 617

numerous ethical considerations. LLMs open up 618

new possibilities for enhancing the quality of hu- 619

man education, however there are several ethical 620

considerations we actively took into consideration 621

while performing this work. We hope that these 622

serve as guidelines for responsible practices, and 623

hope that future work does the same. 624

First is the privacy of both students and tutors. 625

We obtained approval from the tutoring program 626

for repurposing the data for our dataset. We han- 627

dled all data with strict confidentiality, adhering to 628

best practices in data anonymization and storage 629

security. 630

Furthermore, we are committed to promoting 631

equity and inclusivity in education. The compen- 632

sation provided to the experienced math teachers 633

involved in our benchmarking process was set at 634

a significantly higher rate, reflecting our recogni- 635

tion of their invaluable contributions and domain 636

expertise. By compensating teachers fairly, we aim 637

to foster a culture of respect, collaboration, and 638

mutual support within the NLP and education com- 639

munity. 640

Finally, we are committed to the responsible use 641

of our research findings. We encourage the adop- 642

tion of our benchmark and methodologies by the re- 643

search community, with the understanding that the 644

ultimate goal is to improve educational outcomes 645

for all students and provide support to educators. 646

We actively promote transparency, openness, and 647

collaboration to drive further advancements in the 648

field of natural language processing (NLP) for edu- 649

cation. 650
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A Developing Bridge988

This section details how we developed the Bridge989

Benchmark in collaboration with the math teachers.990

The design objective of the benchmark is to capture991

the teachers’ thought process when addressing stu-992

dent mistakes. We developed the taxonomy closely993

with two of the four teachers. We compensated994

them at $50/hour. We met with them on a weekly995

to biweekly basis. During the preliminary stages of996

this work, we provided the teachers examples of the997

conversations and asked them to directly revise the998

tutor’s responses. For the first few weeks, we met999

on a weekly basis where a co-author presented the1000

teachers about 20 conversation examples and the1001

teachers worked on the examples asynchronously.1002

During the meetings, the teachers and co-author1003

discussed the teachers’ approaches to the setting.1004

After four meetings, themes started to emerge in1005

the types of approaches the teachers used. For in-1006

stance, the teachers often made hypotheses about1007

the student’s thought process, which gave rise to1008

the error category. This illustrated that educators1009

possess a mental model of what the student is doing1010

and employ various probing techniques to confirm1011

or refute their hypotheses. The diverse ways in1012

which the teachers probed and engaged with the1013

students led to the identification of different strate-1014

gies. We further categorized these strategies based1015

on their intentions, reflecting the potential conse-1016

quences they might have on the student’s learning1017

process.1018

We then created a taxonomy of these approaches1019

(the decision options), and edited the taxonomy1020

through more iterations of task attempts and discus-1021

sion. These edits included expanding the set of cat-1022

egories, removing irrelevant categories, separating1023

categories into different groups (e.g., the separation1024

of student error from the teacher’s strategies) and1025

re-structuring the order of the tasks. The taxonomy1026

was finalized once both teachers and the co-authors1027

were satisfied with how naturally the benchmark1028

could be used and with the benchmark’s coverage.1029

B Examples of Decision Options 1030

This section provides examples for each of deci- 1031

sion option. It is split by error type, strategy, and 1032

intention. 1033

B.1 Student Error Types 1034

guess: The student does not seem to understand 1035

or guessed the answer. This error type is charac- 1036

terized by expressions of uncertainty or answers 1037

that do not seem related to the problem, the op- 1038

tions or the target answer. An example of this is 1039

the following conversation snippet on the topic of 1040

“Addition and subtraction within 100”: 1041

tutor: We need to subtract 6 from 15. 1042

student: oh okay... 1043

tutor: What is the value of 15 - 6? 1044

student: it is 11? 1045

This example could be labeled as the student guess- 1046

ing because they express uncertainty in their answer 1047

(“it is 11?”) 1048

misinterpret: The student misinterpreted 1049

the question. This error type is characterized by 1050

answers that arise from a misunderstanding of the 1051

question being asked. Students may mistakenly 1052

address a subtly different question, leading to an 1053

incorrect response. For example, a common mani- 1054

festation of this error is the reversal of number or- 1055

derings, such as interpreting "2 divided by 6" as "6 1056

divided by 2." An example of this is the following 1057

conversation snippet on the topic of “Converting 1058

Units of Measure”: 1059

student: sorry for the j that I tipe. 1060

tutor: Not an issue, [STUDENT]. 1061

tutor: How many times 1000 will goes into 7000? 1062

student: it cant 1063

This example could be labeled as the student misin- 1064

terpreting because the student might have read the 1065

question as the reverse question (e.g., "How many 1066

times can 7000 go into 1000?") because they say 1067

that the number cannot go into the other number. 1068

careless: The student made a careless mis- 1069

take. This error type is characterized by answers 1070

that appear to utilize the correct mathematical oper- 1071

ation but contain a small numerical mistake, result- 1072

ing in an answer that is slightly off. It reflects 1073

a lack of careful attention to detail or a minor 1074

computational error in an otherwise sound solu- 1075

tion approach. An example of this is the following 1076

conversation snippet on the topic of “Volume of 1077

Rectangular Prisms”: 1078

tutor: Again, we have to multiply the value of 6 1079
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with 20.1080

student: so it is 1101081

tutor: So, what is the value of 20 times 6?1082

student: 1101083

This example could be labelled as the student mak-1084

ing a careless mistake. The student seems capable1085

of multiplying (their answer is larger than 100) and1086

does not mistake the operation (e.g., they multiply,1087

and do not add the numbers). They make a mi-1088

nor mistake in the calculation (110 instead of 120),1089

which suggests that they made a careless mistake.1090

right-idea: The student has the right idea,1091

but is not quite there. This error type is character-1092

ized by situations where the student demonstrates1093

a general understanding of the underlying concept1094

or approach but falls short of executing or reaching1095

the correct solution. For example, a student may1096

recognize that multiplication is required to com-1097

pute areas but may struggle with applying it to a1098

specific problem. An example of this is the follow-1099

ing conversation snippet on the topic of “Area”:1100

tutor: Please check the question once.1101

tutor: The factors are 24 and 86.1102

tutor: What is the formula for finding the area of a1103

rectangle?1104

student: multiplying1105

tutor: So, what is the value of 20 times 6?1106

student: 1101107

This example could be labelled as the student hav-1108

ing the right idea, but isn’t quite there. The student1109

seems to understand what operation is need for cal-1110

culating the area, but their language is not precise1111

(e.g., they don’t mention ’width’ or ’length’). This1112

suggests that they might not have a clear under-1113

standing of how to apply the concept.1114

imprecise: The student’s answer is not pre-1115

cise enough or the tutor is being too picky about1116

the form of the student’s answer. This error1117

type is characterized by student answers that lacks1118

the necessary level of precision or when the tu-1119

tor places excessive emphasis on the specific form1120

of the student’s response. An example of this is1121

the following conversation snippet on the topic of1122

“Concept of Area”:1123

student: yes1124

tutor: Okay!1125

tutor: What should he measure?1126

student: the dimensional area1127

In this example, the tutor flags the student’s answer1128

as incorrect, and says that the correct answer is1129

“area.” This example could be labelled by this error1130

because the student either is imprecise with their1131

language and/or the tutor is being too strict about 1132

the use of term. 1133

not-sure: Not sure, but I’m going to try to 1134

diagnose the student. This option is used if the 1135

teacher is not sure why the student made the mis- 1136

take from the context provided. We encourage 1137

the teachers to use the provided lesson topic and 1138

their teaching experience with students to deter- 1139

mine what the mistake is, and use this error type 1140

sparingly. 1141

N/A: None of the above, I have a different de- 1142

scription. This option is used of none of the other 1143

options reflect the error type. Similar to not-sure, 1144

we encourage teachers to use this error type spar- 1145

ingly. 1146

B.2 Response Strategies and Intentions 1147

Below are examples of response strategies and in- 1148

tentions that the teachers selected. We provide 1149

the lesson topic to each example. The original 1150

tutor’s messages are marked with tutor, and the 1151

students’ with student. Note that in the annotation 1152

setup, we allow the teachers to simulate the stu- 1153

dent’s response in order for the teachers to fully 1154

complete their strategy. Therefore, the examples 1155

here will include the teacher’s simulated response 1156

for the student. The teacher’s response is marked 1157

with teacher, and the simulated student messages 1158

are marked with student (simulated). The teach- 1159

ers selected strategies that they used for their own 1160

response—the strategies are not descriptions of 1161

what the tutor did. 1162

As a reminder, the categories of response strate- 1163

gies are: 1164

• Explain a concept 1165

• Ask a question 1166

• Provide a hint 1167

• Provide a strategy 1168

• Provide a worked example 1169

• Provide a worked example 1170

• Provide a minor correction 1171

• Provide a similar problem 1172

• Simplify the question 1173

• Affirm the correct answer 1174

• Encourage the student 1175
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• Other1176

The categories of intentions are:1177

• Motivate the student1178

• Get the student to elaborate their answer1179

• Correct the student’s mistake1180

• Hint at the student’s mistake1181

• Clarify a student’s misunderstanding1182

• Help the student understand the lesson topic1183

or solution strategy1184

• Diagnose the student’s mistake1185

• Support the student in their thinking or1186

problem-solving1187

• Explain the student’s mistake (e.g., what is1188

wrong in their answer or why is it incorrect)1189

• Signal to the student that they have solved or1190

not solved the problem1191

• Other (use sparingly).1192

Here are some example of strategies used, and1193

their paired intention.1194

Explain a concept (Intention: Correct the stu-1195

dent’s mistake) Lesson: Order of Operations1196

tutor: You earn one point for your good beginning.1197

tutor: That was a good try.1198

tutor: What is the value of 33?1199

student: 91200

teacher: When we see an exponent, we multiply1201

the number by itself however much the exponent1202

is. Is this example, that is 3 times 3 times 3. What1203

is that value?1204

student (simulated): 271205

teacher: Correct. 3 raised to the third power is1206

3 times 3 times 3, which is 27. Let’s try another1207

one.",1208

Ask a question (Intention: Correct the1209

student’s mistake) Lesson: Identify Unit Rate1210

student: ok1211

tutor: We can find the unit rate by selecting one1212

point on the line and writing down the coordinates.1213

tutor: What is the coordinate of one point on the1214

line?1215

student: 3001216

teacher: Great try! Remember that for coordinates1217

we need an x and a y value. Which one is 300?1218

student (simulated): x 1219

teacher: Great job - now what about y? 1220

1221

Provide a hint (Intention: Hint at the student’s 1222

mistake) Lesson: Multiplying Multi-Digit by 1223

One-Digit Numbers 1224

tutor: Give it your best shot. 1225

tutor: Good going! 1226

tutor: Is that your final answer? 1227

student: yes 1228

teacher: Great try! Remember when multiplying 1229

that we need to carry the tens place 1230

student (simulated): o yah. So I carry the 2? 1231

teacher: Exactly! 1232

1233

Provide a strategy (Intention: Support the 1234

student in their thinking or problem-solving) 1235

Lesson: Metric Conversions and Word Problems 1236

student: "yes i understand 1237

tutor: Let’s move on to the next question. 1238

tutor: How many milliliters are in one liter? 1239

student: is that a 20 1240

teacher: Great try! Try using the prefixes to help 1241

you. Milli means thousand. 1242

student (simulated): oh then thousand? 1243

teacher: "Yes! There are 1000 milliliters in a liter. 1244

1245

Provide a worked example (Intention: Help the 1246

student understand the lesson topic or solution 1247

strategy) Lesson: Understanding Multiplication 1248

tutor: Go ahead and give your best. 1249

student: c 1250

tutor: Is that your final answer? 1251

student: yes 1252

teacher: That’s a great try! When we are multiply- 1253

ing, try to think of x groups of y and how many 1254

that would leave you. For example, 3 times 5 1255

would be 3 groups of 5 or 5 groups of 3, which is 1256

15. 1257

teacher: So, what would 2 times 4 be? student 1258

(simulated): 8? 1259

teacher: Great job! 1260

1261

Provide a minor correction (Intention: Support 1262

the student in their thinking or problem-solving) 1263

Lesson: Decomposing Figures 1264

tutor: What is the area of the bottom rectangle? 1265

tutor: That’s correct 1266

tutor: What is the area of the top rectangle? 1267

student: es 50 1268
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teacher: Ah, not quite. What is the length and the1269

width of the top rectangle?1270

student (simulated): 2 and 51271

teacher: Yes. Do you remember how to get the1272

area of a rectangle?1273

student (simulated): we multiply1274

teacher: Yes, please multiply 2 x 51275

student (simulated): 101276

1277

Provide a similar problem (Intention: Help the1278

student understand the lesson topic or solution1279

strategy) Lesson: Dividing Using Equations1280

tutor: Try to answer my question.1281

tutor: Okay, let me explain it to you.1282

tutor: What is the value of 5 times 2?1283

student: 51284

teacher: Great try! 5 times 1 is 5. What about 51285

times 2?1286

student (simulated): twice. so 101287

teacher: Correct!1288

1289

Simplify the question (Intention: Help the stu-1290

dent understand the lesson topic or solution1291

strategy)1292

Affirm the correct answer (Intention: Signal to1293

the student that they have solved or not solved1294

the problem) Lesson: Shapes and Area1295

tutor: I was facing some technical glitch.1296

student: ya1297

tutor: What is area?1298

student: spase in side sompthing1299

teacher: Yes well done! Area is the 2D space1300

inside something1301

student (simulated): ok1302

teacher: Surface area is the area on the outside of1303

a 3D object1304

1305

Encourage the student (Intention: Motivate the1306

student) Lesson: Rounding1307

tutor: Here, the value of 6 in the given number is1308

more than 5.1309

tutor: So, we need to round the value 7.1310

tutor: Do you have any questions about that part?1311

student: millions1312

teacher: Ok, ask away!1313

student (simulated): why do we round up?1314

teacher: Becuase the 6 is greater than 5 (5 is the1315

cutoff)1316

1317

C Data Processing and Annotation 1318

This section discusses how the initial dataset is 1319

processed and how the dataset is annotated. 1320

C.1 Data Use 1321

The research team executed Data Use Agreements 1322

with both the tutoring provider and school district 1323

that outlined the allowable usage of the data to 1324

improve instruction in collaboration with an ed- 1325

ucational agency. Following the FERPA guide- 1326

lines, we were eligible to engage in secondary data 1327

analysis with student data, which is what we did 1328

for this study. This study falls under the research 1329

team’s IRB for conducting research in collabora- 1330

tion with tutoring providers and school district (Pro- 1331

tocol #XXXX - redacted due to anonymous sub- 1332

mission). 1333

C.2 Data Processing 1334

Signalling Expressions for Student Mistakes The 1335

following is the list of the signalling expressions 1336

used by the tutor which we use to mark conversa- 1337

tion segments where the student has made a mis- 1338

take. To identify these segments, we first lowercase 1339

all the conversation utterances, and check whether 1340

the following expressions exactly occur in the con- 1341

versation. 1342

• “incorrect” 1343

• “not quite” 1344

• “bit off” 1345

• “good try” 1346

• “great try” 1347

• “effort” 1348

• “recheck” 1349

C.3 Annotation Quality Check 1350

We perform quality checks before the teachers 1351

started annotation. First, they are onboarded by 1352

an author of this work through two meetings, each 1353

meeting ranging between 30-60 minutes. After the 1354

meeting, the teachers complete a sample of 20 prob- 1355

lems similar to the ones in the final task. The teach- 1356

ers and author then meet again to walk through their 1357

answers and check their understanding of each of 1358

the taxonomy’s category options. The 20 sample 1359

problems are not used for the dataset and are only 1360

for onboarding purposes. After training, each item 1361
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took about 2 to 10 minutes for the teachers to com-1362

plete.1363

C.4 Annotation Setup1364

Figure 3 shows the interface used by the teachers1365

for annotating the data in our ReMath dataset. Note1366

that the annotation interface allows teachers to sim-1367

ulate the student’s response. We have this feature1368

because the teachers found that only responding on1369

a single turn was not sufficient for them to complete1370

their strategy of choice.1371

D Prompts1372

This section contains information on the prompts1373

for gpt-4, gpt-3.5-turbo, and llama-2. We1374

found that we could use similar prompts for gpt-41375

and gpt-3.5-turbo, however these prompts had1376

to adapted for llama-2 to mimic its training for-1377

mat2. Unless otherwise noted, our prompt practices1378

follow a mix of works from NLP, education and1379

social sciences (McKenzie, 2023; Library, 2023;1380

Ziems et al., 2023; Wang et al., 2023). For generat-1381

ing the remediation response, we found it important1382

to add a length constraint to force the model to stick1383

to the short message styles of the tutor and student;1384

otherwise, the model responses would generally be1385

extremely long (up to 5−10× longer than the orig-1386

inal tutor responses). Adding the length constraint1387

also prevented the model from simulating the rest1388

of the tutoring session. All the prompts include1389

context on the task at the start of the prompt, and1390

the constraints of outputting a JSON-formatted text1391

for the task at the end of the prompt.1392

D.1 No Decision-Making Condition1393

Models directly respond, cr ∼ p(cr|ch). The1394

prompts for gpt-4 and gpt-3.5-turbo are shown1395

in Figure 4. The prompt for llama-2 is shown in1396

Figure 5 where the formatting is slightly adapted.1397

D.2 Expert Decision-Making Condition1398

Models generate with the expert’s decisions, cr ∼1399

p(cr|ch, e, zwhat, zwhy). The prompts for gpt-41400

and gpt-3.5-turbo are shown in Figure 6. The1401

prompt for llama-2 is shown in Figure 7 where1402

the formatting is slightly adapted. The labels for1403

e, zwhat, zwhy come from our annotated dataset.1404

2https://gpus.llm-utils.org/
llama-2-prompt-template/#notes, https://
huggingface.co/blog/llama2#how-to-prompt-llama-2

D.3 Self decision-making condition 1405

LLMs make their own decisions, then 1406

generate responses based on them, 1407

cr ∼ p(cr|ch, emodel, zmodel
what , zmodel

why ). Follow- 1408

ing the decision-making model, we first generate 1409

the model’s decision on error emodel with prompts 1410

in Figure 8 (for gpt-4 and gpt-3.5-turbo) and 1411

in Figure 9 (for llama-2). Then we generate 1412

the model’s decision on strategy and inten- 1413

tion zmodel
what , zmodel

why in Figure 10 (for gpt-4 and 1414

gpt-3.5-turbo) and in Figure 11 (for llama-2). 1415

Finally, we use the previous response generation 1416

prompts with decision-making to generate cr from 1417

Section D.2. 1418

D.4 Random Decision-Making Condition 1419

We randomly select a decision for the error, strategy 1420

and intention. Then, we use the previous response 1421

generation prompts with decision-making to gener- 1422

ate cr from Section D.2. 1423

E Human Evaluations 1424

We describe the human evaluation setup, whose 1425

results are reported in Section 7.1. 1426

The human evaluations were run on Prolific. Our 1427

prescreening criteria were that the participants have 1428

to be located in the USA, have to be a teacher, their 1429

fluent languages have to include English, and their 1430

approval rating has to be at least 96%. We con- 1431

duct the human evaluations on 40 items from each 1432

model with 3 raters; 10 of these items were held to 1433

be the same and the other 30 were randomly sam- 1434

pled. The 10 items are used to calculated the IRR 1435

reported in the main tables. Each item consisted of 1436

a pair of remediation responses, Response A and 1437

Response B. One of the responses is the original 1438

tutor’s response to the student’s mistake, and the 1439

other response is the newly generated remediation 1440

response (ie. the expert-written response in the 1441

Human row, and the model-generated response in 1442

the other rows). The ordering of the responses is al- 1443

ways randomized. Each item is scored on a Likert 1444

scale from -2 to 2 on four dimensions: usefulness, 1445

care, human-soundingness, and preference. We 1446

also provided a definition for each dimension. 1447

Figure 12 shows an example of the evaluation 1448

interface. Specifically, the phrasing for each dimen- 1449

sion was: 1450

Which response is more useful? 1451

Definition: Useful responses are responses that are 1452

productive at advancing the student’s understand- 1453
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(a) Instructions (b) Step 1 & 2

(c) Step 3 (d) Step 4 & 5

Figure 3: Annotation interface for collecting decisions and responses.

ing and helping them learn from their errors. These1454

are responses that lead to the student getting similar1455

questions right in the future, and not just figuring1456

out the answer to this specific problem.1457

• Response A is much more useful.1458

• Response A is somewhat more useful.1459

• Responses A and B are equally useful.1460

• Response B is somewhat more useful.1461

• Response B is much more useful.1462

Which response is more caring?1463

Definition: Caring responses are responses that1464

express kindness or concern for the student. They1465

foster a collaborative and supportive relationship1466

between the tutor and the student.1467

• Response A is much more caring. 1468

• Response A is somewhat more caring. 1469

• Responses A and B are equally caring. 1470

• Response B is somewhat more caring. 1471

• Response B is much more caring. 1472

Which response is more human-sounding? 1473

Which of the responses sounds more human, and 1474

less like a machine or artificial intelligence entity 1475

typed it? 1476

• Response A is much more human-sounding. 1477

• Response A is somewhat more human- 1478

sounding. 1479
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No Decision-Making Prompt for gpt-4 and gpt-3.5-turbo

You are an experienced elementary math teacher and you are going to respond to a
student’s mistake in a useful and caring way. The problem your student is solving is
on topic: {lesson_topic}.
{c_h}
tutor (maximum one sentence):

Figure 4: Prompt for the no decision-making condition for gpt-4 and gpt-3.5-turbo. {lesson_topic} is the
placeholder for the lesson topic discussed in the conversation. {c_h} is the placeholder for the conversation history
leading up to (and including) the student’s message that contains the mistake. We add an additional constraint
“(maximum one sentence)” because from our experiments, gpt-3.5-turbo and gpt-4 typically output extremely
long responses that would be unnatural for this tutoring conversation domain.

No Decision-Making Prompt for llama-2

### System:
You are an experienced elementary math teacher and you are going to respond to a
student’s mistake in a useful and caring way.

### User:
Lesson topic: {lesson_topic}
Conversation:
{c_h}

### Assistant:
tutor (maximum one sentence):

Figure 5: Prompt for the no decision-making condition for llama-2. {lesson_topic} is the placeholder for the
lesson topic discussed in the conversation. {c_h} is the placeholder for the conversation history leading up to (and
including) the student’s message that contains the mistake.

• Responses A and B are equally human-1480

sounding.1481

• Response B is somewhat more human-1482

sounding.1483

• Response B is much more human-sounding.1484

Which response would you rather choose to1485

respond with if you were the tutor?1486

• I strongly prefer to pick Response A.1487

• I prefer to pick Response A.1488

• I equally prefer either Response A or B.1489

• I prefer to pick Response B.1490

• I strongly prefer to pick Response B.1491

F Lexical analysis1492

Table 4 compares the top-5 bigram usage for1493

ChatGPT in all decision-making conditions. Ta-1494

ble 5 does the same for Llama-2-70b-instruct.1495
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Decision-Making Prompt for gpt-4 and gpt-3.5-turbo

You are an experienced elementary math teacher and you are going to respond to a
student’s mistake in a useful and caring way. The problem your student is solving is
on topic: {lesson_topic}. {e} {z_what} in order to {z_why}.
{c_h}
tutor (maximum one sentence):

Figure 6: Prompt for the decision-making condition for gpt-4 and gpt-3.5-turbo. {lesson_topic} is the
placeholder for the lesson topic discussed in the conversation. The error, strategy, and intention decisions are
included in the prompt where {e} is a placeholder for the error type, {z_what} for the strategy and {z_why} for
the intention. Note that each of the decisions are formatted to be a coherent piece of text. {c_h} is the placeholder
for the conversation history leading up to (and including) the student’s message that contains the mistake. We add
an additional constraint “(maximum one sentence)” because from our experiments, gpt-3.5-turbo and gpt-4
typically output extremely long responses that would be unnatural for this tutoring conversation domain.

Decision-Making Prompt for llama-2

### System:
You are an experienced elementary math teacher and you are going to respond to a
student’s mistake in a useful and caring way.

### User:
{e} {z_what} in order to {z_why}.
Lesson topic: {lesson_topic}
Conversation:
{c_h}

### Assistant:
tutor (maximum one sentence):

Figure 7: Prompt for the decision-making condition for llama-2. {lesson_topic} is the placeholder for the
lesson topic discussed in the conversation. The error, strategy, and intention decisions are included in the prompt
where {e} is a placeholder for the error type, {z_what} for the strategy and {z_why} for the intention. Note that
each of the decisions are formatted to be a coherent piece of text. {c_h} is the placeholder for the conversation
history leading up to (and including) the student’s message that contains the mistake.

None + ChatGPT Expert + ChatGPT ChatGPT + ChatGPT Random +ChatGPT

bigram log odds bigram log odds bigram log odds bigram log odds

effort_remember 2.30 can_explain 2.01 actually_correct 2.73 thats_close 1.69
effort_double 1.36 great_start 1.88 correct_answer 1.93 example_help 1.58
clarify_mean 1.36 can_tell 1.85 number_baseballs 1.42 can_think 1.47

noticed_mistake 1.36 got_answer 1.63 problem_remember 1.42 can_try 1.47
great_effort 1.34 explain_got 1.53 job_attempting 1.13 good_start 1.36

Table 4: Top 5 bigrams for ChatGPT. ChatGPT with expert decision-making engages more with the student’s
problem-solving process, whereas ChatGPT with self decision-making engages more with the student’s answer.
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Determine Error (e) with gpt-4 and gpt-3.5-turbo.

You are an experienced elementary math teacher. Your task is to read a conversation
snippet of a tutoring session between a student and tutor, and determine what type
of error the student makes in the conversation. We have a list of common errors that
students make in math, which you can pick from. We also give you the option to write in
your own error type if none of the options apply.

Error list:
0. Student does not seem to understand or guessed the answer.
1. Student misinterpreted the question.
2. Student made a careless mistake.
3. Student has the right idea, but is not quite there.
4. Student’s answer is not precise enough or the tutor is being too picky about the form
of the student’s answer.
5. None of the above, but I have a different description (please specify in your
reasoning).
6. Not sure, but I’m going to try to diagnose the student.

Here is the conversation snippet:
Lesson topic: {lesson_topic}
Conversation:
{c_h}

Why do you think the student made this mistake? Pick an option number from the error
list and provide the reason behind your choice. Format your answer as: [{"answer": #,
"reason": "write out your reason for picking # here"}]

Figure 8: Prompt to determine error e with gpt-4 and gpt-3.5-turbo. {lesson_topic} is the placeholder for
the lesson topic discussed in the conversation. {c_h} is the placeholder for the conversation history leading up to
(and including) the student’s message that contains the mistake.

None + Llama Expert + Llama Llama + Llama Random +Llama

bigram log odds bigram log odds bigram log odds bigram log odds

user_lesson 6.69 lets_closer 4.02 user_student 5.59 lets_closer 3.52
user_tutor 4.79 closer_look 4.02 student_responds 4.39 closer_look 3.52

teacher_going 3.03 look_problem 2.85 student_understand 3.67 right_track 2.79
experienced_elementary 3.03 problem_break 1.67 response_provide 3.52 youre_right 2.29

going_respond 3.03 groups_objects 1.54 help_student 3.14 student_mistake 1.93

Table 5: Top 5 bigrams for Llama-2-70b-instruct.
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Determine Error (e) with llama-2.

### System:
You are an experienced elementary math teacher. Your task is to read a conversation
snippet of a tutoring session between a student and tutor, and determine what type
of error the student makes in the conversation. We have a list of common errors that
students make in math, which you can pick from. We also give you the option to write in
your own error type if none of the options apply.

Error list:
0. Student does not seem to understand or guessed the answer.
1. Student misinterpreted the question.
2. Student made a careless mistake.
3. Student has the right idea, but is not quite there.
4. Student’s answer is not precise enough or the tutor is being too picky about the form
of the student’s answer.
5. None of the above, but I have a different description (please specify in your
reasoning).
6. Not sure, but I’m going to try to diagnose the student.

Format your answer as: [{"answer": #, "reason": "write out your reason for picking #
here"}]

### User:
Lesson topic: {lesson_topic}
Conversation:
{c_h}

### Assistant:
[{"answer":

Figure 9: Prompt to determine error e with llama-2. {lesson_topic} is the placeholder for the lesson topic
discussed in the conversation. {c_h} is the placeholder for the conversation history leading up to (and including)
the student’s message that contains the mistake.
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Determine Strategy and Intention (zwhat, zwhy) with gpt-4 and gpt-3.5-turbo.

You are an experienced elementary math teacher. Your task is to read a conversation
snippet of a tutoring session between a student and tutor, and determine what type
of error the student makes in the conversation. We have a list of common errors that
students make in math, which you can pick from. We also give you the option to write in
your own error type if none of the options apply.

Strategies:
0. Explain a concept
1. Ask a question
2. Provide a hint
3. Provide a strategy
4. Provide a worked example
5. Provide a minor correction
6. Provide a similar problem
7. Simplify the question
8. Affirm the correct answer
9. Encourage the student
10. Other (please specify in your reasoning)

Intentions:
0. Motivate the student
1. Get the student to elaborate their answer
2. Correct the student’s mistake
3. Hint at the student’s mistake
4. Clarify a student’s misunderstanding
5. Help the student understand the lesson topic or solution strategy
6. Diagnose the student’s mistake
7. Support the student in their thinking or problem-solving
8. Explain the student’s mistake (eg. what is wrong in their answer or why is it
incorrect)
9. Signal to the student that they have solved or not solved the problem
10. Other (please specify in your reasoning)

Here is the conversation snippet:
Lesson topic: {lesson_topic}
Conversation:
{c_h}

How would you remediate the student’s error and why? Pick the option number from the
list of strategies and intentions and provide the reason behind your choices. Format
your answer as: [{"strategy": #, "intention": #, "reason": "write out your reason for
picking that strategy and intention"}]

Figure 10: Prompt to determine strategy and intention zwhat, zwhy with gpt-4 and gpt-3.5-turbo.
{lesson_topic} is the placeholder for the lesson topic discussed in the conversation. {c_h} is the placeholder for
the conversation history leading up to (and including) the student’s message that contains the mistake.
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Determine Strategy and Intention (zwhat, zwhy) with llama-2.

### System:
You are an experienced elementary math teacher. Your task is to read a conversation
snippet of a tutoring session between a student and tutor, and determine what type
of error the student makes in the conversation. We have a list of common errors that
students make in math, which you can pick from. We also give you the option to write in
your own error type if none of the options apply.

Strategies:
0. Explain a concept
1. Ask a question
2. Provide a hint
3. Provide a strategy
4. Provide a worked example
5. Provide a minor correction
6. Provide a similar problem
7. Simplify the question
8. Affirm the correct answer
9. Encourage the student
10. Other (please specify in your reasoning)

Intentions:
0. Motivate the student
1. Get the student to elaborate their answer
2. Correct the student’s mistake
3. Hint at the student’s mistake
4. Clarify a student’s misunderstanding
5. Help the student understand the lesson topic or solution strategy
6. Diagnose the student’s mistake
7. Support the student in their thinking or problem-solving
8. Explain the student’s mistake (eg. what is wrong in their answer or why is it
incorrect)
9. Signal to the student that they have solved or not solved the problem
10. Other (please specify in your reasoning)

Format your answer as: [{"answer": #, "reason": "write out your reason for picking #
here"}]

### User:
Lesson topic: {lesson_topic}
Conversation:
{c_h}

### Assistant:
[{"strategy":

Figure 11: Prompt to determine error zwhat, zwhy with llama-2. {lesson_topic} is the placeholder for the
lesson topic discussed in the conversation. {c_h} is the placeholder for the conversation history leading up to (and
including) the student’s message that contains the mistake.
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Figure 12: Annotation interface for evaluating Task C remediation responses.
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