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Abstract

We investigate the phenomenon of norm inconsistency: where
LLMs apply different norms in similar situations. Specif-
ically, we focus on the high-risk application of deciding
whether to call the police in Amazon Ring home surveil-
lance videos. We evaluate the decisions of three state-of-the-
art LLMs – GPT-4, Gemini 1.0, and Claude 3 Sonnet – in
relation to the activities portrayed in the videos, the subjects’
skin-tone and gender, and the characteristics of the neighbor-
hoods where the videos were recorded. Our analysis reveals
significant norm inconsistencies: (1) a discordance between
the recommendation to call the police and the actual presence
of criminal activity, and (2) biases influenced by the racial de-
mographics of the neighborhoods. These results highlight the
arbitrariness of model decisions in the surveillance context
and the limitations of current bias detection and mitigation
strategies in normative decision-making.

Introduction
Existing work characterizing the moral and ethical reasoning
of large language models (LLMs) has revealed at least one
emerging cluster of concerns: models do not consistently ap-
ply the same norms across scenarios, and their normative
judgments are often discordant with the facts of a scenario
(Agarwal et al. 2024; Johnson et al. 2022a; Almeida et al.
2024). We refer to this phenomenon as norm inconsistency.
While humans sometimes exhibit this behavior when apply-
ing normative rules (Balagopalan et al. 2023), the potential
for more severe norm inconsistency in AI decision-making
presents serious issues for system reliability and can perpet-
uate unfair outcomes.

Many high-value use-cases for LLMs involve making de-
cisions in areas deeply rooted in social norms, such as em-
ployment and hiring (Wicaksana and Liem 2017), policing
and criminal justice (Kleinberg et al. 2018), and medicine
(Minssen, Vayena, and Cohen 2023). Yet surprisingly lit-
tle is known about how LLMs make normative judgments
in real-world scenarios. In the context of surveillance and
law enforcement, which we focus on in this work, norm in-
consistency can manifest in unsettling ways. A model might
state that no crime occurred but still recommend calling the
*These authors contributed equally.
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

(a) Example GPT-4 Response to Crime Prompt

(b) Example GPT-4 Response to Police Prompt

Figure 1: Example of norm-inconsistency in GPT-4 where
the model says no crime occurred but recommends police
intervention. In this Ring surveillance video, human annota-
tors observed no crime and labeled the subject as “visiting
the home’s entrance and waiting for a resident’s response.”

police, or vice versa (Figure 1). Or a model might recom-
mend no police intervention for a theft in one neighborhood,
but then recommend intervention for a strikingly similar sce-
nario in another neighborhood.

In this work, we investigate the potential real-world im-
pacts of norm inconsistency in a specific high-risk applica-
tion1: whether to flag home surveillance videos for police
intervention. Specifically, we prompt GPT-4, Gemini, and
Claude with real videos from the Amazon Ring Neighbors
platform and test (1) whether models state that a crime is
happening and (2) whether they recommend calling the po-
lice. We then investigate the judgment criteria of different

1Our evaluation of AI in the surveillance context is not intended to
encourage enthusiasm for this domain, and our results highlight
several reasons why.

Proceedings of the Seventh AAAI/ACM Conference on AI, Ethics, and Society (AIES 2024)

624



LLMs by fitting a linear model to predict their decisions
from annotations of the portrayed activity and other charac-
teristics about the video’s subject and neighborhood (R2 =
0.10 to 0.37).

We find that all models exhibit norm inconsistency by rec-
ommending police intervention in cases where: (1) they state
no crime occurred, (2) they refuse to respond to the crime
prompt, and (3) when they answer the crime prompt am-
biguously. Models also make inconsistent normative judg-
ments between videos that portray similar activities, includ-
ing activities that do not involve a crime. Moreover, we un-
expectedly find that while LLM recommendations are not
influenced by the skin-tone of a video subject, they are as-
sociated with the demographics of the neighborhood that a
video was recorded in. This is surprising because neighbor-
hood characteristics are not provided in text prompts and
not explicit in the video content. In our discussion, we de-
scribe in what ways norm inconsistency presents a problem
for both the surveillance context and high-stakes settings in
general.

Background and Related Work
We review related work in normative decision-making and
measuring bias in LLMs, and also provide background about
AI for surveillance and Amazon Ring, the source for our
dataset. We highlight how our work represents one of the
first evaluations of normative decision-making in LLMs us-
ing real-world data, as well as of LLMs in the surveillance
context.

Measuring Bias in LLMs
As LLMs attract increasing attention across a variety of
fields, a growing body of work has focused on uncover-
ing unwanted societal biases that models learn from training
data (Gallegos et al. 2024; Shaikh et al. 2023). Researchers
have found that LLMs manifest bias in many different ways,
including by producing text with explicit gender stereotypes
(Hirota, Nakashima, and Garcia 2022; Kotek, Dockum, and
Sun 2023), changing behavior based on prompt language
(Agarwal et al. 2024), and relying on stereotypes in con-
trolled classification tasks (Kohankhaki et al. 2024). Uncov-
ering these biases is crucial to minimize potential harms of
downstream applications, especially in normative decisions
that involve making subjective judgments about human be-
havior or outcomes. However, many bias studies are lim-
ited because they focus on tasks that are detached from real-
world normative decision-making.

Normative Decision-Making in LLMs
Most of the existing works about normative decision-making
in LLMs use toy datasets or scenarios. Echterhoff et al.
(2024) refer what we call norm inconsistency as cognitive
bias, or “a systematic pattern of deviation from norms of
rationality in judgement, where LLMs create their own sub-
jective reality from their perceptions of the input.” As an
example, they asked models to make college admissions de-
cisions and found differences by varying demographics in
student profiles. Scherrer et al. (2024) developed a survey

of hypothetical philosophical questions with high ambigu-
ity (e.g. “Should I tell a white lie?”). They discovered that
most models express uncertainty and are highly sensitive to
the phrasing of the prompts. Almeida et al. (2024) used vi-
gnettes about potentially unethical behavior that were also
presented to human subjects, and showed that alignment
to human responses varies across different models. Lastly,
Chun and Elkins (2024) also used toy scenarios of ethical
dilemmas to test how well LLMs align with ethical frame-
works, and found a clear bias towards societal and cultural
norms.

Risks of AI for Surveillance
Several works have explored the risks of using various AI
applications in the surveillance context. A large part of this
literature focuses on biases in facial recognition systems,
which have known accuracy disparities across race and gen-
der (Buolamwini and Gebru 2018; Lohr 2022). In an analy-
sis of over 1000 US cities, police adoption of this technology
was even shown to contribute to a greater racial disparity in
arrests (Johnson et al. 2022b). Another body of works focus
on biases in predictive policing, or the forecasting of crime
risk to narrowly prescribed geographic areas (Browning and
Arrigo 2021; Alikhademi et al. 2022). These algorithms
have been shown to contribute to the over-policing of low-
income and minority neighborhoods (Richardson, Schultz,
and Crawford 2019).

Only a few studies have explored using LLMs in the
surveillance context. OpenAI performed object detection
in CCTV images using CLIP, a precursor vision-language
model to GPT. Their strong results prompted them to warn
against “the potential future impacts of increasingly general
purpose computer vision models” (OpenAI 2021). Hassan-
pour et al. (2024) explored the use of GPT-4 to perform fa-
cial recognition tasks such as biometrics comparison across
a pair of images. In particular, they bypassed GPT-4’s ini-
tial refusal to answer for these prompts by telling the model
that the images were AI-generated. Fraser and Kiritchenko
(2024) used an actual AI-generated dataset of crime-related
scenarios to test LLM image captioning in the surveillance
context. They found that captions for Black men had a
stronger likelihood of confabulating weapons and mention-
ing violence.

Amazon Ring
Ring Neighbors is a social media platform accompanying
Amazon’s ecosystem of cameras, flood lights, and other
Internet of Things devices that frames itself2 as “the new
neighborhood watch”. Posts on Ring Neighbors usually con-
tain a short (30 seconds or under) video snip recorded from
a user’s doorbell camera, along with a user-created title and
description. Posts are primarily related to crime and pub-
lic safety. Prior work examining the Neighbors platform has
shown that it can be used in racialized ways that dispropor-
tionately depict people of color as criminal and suspicious
(Haskins 2019; Calacci, Shen, and Pentland 2022). Ring has

2https://ring.com/neighbors
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also forged close relationships with law enforcement agen-
cies, leading some to characterize the platform as “construct-
ing a web of police surveillance” (Gilliard 2020).

Recent product announcements and patents filed by Ama-
zon raise the specter of AI-powered decisions in home
surveillance. Patents filed by Amazon show designs for a
massive database of “suspicious persons” identified through
facial recognition software applied to Ring videos (Holley
2019). Amazon has specifically mentioned that they are ex-
ploring integrating LLMs and generative AI into new Ring
products, such as Amazon Astro (Bishop 2023). Astro, a
17-inch tall home security robot, is portrayed in marketing
materials as identifying and reporting break-ins and other
criminal activity to private security firms and police (Ring
2022). An FTC complaint also accused Amazon of using
Ring footage to train algorithms without consent (Federal
Trade Commission 2023).

Data and Methods
We evaluate the decision-making of LLMs with 928 Ama-
zon Ring home surveillance videos. We use Census tract
data to collect information about the neighborhood in which
the video was recorded. We also annotate the videos for ac-
tivity type, whether it was night or day, and the subject’s
gender and skin-tone. Controlling for these different factors,
we analyze LLM responses to two prompts: 1) “Is there a
crime happening?” (a factual question) and 2) “Should the
police be called?” (a normative question). Since not all re-
sponses include a definitive “yes” or “no”, we distinguish
between ambiguous responses (e.g. “It depends...”) and re-
fusals to answer (e.g. “Sorry I can’t help”).

Amazon Ring Data Sample
We use a dataset consisting of Amazon Ring videos col-
lected by Calacci, Shen, and Pentland (2022). They col-
lected 519,027 videos that were all publicly shared between
2016-2020 on Ring Neighbors, a social networking applica-
tion created by Amazon that encourages residents to anony-
mously share recorded Ring videos with their community.
Calacci, Shen, and Pentland obtained the data by scraping
posts from the Neighbors app, which was possible because
the app made unencrypted API calls to Amazon’s server.
While there are many more Ring videos than those posted on
the Neighbors app, this collection of public posts represents
the content that is shared with the police and broader com-
munity. The dataset also includes the approximate latitude
and longitude of where the video was recorded, aggregated
to the nearest street intersection.

We select a subset of 928 videos using the following cri-
teria. First, we limit our sample to videos from 2019 and one
of three combined statistical areas (CSAs): Los Angeles-
Long Beach, San Jose-San Francisco-Oakland, and New
York City-Newark. We use CSAs to include the suburbs
where there is higher adoption of Ring (Calacci, Shen, and
Pentland 2022). These CSAs were chosen because they had
the top post counts. Second, we only include videos less
than one minute that have only one subject in order to con-
trol for the possible effect of skin-tone and gender. We use

Category Label Count % of Total

Gender Man 751 80.9%
Woman 177 19.1%

Skin-Tone Light-Skin 660 71.1%
Dark-Skin 268 28.9%

Setting Day 633 68.2%
Night 295 31.8%

Metro Area
Los Angeles 333 35.9%
San Francisco 315 33.9%
New York 280 30.2%

Census
Tract Race

Majority-White 536 57.8%
Majority-Minority 392 42.2%

Table 1: Video counts by annotation and location categories.

the YOLO object detection model3 (Redmon and Farhadi
2018) to filter out videos with more than one person. 65% of
videos contained only one subject, 20% of videos contained
two or more subjects, and 15% of videos contained no sub-
ject. Third, we only consider videos with annotator agree-
ment about the subject and activity type, as we describe in
the next section.

Annotation Procedure
We hire annotators using Amazon Mechanical Turk4 to an-
notate videos for the following:
• Activity Type5: 6 types described in Table 2
• Setting: day or night
• Subject’s Gender: man or woman
• Subject’s Skin-Tone: Fitzpatrick scale (see Appendix)

The Appendix includes the full list of survey questions used
for each video. Each annotation task contains 10 videos from
the sample, plus one additional video6 for quality control.
We first assign two annotators that pass quality control to
each video in the sample. We assign a third annotator if they
disagree on any question. In the 40% of cases that require a
third annotator, we use the majority label provided by two
of the three annotators.

For our analysis, we consider the break-in and theft ac-
tivity types to involve a crime, and the entryway and resi-
dent interactions to not involve a crime (as defined in Ta-
ble 2). We also group skin-tone into two categories: light-
skin (Fitzpatrick scale 1-3) and dark-skin (Fitzpatrick scale
4-6). We filter out videos where the subject’s skin-tone or
gender was not identifiable and labeled as “unsure/other”
(<5% of videos). Initially, we randomly sampled videos to

3The top 10 detected objects were car, person, potted plant, truck,
chair, bench, bus, bicycle, umbrella, and vase.

4Annotators were compensated based on a $15 hourly wage, and
selected based on 1) location in the US, 2) at least 10,000 tasks
completed, and 3) at least a 98% approval rate.

5Annotators found these types to represent 90% of videos (we ex-
cluded the 10% of videos labeled as “other”).

6The additional video was selected from a list of 10 videos that
received high agreement in our initial annotation testing.
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Activity Type Count % of Total Crime Description

Entryway Waits 304 32.8% No Visits the home’s entrance and waits for a resident’s response
Entryway Leaves 177 19.1% No Visits the home’s entrance and leaves immediately or runs away
Talks to Resident 82 8.8% No Selling something or asking for information

Theft 232 25.0% Yes Steals package, mail or other items
Break-In (Vehicle) 62 6.7% Yes Attempts to or actually breaks into the vehicle (e.g. tries to open a vehicle door)
Break-In (Home) 71 7.7% Yes Attempts to or actually breaks into the home (e.g. tries to open the house door)

Table 2: Activity types, descriptions, and annotated counts among the 928 videos in our sample.

Prompt GPT-4 Gemini Claude
Yes No Ambig. Refusal Yes No Ambig. Refusal Yes No Ambig. Refusal

Crime 10 1992 0 782 0 266 2518 0 337 1605 842 0

Police 109 429 0 2246 1284 1131 369 0 1237 317 1230 0

Table 3: Response counts to each prompt across the 928 videos and 3 iterations/video.

submit for annotation but found a low number with dark-
skin subjects. We then watched another random sample of
videos ourselves and selected videos we thought had dark-
skin subjects. We submitted these videos for annotation un-
der the same procedure and they amounted to 15% of our
final sample. In total, we annotated 1,500 videos and ended
up with 928 that met all the described criteria7.

Neighborhood Characteristics
We use Census tract data to collect information about the
neighborhood in which the video was recorded. Each video
includes the location as lat/long and is weakly-anonymized
to street intersections. We match these locations with the
American Community Survey (ACS) 5-year estimates for
2017-2021. In particular, we collect the following character-
istics about the Census tract where the video was recorded:
• Race: % white residents
• Age: median age
• Owner-Occupancy: % owner occupied housing units
• Income: median household income
• Home Price: median price of owner-occupied units

Part of our analysis involves comparing majority-white
neighborhoods to majority-minority neighborhoods, which
we define as having greater than or less than 50% white res-
idents.

Models and Prompts
We use the following LLMs, which are among the state-of-
the-art for vision-language understanding:
• GPT-4 (Open AI): gpt-4-vision-preview
• Gemini (Google): gemini-1.0-pro-vision
• Claude (Anthropic): claude-3-sonnet-20240229

For each video in our sample, we ask the LLMs the follow-
ing prompts:

7Our results do not depend on a random sample, but we found sim-
ilar rates of each activity type across light- and dark-skin subjects.

• Crime Prompt: “These are frames from a home surveil-
lance video that recorded an unfamiliar person near
someone’s home. Is there a crime happening? Answer
‘yes’ or ‘no’ and then provide a reason for your answer.”

• Police Prompt: “These are frames from a home surveil-
lance video that recorded an unfamiliar person near
someone’s home. Should the police be called? Answer
‘yes’ or ‘no’ and then provide a reason for your answer.”

We use a zero-shot prompt structure (no examples or fine-
tuning) because we aim to understand the underlying bi-
ases in each model, and because there is no ground truth
for the normative question about police. For all models, we
input the video as a series of up to 10 frames. To choose
the frames, we first extract one frame from each second of
video. We then use the YOLO object detection model to fil-
ter to frames between the first and last frames with a person
detected. For videos with more than 10 frames remaining,
we select frames uniformly spaced between the start and the
end of the video. We downsample8 all frames to 512 x 512
pixels in order to stay under the input token limit. We used a
maximum output token length of 250 to allow for up to 1-2
paragraph responses.

We choose low temperature values for all models to limit
the “creativity” and randomness in model responses, which
real-world surveillance deployments would likely want. The
Gemini API defines lower temperatures to be appropriate for
settings “that require a more deterministic and less open-
ended or creative response.” Specifically, we choose9 0.2 for
GPT-4 (from a scale of 0 to 2) and 0.1 for Gemini and Claude
(from a scale of 0 to 1). To further account for the stochas-
ticity in responses, we run three iterations for each video,
model, and prompt.

8Original frames varied in resolution, but were usually 1920 x 1080
or 1280 x 720. GPT-4 processes images in 512 pixel squares which
is why we chose this resolution for downsampling.

9We did not choose 0 because GPT-4 had special behavior for this
case, and because 0 is still not deterministic for Claude.
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(a) P(Video Flagged | Annotated Crime) (b) P(Video Flagged | Annotated Crime & Neighborhood Race)

Figure 2: Probability that LLMs flag a video for police intervention (i.e. respond “Yes” to “Should the police be called?”).

Response Types
Not all responses include a definitive “yes” or “no”, despite
our prompts asking for these answers. Gemini and Claude
sometimes return ambiguous answers with phrases such as
“It depends” and “I don’t have enough context”. These am-
biguous responses hedge judgements about the video by us-
ing statements such as “the person doesn’t seem to be engag-
ing in any overtly suspicious behavior”. On the other hand,
GPT-4 sometimes withholds responses and refused to an-
swer entirely. The most common responses in these cases are
“I’m sorry I can’t assist with this request” or “Sorry I can’t
help with identifying or making assumptions about people
in images”. We categorize these different responses into the
following types:

• Yes: Response begins with “Yes”
• No: Response begins with “No”
• Ambiguous: Response ambiguous (e.g. “It depends”)
• Refusal: Response withheld (e.g. “Sorry I can’t help”)

Table 3 include the response counts by category for each
prompt. For our analysis, we exclude the GPT-4 “refusal”
responses because they do not state anything about the con-
tent of the video and appear to be a post-hoc intervention to
deter high-risk applications (OpenAI 2023). As the model
does not consistently refuse to answer, a real-world deploy-
ment could easily mitigate this “safeguard” through prompt
engineering or repeated querying. On the other hand, we in-
clude the “ambiguous” responses in our analysis because
these contain judgements about video contents. The Ap-
pendix contains examples of model responses.

Results
How Often and When Do LLMs Call the Police?
We first explore the rates at which the models respond with
an affirmative “yes” to each prompt. Since models rarely re-
spond with a yes to the crime prompt, we focus our anal-
ysis on how often and when models make the normative

judgement to call the police. We compare the probability
that a video is flagged for police intervention conditioned
on whether there is an annotated crime (Figure 2a). We fur-
ther compare rates of calling the police conditioned on crime
and neighborhood race (Figure 2b).

All models are unlikely to make factual judgements
about crime, yet are far more likely to make the nor-
mative judgement to call police. Models rarely respond
with an affirmative “yes” to the “Is there a crime happen-
ing?” prompt (Table 3). Gemini never says there is a crime,
GPT-4 says there is a crime in only 0.5% of instances, and
Claude says there is a crime in 12.3% of instances. This is
despite the fact that 39.4% of the videos in our sample have a
crime annotated (break-in or theft). However, all models are
far more likely to respond with an affirmative “yes” to the
“Should the police be called?” prompt, which we refer to
as flagging videos for police intervention. Claude and Gem-
ini recommend calling the police in about 45% of videos
while GPT-4 says to call the police in 20%. The lower rate
for GPT-4 may be because it refuses to answer more for
videos with an annotated crime (see Appendix); only 21.4%
of videos that GPT-4 refuses to answer are annotated as de-
picting a crime. The different rates of affirmative “yes” re-
sponses to the crime and police prompts means that among
videos that models flag for police intervention, they almost
always say there is no crime happening or provide an am-
biguous response. Given the extremely low number of “yes”
responses to the crime prompt, we focus the remainder of
our analysis on when models make the normative judgement
to call the police.

All models flag videos for police intervention even when
there is no crime portrayed. Among videos with no an-
notated criminal activity, we observe the following rates of
affirmative “yes” responses to calling the police: 11.9% for
GPT-4, 38.5% for Gemini, and 43.0% for Claude. This sug-
gests a high “false positive” rate in flagging videos for police
intervention even when there is no crime occurring. We use a
one-sided Z-test to compare whether the probability of flag-
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ging videos for police intervention is higher when there is
an annotated crime. All models do have significantly higher
rates of “yes” responses when there is a crime (p < 0.05),
however the difference is much higher for GPT-4 and Gem-
ini than for Claude (Figure 2a).

When there is a crime, Gemini flags videos for police in-
tervention at higher rates in white neighborhoods. Fig-
ure 2b compares how often models say to call the police
conditioned on whether there is a crime happening and
the neighborhood’s race. We specifically compare majority-
white Census tracts (>50% white residents) with majority-
minority Census tracts. We now use a two-sided Z-test to
compare whether there are differences in the probability
of flagging videos for police intervention. As Figure 2b
shows, when there is a crime occurring, Gemini has a sig-
nificantly higher rate of “yes” responses for white neighbor-
hoods (64.7% to 51.8%, p = 1.5e − 5). Conversely, GPT-4
appears to have this higher “true positive” rate in minority
neighborhoods (42.4% to 35.3%), but the result is not sta-
tistically significant (p = 0.35). All models have similar
“false positive” rates in white and minority neighborhoods
of flagging videos for police intervention when there are
no crimes occurring (p > 0.05). Claude flags videos with
crime at a significantly higher rate in white neighborhoods
(47.9% to 41.9%, p = 0.025), but flags videos both with
and without crime at roughly equal rates in minority neigh-
borhoods(45.4% to 45.1%, p = 0.90).

Disagreement is high across models, implying they make
different normative judgements. To check for disagree-
ment across models10, we compare whether they have the
same response type (e.g. “yes”, “no”, “ambiguous”) for a
given video. We find high disagreement rates for all model
pairs: 30.4% for GPT-4 and Gemini, 65.4% for Gemini and
Claude, and 76.8% for GPT-4 and Claude. In particular, a
majority of videos involve Claude making a different deci-
sion than Gemini or GPT-4 about whether to call the po-
lice. This inconsistency between models suggests that each
model uses different characteristics to evaluate videos for
police intervention. We explore these differences further in
the next section.

What Explains Differences Across LLMs in Their
Normative Judgements To Call the Police?
We use linear regression to determine if there are statisti-
cally significant differences in how models flag videos for
police intervention. Specifically, we regress whether or not
the model responded “yes” to calling the police with (1) the
activity type, (2) whether it was night or day, (3) the sub-
ject’s skin-tone and gender, and (4) neighborhood charac-
teristics. We find that these factors only explain a relatively
small amount of the variance in LLM decisions to call the
police (R2 = 0.10 to 0.37). We cluster all standard errors at
the video-level given that we ran three iterations for each
video. Table 4 shows the regression coefficients for each

10For a given model, disagreement across responses from different
iterations of the same video are low: 0.8% for GPT-4, 9.9% for
Gemini, and 5.4% for Claude.

GPT Gemini Claude

Entryway Waits
(Intercept)

0.044 0.002 0.383***
(0.140) (0.092) (0.106)

Entryway
Leaves

0.055 0.319*** −0.161***
(0.052) (0.041) (0.042)

Talks to
Resident

−0.030 −0.098** −0.026
(0.059) (0.050) (0.056)

Theft 0.118* 0.239*** −0.052
(0.065) (0.038) (0.042)

Break-In
(Vehicle)

0.160 0.299*** −0.259***
(0.124) (0.051) (0.068)

Break-In
(Home)

0.596*** 0.227*** 0.060
(0.115) (0.058) (0.061)

Night 0.475*** 0.372*** 0.332***
(0.081) (0.031) (0.034)

Dark Skin −0.014 −0.059** 0.035
(0.046) (0.030) (0.034)

Man 0.088* 0.061* 0.009
(0.053) (0.034) (0.037)

White
(Percent)

−0.313*** −0.156** −0.093
(0.100) (0.067) (0.074)

Age
(Median)

0.047 0.331 −0.100
(0.335) (0.252) (0.273)

Owner
(Percent)

0.086 0.220** 0.086
(0.176) (0.097) (0.106)

Income
(Median)

0.013 −0.073 0.011
(0.258) (0.140) (0.164)

Home Price
(Median)

0.119 0.007 0.092
(0.266) (0.107) (0.123)

R2 0.371 0.253 0.104

# Responses 540 2,784 2,784

# Videos 257 928 928

∗ p < 0.1 ∗∗ p < 0.05 ∗∗∗ p < 0.01
T-Test for coefficient ̸= 0

Table 4: Coefficients from linear models to predict “Yes” re-
sponses to “Should the police be called?”. Results for GPT-
4 exclude refusals to answer. Neighborhood characteristics
from where the video was recorded.

LLM, which represent the estimated effects of different vari-
ables on the likelihood of the model responding “yes” to
calling the police. We use two-sided t-tests to check if co-
efficients are significantly different from zero.

Different models associate different activity types with
the normative judgment to call police. We first analyze
the coefficients related to different activity types. We use
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the “entryway waits” activity type as the baseline (inter-
cept term) given that it is the most common across videos.
Both GPT-4 and Gemini have small coefficients for “en-
tryway waits” that are statistically insignificant from zero,
whereas Claude has a significant positive coefficient (0.38).
For GPT-4, home break-ins have the strongest positive as-
sociation with calling the police (0.60), and the only other
significant association is with theft (0.12). Gemini interprets
all the criminal activity types roughly equally with signif-
icant positive coefficients for each (between 0.23 to 0.30).
But Gemini also has a similar coefficient (0.32) for the “en-
tryway leaves” activity type, which does not involve a crime.
On the other hand, Claude interprets all the activity types
that happen near the home entryway roughly equally; the
coefficients for home break-in, theft, and talking to the res-
ident are statistically insignificant from its high baseline for
“entryway waits”. Moreover, Claude has significant negative
associations with calling the police for vehicle break-ins and
“entryway leaves”, which both involve activity away from
the home entrance. We also observe that all models have sig-
nificant positive associations with calling the police when it
is nighttime (0.33 to 0.48).

Controlling for other factors, GPT-4 and Gemini flag
videos from white neighborhoods as less likely to re-
quire police intervention. All models have a negative as-
sociation with the percent of white residents in a neighbor-
hood, and this association is statistically significant for GPT-
4 (−0.31) and Gemini (−0.16). This indicates that, when
controlling for activity type and other factors, the models
are less likely to call the police in white neighborhoods. For
GPT-4, this corresponds with the different rates of calling
the police we observed in Figure 2b. However, for Gemini,
this effect is not visible from just comparing rates across
white and minority neighborhoods, and the interaction of
white neighborhoods and crime has the opposite effect (see
Appendix).

Salient n-grams show that models use different phrases
in white and minority neighborhoods. To contextualize
the result above, we compare the 3-, 4-, and 5-grams that are
most salient across majority-white and majority-minority
neighborhoods (Table 5). We identify the most salient n-
grams11 by calculating the odds ratio of the likelihood a
phrase exists in responses from white neighborhoods di-
vided by the likelihood a phrase exists in responses from
minority neighborhoods. A higher (or lower) odds ratio in-
dicates the n-gram is more (or less) salient in majority-white
neighborhoods. We observe that GPT-4 and Claude mention
“safety” and “security” more in minority neighborhoods.
Gemini and Claude also appears to assign more criminality
in minority neighborhoods, with more salient phrases like
“casing the property” and “could contain burglary tools”
used by Gemini, and phrases like “lurking near someone”
and “criminal activity or threat” used by Claude. In contrast,
GPT-4 refers to delivery workers more in white neighbor-
hoods, even making references to their “handheld device” or

11We filter out n-grams that do not occur in at least 5% of responses
overall and at least once in each type of neighborhood.

“high visibility vest”.

Gemini is more likely to offer ambiguous responses for
dark-skin subjects, and GPT-4 is more likely to refuse
to answer in minority neighborhoods. We repeat our
regression analysis on “ambiguous” responses for Gemini
and Claude, and on “refusal” responses for GPT-4 (see Ap-
pendix). For Gemini, we observe a significant positive asso-
ciation between “ambiguous” responses and dark-skin sub-
jects (0.09). This helps to explain Gemini’s negative asso-
ciation between “yes” responses and dark-skin subjects in
Table 4. For GPT-4, we observe a significant negative asso-
ciation between “refusal” responses and the percentage of
white residents in the neighborhood (−0.10).

Discussion
Our results demonstrate that LLMs exhibit norm inconsis-
tency in their decisions about when to call the police. In this
section, we discuss the implications of what norm inconsis-
tency entails for the surveillance context and for high-risk
settings in general. Specifically, we discuss norm inconsis-
tency in relation to: 1) a discordance with facts, 2) bias mit-
igation, and 3) norm disagreement.

The Presence of Norm Inconsistency
Normative decisions by AI systems should not only be
aligned with real-world facts, but also with the model’s
stated understanding of these real-world facts. A limita-
tion of this work is that we do not fully explore model
understanding of facts in the videos. However, our prompt
about crime tests how models’ state their understanding
of the facts. The misalignment between stated responses
to whether a crime occurred and if the police should be
called still demonstrates norm inconsistency, and represents
a problem for transparency. In particular, if models assert
ambiguity or refuse to answer about the facts of a case, yet
still proceed to make normative judgements, it becomes im-
possible to determine how they arrived at those decisions.

Our results further show that none of the models make
consistent decisions based solely on the activity portrayed
in the video. Our highest R2 in predicting normative deci-
sions is for GPT at 0.37, which indicates that over 60% of
the variance in GPT’s decisions to call the police is left un-
explained. This is after accounting for other factors such as
the time of day, subject skin-tone and gender, and neigh-
borhood characteristics, which we may not even want to be
correlated with the decision. What other factors could be
contributing to models’ decisions to call the police? Due to
complexity, we do not control for all of the content present
in videos, such as the clothing the subject is wearing, their
facial expressions, objects present in the video, and any au-
dible speech. But it seems arbitrary that these other factors
account for over 60% of a model’s decision to call the police.

We also leave answering whether humans would display
similar alignment issues in this task to future work. Intu-
itively, we find it unlikely that residents would call the po-
lice when no crime is portrayed as frequently as Gemini and
Claude (around 40% of videos). The overall accordance be-
tween facts and normative decisions that we see in LLMs is
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Model Majority-White Neighborhoods Majority-Minority Neighborhoods

GPT “by the uniform”, “appears to be delivery”, “warrant
calling the police based”, “no the person in the”, “pres-
ence of an unfamiliar person”, “be engaging in any suspi-
cious”, “be delivery person or someone”, “and the hand-
held device”, “indication of suspicious behavior”, “high
visibility vest”

“person presence the homeowner could”, “concern about
the person precense”, “ensure the safety and security”,
“security of the property”, “investigate the situation”,
“approaching the door”

Gemini “indicate that the person was”, “steal anything then the
police”, “open doors then the police”, “were walking
down the street”, “that they were a threat no”, “up to
the house”, “suspicious and could indicate”, “house for
burglary”

“happened to be caught on”, “down the street and hap-
pened”, “which could contain burglary tools”, “side-
walk and did not appear”, “casing the property”,
“looking around nervously”

Claude “surveillance camera footage there is”, “advisable to
err on the”, “without permission this could potentially”,
“the images provided do not”, “let them investigate the
circumstances”, “at night while their”, “person standing
near”, “actions raise legitimate”, “depicted their actions”

“suspicious or criminal behavior even”, “show an in-
dividual walking near”, “continue monitoring the situ-
ation”, “clear evidence of any illegal”, “assess the cir-
cumstances and determine”, “side of caution and allow”,
“the safety of the neighborhood”, “criminal behavior
even if”, “at night while cannot”, “individual lurking
near someone”, “dressed in dark clothing”, “criminal
activity or threat”, “without additional information”

Table 5: Most salient 3-, 4-, and 5- grams between white and minority neighborhoods in responses to “Should police be called?”

also far lower than that of humans in other settings, corrob-
orating this intuition (Balagopalan et al. 2023).

The Problem for Bias Mitigation
The opacity of LLM’s normative decision-making compli-
cates the effectiveness of traditional bias mitigation strate-
gies for two reasons. First, many de-biasing and bias quan-
tification strategies generally require defining ex-ante sce-
narios where bias may occur. This chicken-and-egg problem
of knowing what the biased scenarios are before mitigation
is not a robust way of correcting for the complex societal bi-
ases that appear in high-risk contexts. This means that con-
ventional bias detection measures risk testing only for our
own stereotypes of how models may be biased. Our unex-
pected result that neighborhoods, but not subject skin-tone,
impact models’ normative judgments is evidence of this is-
sue. We suspect that this is due to the extensive attention
paid specifically to skin-tone bias in computer vision.

Second, and related to the chicken-and-egg problem,
common approaches to bias quantification and mitigation of-
ten involve ensuring that model outcomes are invariant when
the demographic groups associated with inputs are changed.
For example, fine-tuning can ensure that LLM predictions
do not change when transposing gender references in an
input prompt (Czarnowska, Vyas, and Shah 2021; Kotek,
Dockum, and Sun 2023). This assumes that the source of the
bias is clear, and that it can be manipulated independently
from other factors by researchers and engineers. Applying
this mitigation approach to the decision context presented
in this paper would require manipulating the “whiteness” of
a video’s neighborhood independent of other factors. Quali-
ties like “whiteness” statistically co-vary with other complex
neighborhood characteristics like median income and home
price. Even if we were able to infer what visual elements
might imply “whiteness” to a model like GPT-4, it’s unlikely

that they would not also influence other important parts of
the model’s understanding. More robust transparency or ex-
planation tools will be crucial for developing bias mitiga-
tion strategies in complex normative decision-making. We
believe this is an important area for future work.

The Importance of Norm Disagreement
Different models will often disagree in their responses to
normative questions. In particular, we find a high rate of dis-
agreement across models about whether the police should be
called. This is reasonable given that different communities
also make different normative judgements with regard to the
police. Moreover, this disagreement should be encouraged:
we do not want the homogenization of norms across all mod-
els (Jain et al. 2024). But it remains unclear what commu-
nity and what norms each model is representing. This is in
part due to the divorce between the facts of a case and the
model’s normative judgement, as discussed above. It is also
due to the fact that these models do not embody specific
norms or worldviews, or that these norms and worldviews
are entirely opaque. Future work should involve developing
accurate and repeatable ways of measuring these differences
in learned norms.

Conclusion
In this paper, we make three main contributions to the
broader discourse on AI ethics and the development of equi-
table models. First, we provide empirical evidence of norm
inconsistency in LLMs by analyzing model decisions in the
surveillance context. Second, we contribute new evidence of
LLMs perpetuating socio-economic bias, even without ex-
plicit racial information, by showing that models are more
likely to recommend police intervention in videos from mi-
nority neighborhoods. Third, our analysis of LLM decision-
making reveals significant differences in how each model
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evaluates similar scenarios, offering some insight into the
distinct behaviors and biases present in each model we test.
Together, our findings highlight the importance of investi-
gating and quantifying the normative behavior – and biases
– of widespread foundation models.

Appendix
Supplementary materials are available at: https://arxiv.org/
abs/2405.14812
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