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Abstract

Recent works show that contrastive learning based on memory banks is an effective
framework for unsupervised person Re-IDentification (ReID). In existing methods,
memory banks are typically initialized with cluster centroids and rewritten with
positive samples via the momentum mechanism along with the model training.
However, this mechanism solely focuses on the intra-class compactness by pulling
memory banks close to positive samples, neglecting the inter-class separability
among different memory banks. Rewriting memory banks with partial constraint
limits their discrimination capacities, and hence hinders learning discriminative
features based on those memory banks. In this paper, we claim that memory banks
should be rewritten with both intra-class and inter-class constraints, and therefore
propose a unified memory bank rewriting mechanism, Bidirectionally Memory
bank reWriting (BMW), to chase enhanced discrimination capacity. Specifically,
BMW formulates the memory bank rewriting as the gradient descent update with
two objectives, i.e., reducing intra-class diversity and enhancing inter-class sep-
arability. To effectively enhance the separability of memory banks with limited
number of rewriting steps, we further design a novel objective formulation for
the inter-class constraint, which is more effective for one step update. BMW en-
hances both representation and discrimination capacities of memory banks, thus
leads to an effective ReID feature optimization. BMW is simple yet effective and
can serve as a new paradigm for person ReID methods based on memory banks.
Extensive experiments on standard benchmarks demonstrate the effectiveness of
our BMW method in unsupervised ReID model training. Specially, BMW even
outperforms previous methods that use stronger backbones. Code is available at
https://github.com/liu-xb/BMW.

1 Introduction

Person Re-Identification (ReID) aims to match a query person image in a gallery set, making it
an important task in intelligent surveillance systems [1–4]. Currently, supervised person ReID
methods have been widely studied from different aspects and achieved promising performance [5–
14]. However, supervised methods requires laborious manual person ID annotation, limiting their
applications in real-world scenarios lacking annotated data. To address this issue, recent researchers
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Figure 1: Illustration of the memory bank update without (w/o) and with (w/) the inter-class constraint.
Dots and stars denote features and memory banks. Different colors denote different clusters. Without
the inter-class constraint, memory banks are pulled to approach positive samples only (shown as
yellow arrows). With the inter-class constraint, memory banks are also push away from each other
(shown as purple arrows), thus enhancing their separability.

focus on unsupervised person ReID, and multiple methods are proposed from different aspects, such as
pseudo label prediction [15, 16], unsupervised metric learning [17, 18], and image synthesis [19, 20].
More details of related works are summarized in Sec. 2.

Currently, state-of-the-art unsupervised person ReID methods adopt the contrastive learning frame-
work based on memory banks [17, 21–26]. These methods typically use the centroid of each cluster
obtained by unsupervised clustering methods to initialize the memory bank. During model training,
those methods rewrite memory banks with training samples of corresponding clusters by the momen-
tum mechanism, i.e., rewritten memory banks are weighted summation of the initial ones and positive
samples. Features are optimized by contrastive loss to maximize the similarities with corresponding
memory banks and minimize the similarities with others.

Despite the significant success of those methods, there still remain two open issues unexplored.
Firstly, as memory banks serve as the anchors for the feature optimization, they are required to be
both intra-class representative and inter-class separative to supervise the discrimination capacities of
features. However, the previously used momentum mechanism for memory bank rewriting solely
focuses on learning representative memory banks for each class, neglecting the inter-class constraint
on memory banks. This limits the separability inside memory banks, hence hinders effective feature
optimization base on those memory banks. Secondly, compared with model parameters that are
entirely updated in each iteration, only several memory banks corresponding to selected clusters
are rewritten once in each iteration. This requires an effective objective formulation to enhance the
separability with few rewriting steps. Existing metric learning methods commonly formulate the
inter-class separability constraint as enlarging the Euclidean distance. However, this always leads to
larger feature norms, which is ineffective for memory bank rewriting after L2 normalization.

This paper is motivated to study an effective memory bank rewriting mechanism for the unsupervised
person ReID model training. Different from existing methods, we innovatively formulate the memory
bank rewriting as the gradient decent update for the objective function. From this respective, the
previously used momentum mechanism corresponds to the objective function containing only the
intra-class constraint for the representability, thus limits the separability of memory banks. To handle
this issue, this paper complement the objective function with inter-class constraint to additionally
ensure the discrimination capacity of memory banks. As shown in Fig. 1, the extra inter-class
constraint enhances the separability of memory banks, thus it further enables effective feature
optimization. We further propose an effective objective formulation for the inter-class constraint by
pulling a memory bank close to the opposite vector of memory banks for other classes. We show
that this is more effective in enhancing separability for one step update. A dynamically weighting
strategy is also designed to ensure the awareness of importance of different constraint component.

Our method jointly rewrite memory banks with the above two constraints. We hence call our method
as Bidirectionally Memory bank reWriting (BMW). We test our BMW on standard benchmarks
including Market-1501 and MSMT17. Comparison with recent works shows that our BMW is
able to enhance the discrimination capacity of features learned with memory bank. For instance,
BMW boosts the mAP accuracy from 81.2% to 86.3% on Market-1501, outperforming existing both
unsupervised and transfer learning methods by a clear margin. Moreover, BMW even outperforms
recent DCC [23] which uses stronger backbone, i.e., 86.2% by BMW with ResNet50 v.s. 85.8% by
DCC with ResNet50-ibn on Market-1501.

The contributions of this paper can be summarized as follows:
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1) To the best of our knowledge, this is the first effort to analyse the memory bank rewriting mechanism
from the perspective of gradient decent update, which could provide certain insight for future studies
on methods based on memory banks.

2) For updating memory banks by the gradient decent strategy, we proposes the Bidirectionally
Memory bank reWriting (BMW) method which involves both intra-class and inter-class constraints in
the objective formulation. And a new objective formulation for the inter-class constraint is proposed
to ensure effective update of memory banks in limited steps.

3) BMW enhances both the representation and discrimination capacities of memory banks and
thus can boost the feature optimization. Experimental results with superior performance against
state-of-the-art methods demonstrate the effectiveness of BMW.

2 Related Work

Domain adaptive person ReID uses both a labeled source dataset and the unlabeled target dataset
for model training and aims at transferring knowledge contained in labeled data to the target data.
Some works targeting to narrow the domain gap between the source data and the target data in image
space by GANs [27, 28, 19, 29, 30, 20, 31]. For example, Liu et al. [30] propose an adaptive transfer
network to effectively transfer images from label domain to unlabeled domain. Several works try
to bridge domain gaps by mapping labeled and unlabeled images to a shared feature space [32, 33].
However, these methods always require labeled source data for training, which is hardly available
due to privacy issue in real-world applications. Compared with them, this paper only uses unlabeled
target data, thus is more suitable for real-world applications.

Unsupervised person ReID only requires the unlabeled target data for training and has been studied
from two main perspectives, i.e., pseudo label prediction and unsupervised optimization. Some
works locally predict pseudo labels for unlabeled person images [21, 34]. For example, Yu et al. [34]
select positive samples in training batches. However, local label prediction is not precise and will
mislead the distance optimization. To acquire reliable pairs, some works have designed unsupervised
clustering methods [15, 16] and re-rank method [35]. Based on assigned labels, researchers propose
multiple metric learning methods for the unsupervised model training [36, 37, 34, 18, 38, 39, 21].
For example, Liu et al. [37] propose a graph consistency constraint between student models and
momentum average models for unsupervised model training. Some works adopt additional cues to
boost performance [40–45]. For examples, Fu et al. [43], Zhang et al. [44] and Cho et al. [45] use
local features to boost the performance. While, experiments show that our model outperforms these
methods by a clear margin even without additional cues.

Memory bank based methods are previously proposed for unsupervised feature learning [46–48].
They use memory banks to store features of all features or selected features for the contrastive
loss computation. Currently, memory bank based methods dominate the unsupervised person ReID
task and achieve promising performance [21, 25, 18, 17, 22, 49, 50, 23, 51, 24]. For examples,
Zhong et al. [21, 25], Liu et al. [18] and Wang et al. [52] store each image features in a memory
bank for metric learning. Dai et al. uses store centroids of clusters in the memory bank, which is
followed by many works [23, 35]. Some researchers propose to store different features in memory
banks [17, 49, 51, 24]. For instance, Ge et al. [17] propose a hybrid memory bank that sore both
centroids and outliers. However, these methods only use intra-class positive training samples to
update corresponding memory banks. They neglect the inter-class constraint among different memory
banks, limiting the separability of them and hindering effective feature optimization.

Compared with existing memory bank based methods, this paper proposes a innovative perspective
for memory bank rewriting, i.e., the gradient descent update for the objective function. Guided by this
perspective, we propose to combine both the intra-class and inter-class constraints in the objective
function, i.e., Bidirectionally Memory bank reWriting (BMW). Experiments show that the proposed
BMW outperforms existing methods by a clear margin.

3 Overview

Given an unlabeled dataset D, unsupervised person ReID aims to learn the ReID model on D without
annotation. D can be denoted as {xi|i = 1...N}. xi and N denote the i-th image and the number
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of images in D, respectively. We denote the feature extraction as fi = Φ(xi, θ). Φ and θ denote the
CNN feature extractor and its parameters, respectively.

We adopt the contrastive learning framework based on memory bank for the unsupervised training
on D. Pseudo ID labels on D can be generated by unsupervised clustering methods before model
training. After clustering features into C clusters, a centroid feature for each cluster is computed
by averaging all features in this cluster, resulting in C centroids corresponding to C clusters. These
centroids for each cluster are used to initialize a memory bankM, i.e.,M[c] is initialized by the
centroid feature of the c-th cluster with L2 normalization.

Via treatingM as a non-parametric classifier, the contrastive loss is used for model training following
previous works [23, 22, 35]. For xi belonging to the c-th cluster, the contrastive loss is computed as:

Lθ(xi) = − log
exp(fi · M[c]/τ)∑C
j=1 exp(fi · M[j]/τ)

, (1)

where τ is temperature hyper-parameter to adjust the scale of similarity distribution. Along with
the model training,M is rewriting based on both training samples and itself by the proposed BMW
method, which will be given in Sec. 4.

4 Bidirectionally Memroy bank reWriting

Existing methods rewriteM with positive training samples via the momentum mechanism. For
example, it rewritesM[c] with fi belonging to the c-th cluster can be formulated as:

M[c]←− αM[c] + (1− α)fi, (2)

where α is used to adjust the update rate of memory banks.

In this paper, we propose a novel perspective of memory bank rewriting, which formulates the
rewriting procedure as the gradient decent update for objective function LM as follows:

M[c]←−M[c]−
∂LM[c]

∂M[c]
. (3)

Note that the update rate is omitted in Eqn. 3 and will be used for each constraint of LM. To enhance
both the representation and the discrimination capacities ofM, the proposed BMW formulates LM
as the combination of both the intra-class constraint Lintra and the inter-class constraint Linter as:

LM = λintraLintra + λinterLinter, (4)

where λintra and λinter denotes loss weights. Then Eqn. 3 can be rewritten as:

M[c]←−M[c]− λintra
∂Lintra(M[c])

∂M[c]
− λinter

∂Linter(M[c])

∂M[c]
. (5)

To enhance the rewriting efficiency, the hard sampling strategy is used to compute LM, i.e., the
farthest positive sample in each training batch and the closest negative memory bank vector forM[c]
are used to compute Lintra and Linter, respectively.

4.1 Intra-class Constraint

Lintra aims to enhance the representation capacity of M, which can be designed to reduce the
distance between M and corresponding positive sample. Commonly, multiple samples of one
selected cluster are used in a training batch and a cluster commonly contains a limited number of
samples, e.g., 16 samples of one cluster are sampled in a training batch in previous works [53, 22]
and less than 30 samples in each cluster. Thus, Lintra can be designed to reduce the distance between
M and corresponding positive training samples in each iteration. The intra-class constraint between
M[c] and fi belonging to the c-th cluster can be formulated as:

Lintra(M[c], fi) =
1

2
||M[c]− fi||22. (6)

Its gradient w.r.t.M[c] is computed as:

∂Lintra(M[c])

∂M[c]
=M[c]− fi. (7)
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Figure 2: Illustration of the advantage in inter-class constraint of the proposed objective function in
Eqn. (8) w.r.t. different angles betweenM[i] andM[j]. Yellow arrows and blue arrows denoteM[i]
andM[j], respectively. Green dashed arrows and red dashed arrows denote the updatedM[i] by the
proposed objective function in Eqn. (8) and the previous method, respectively. It can be observed that
the objective function in Eqn. (8) is more effective in pushingM[i] away fromM[j].

Memory banks is encouraged to approach positive samples by λintra to acquire the feature updates
along with the update of θ.

It is worth noting that setting λintra = 1 − α and λinter = 0 makes Eqn. 5 equivalent to the
momentum mechanism in Eqn. 2. This indicates that the previously used momentum mechanism is a
special case of our BMW that only involves the intra-class constraint.

4.2 Inter-Class Constraint

Linter aims to enhance the discrimination capacity ofM. It can be intuitively designed to enlarge
the distance betweenM and negative samples in D. However, only a small number of clusters are
selected in each training batch compared to the total number of clusters, e.g., only 16 clusters are
sampled in a single training batch in previous works [53, 22] and there are more 500 clusters in D.
Thus, a training batch only contains limited information for the global inter-class constraint. We
hence design Linter to enlarge the distance between different features insideM.

Previous methods for inter-class distance constraint commonly formulate the objective function as
the negative value of Euclidean distance between two negative features as: − 1

2 ||M[i] −M[j]||22.
Its gradient w.r.t.M[i] isM[j]−M[i]. Then, the updatedM[i] with only inter-class constraint is
(1 + λinter)M[i]− λinterM[j], whose norm is larger than 1 for λinter ∈ [0, 1] 2. Thus, the distance
is enlarged by both enlarging the norm ofM[i] and the angle betweenM[i] andM[j]. AsM[i] is
L2 normalized after rewriting, only the angle enlarging is retained and the distance enlarging via
rewriting will be partially offset.

To chase an effective objective function for the inter-class constraint, we design Linter to pullM[i]
close to the opposite vector ofM[j], which is formulated as:

Linter(M[i],M[j]) =
1

2
||M[i] +M[j]||22. (8)

Its gradient w.r.t.M[i] is computed as:

∂Linter(M[i])

∂M[i]
=M[i] +M[j]. (9)

For the iter-class constraint, rewriting with Eqn. 9 is more effective in enlarging the angle between
M[i] andM[j], i.e., enlarging the distance between them after L2 normalization. Fig. 2 shows the
advantages of the proposed objective function for Linter in Eqn. 8. We also provide a theory proof of
the advantage of Eqn. 8 for one step update in Sec. A.1.

4.3 Dynamically Weighting

Directly using the Euclidean distance in Eqn. 6 and Eqn. 8 is not aware of the importance of each
pair of samples. This paper proposes to dynamic weight these two constraints based on the idea that
larger value of objective function corresponds to higher importance of each component. Hence, we

2||(1+λinter)M[i]−λinterM[j]||22 = 1+2λinter(1+λinter)(1−M[i]M[j]) > 1 as M[i]M[j] < 1.
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weight Eqn. 6 and Eqn. 8 by 1
4 ||M[c]− fi||22 and 1

4 ||M[i] +M[j]||22, respectively. Then Lintra and
Linter are re-formulated as:

Lintra(M[c], fi) =
1

8
||M[c]− fi||42, Linter(M[i],M[j]) =

1

8
||M[i] +M[j]||42. (10)

And their gradient w.r.t.M[c] andM[i] are computed as (details are provided in A.2):
∂Lintra(M[c])

∂M[c] = (1−M[c]fi)(M[c]− fi),
∂Linter(M[i])

∂M[i] = (1 +M[i]M[j])(M[i] +M[j]). (11)

This weighting strategy focuses on both hard positive pairs, i.e., the pair fi andM[c] having small
cosine similarity, and hard negative pairs, i.e., the pairM[j] andM[i] having large cosine similarity.
Eqn. 11 generates larger gradients for hard pairs than easy ones, thus is aware of the pair importance.

5 Experiments

5.1 Dataset

Experiments are performed on Market-1501 [54] and MSMT17 [27]. Market-1501 contains 32,668
images of 1,501 identities captured from 6 cameras at Tsinghua University. 12,936 images of 751
identities are selected for training, and others are used for testing. In the test set, 3,368 images are
selected as query images and remaining 19,732 images are used as gallery images. MSMT17 contains
126,441 images of 4,101 identities captured from 15 cameras at Peking University. 32,621 images of
1,041 identities are selected for training, and others are selected for testing. In the test set, 11,659
images are selected as query images and remaining 82,161 images are used as gallery images. Due
to the data usage restriction, experiments on DukeMTMC-reID [55] are provided on the repository
on github. Vehicle ReID task [56–59] is similar with the person ReID task. Limited by the paper
length, experimental results on the vehicle dataset VeRi-776 [60] are provided in Sec. A.5. Following
previous works [38, 23, 35], mAP, Rank1, Rank5 and Rank10 accuracies are reported.

5.2 Implementation Detail

The proposed model adopts ResNet50 [61] pre-trained on ImageNet [62] as the feature extractor Φ.
The last fully connected layer of ResNet50 is removed and the stride of the last residual block is
set to 1. Following previous works [63, 23, 22], a GEM pooling followed by batch normalization
layer [64] and L2-normalization layer is added. Experiments with other backbones are provided in
Sec. A.3. Parameter τ in Eqn. (1) is set to 0.05 following [22]. λintra, and λinter are set as 0.9, and
0.02, respectively. More details are provided in Sec. A.4.

5.3 Model Analysis

In this section, we first analysis the effect of hyper-parameters λintra, λintra and τ on Market-1501
by varying the value of one parameter and keeping others fixed to the optimal value. We then evaluate
the proposed inter-class constraint and the dynamically weighting strategy to show their validity.
Finally, different sampling methods including hard, average, random and easy are evaluated.

5.3.1 Evaluation on hyper-parameters

82.5

84.5

86.5

0.5 0.6 0.7 0.8 0.9 1 𝜆𝑖𝑛𝑡𝑟𝑎

mAP

Figure 3: Evaluation on λintra.

λintra affects the update rate for memory
banks approaching positive training sam-
ples, and thus affects the representation
capacity of memory banks. The result of
evaluation on λintra is shown in Fig. 3. It
can be observed that the performance is in-
sensitive to λintra in an appropriate rage
from 0.8 to 0.9. And the best performance
is achieved when setting λintra to 0.9. A
larger value of λintra gives more empha-
sis to the intra-class constraint and makes
Linter neglected by LM. While, a small
value of λintra releases the constraint on the representation capacity of memory banks and limits the
compactness of intra-class samples.
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Figure 4: Evaluation on λinter.

λinter affects the update rate for push-
ing memory banks away from each other,
and thus affects the discrimination capacity
of memory banks. The result of evalua-
tion on λinter is shown in Fig. 4. It can
be observed that the best performance is
achieved when setting λinter to 0.2. A
larger value of λinter gives more empha-
sis to the inter-class constraint and makes
Lintra neglected by LM. While, a small
value of λinter releases the constraint on
the discrimination capacity of memory banks and thus limits the separability of inter-class samples.
Compared with the value of λintra, λinter is smaller to achieve the best performance. This is because
memory banks are initialized by the centroids of each clusters, thus are already close to positive
samples. A larger value of λintra is needed to adapt to the feature update of training samples along
with the update of θ. The balance between λintra and λintra is discussed in Sec. A.6.

Table 1: Evaluation on τ .

τ 0.01 0.03 0.05 0.07 0.1

mAP(%) 84.5 85.6 86.3 82.5 79.1

τ affects the computation of Lθ by adjust-
ing the distribution of similarities between
training samples and memory banks. The
result of evaluation on τ is shown in Ta-
ble 1. It is clear that setting τ to 0.05
achieves the best performance.

5.3.2 Ablation study

Table 2: Ablation study of BMW.

Method mAP Rank1 Rank5 Rank10

baseline [22] 79.7 90.5 96.2 97.3

w/o Linter 81.5 91.9 96.6 97.7

||M[i]−M[j]||22 in Eqn. 8 83.1 92.5 97.0 98.0

w/o dynamically weighting 85.0 93.5 97.3 98.3

BMW 86.3 94.2 97.7 98.4

Results of the ablation study on the pro-
posed inter-class constraint and the pro-
posed dynamically weighting strategy is
summarized in Table 2. “baseline [22]” de-
notes the baseline method following the
same settings in [22], and neither the inter-
class constraint or dynamically weighting
strategy is used in the baseline. “w/o
Linter” denotes only the intra-class con-
straint and the dynamically weighting strat-
egy are used. “||M[i] −M[j]||22 in Eqn. 8” denotes using the Euclidean distance between two
memory banks for the inter-constraint objective function as in previous methods.

It can be observed from Table 2 that the proposed inter-class constraint effectively boosts the
performance by a large margin, e.g., improving the mAP from 81.5% to 86.3%. It is worth noting
that the improvement of Linter is based on a strong baseline that achieves 81.5% mAP. This indicates
that the separability of memory banks is important for discriminative ReID feature learning, which is
neglected in previous methods. This also demonstrates that the proposed inter-class constraint is able
to effectively enhance the ReID feature optimization by completing the constraints of the objective
function for the memory bank rewriting.

The proposed novel formulation in Eqn. 8 for the inter-class constraint also enhances the performance
as shown in Table 2. For example, it improves the mAP from 83.1% to 86.3% by 3.2% compared
with the previous used ||M[i]−M[j]||22 version. The comparison results clearly demonstrate that,
with only one update step, the proposed formulation in Eqn. 8 is more effective in enlarging the angle
between two L2 normalized features in memory banks.

As shown in Table 2, the proposed dynamically weighting strategy further boosts the accuracy of
the ReID model from a rather high performance, e.g., it boosts the mAP accuracy from 85.0% by
1.3%. Note that, compared to “baseline [22]”, “w/o Linter” only additionally uses the proposed
dynamically weighting strategy and achieves a better performance, e.g., 81.5% v.s. 79.7%. This
demonstrates the generalizability of the proposed dynamically weighting strategy that consistently
enhances the memory bank rewriting for both inter-class and intra-class constraints.
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Table 3: Comparison with SOTA methods on Market-1501 and MSMT17. “S. D.” denotes the used
labeled source data. “‡” denotes multi-scale features are used. “†” denotes extra camera label is used.

Method Backbone
Market-1501 MSMT-17

S. D. mAP Rank1 Rank5 Rank10 S. D. mAP Rank1 Rank5 Rank10
UTAL [41] ResNet50 - 46.2 69.2 - - - - - - -
SpCL [17] ResNet50 - 73.1 88.1 95.1 97.0 - - - - -
GCMT [37] ResNet50 - 73.9 89.7 96.5 97.6 - 23.7 54.3 - -
SSG‡ [43] ResNet50 - 58.3 80.0 90.0 92.4 Market 13.2 31.6 - -
CR_GAN[19] ResNet50 Duke 54.0 77.7 89.7 92.7 - - - - -
PDA-Net [20] ResNet50 Duke 47.6 75.2 86.3 90.2 - - - - -
DIM+GLO [18] ResNet50 Duke 65.1 88.3 94.7 96.3 Market-1501 20.7 49.7 66.1 -
UDA [36] ResNet50 Duke 53.7 75.8 89.5 93.2 - - - - -
MMT [38] ResNet50-IBN Duke 76.5 90.9 96.4 97.9 - - - - -
MEB-Net [39] DeseNet121 - 76.0 89.9 96.0 97.5 - - - - -
MMT [38] ResNet50 - 71.2 87.7 94.9 96.9 Duke 29.7 58.8 71.1 76.1
IIDS [65] - 78.0 91.2 96.2 97.7 - 35.1 64.4 76.2 80.5
PPLR [45] ResNet50 - 81.5 92.8 97.1 98.1 - 31.4 61.1 73.4 77.8
PPLR“†” [45] ResNet50 - 84.4 94.3 97.8 98.6 - 42.2 73.3 83.5 86.5
CaCL [2] ResNet50 MSMT17 84.7 93.8 97.7 98.1 Market-1501 36.5 66.6 75.3 80.1
DCC [23] ResNet50-IBN - 58.8 94.3 97.6 98.6 - 36.6 64.9 74.9 78.5
IICS [66] ResNet50 - 72.1 88.8 95.3 96.9 - 18.6 45.7 57.5 62.8
IICS [66] ResNet50 - 72.9 89.5 95.2 97.0 - 29.9 56.4 68.8 73.4
O2CAP+FuseDSI [67] ResNet50 - 83.4 93.3 97.2 98.3 - 44.2 73.7 83.6 86.7
ISE [68] ResNet50 - 84.7 94.0 97.8 98.8 - 35.0 64.7 75.5 79.4
BMW ResNet50 - 86.3 94.2 97.7 98.4 - 44.6 75.5 86.3 87.1
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Figure 5: Comparison of training procedures.

To further illustrate the effectiveness of each com-
ponent in this paper, we compare the training pro-
cedures of the ablation study in Fig. 5. It can be
observed that different compared methods perform
similarly in the start stage of the training. When
models achieve a rather high performance, different
compared methods show different abilities to further
boost the performance. It can be observed that the
method without the intra-class constraint performs
the worst, which indicates that ensuring the separa-
bility of memory banks via the proposed intra-class
constraint enables the model to gain additional dis-
crimination capacity for the ReID task. It can also
be observed that, compared with the previously used
Euclidean distance in the inter-class constraint, the
proposed new formulation in Eqn. 8 is more effective
for memory bank rewriting within one step.
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Figure 6: Comparison of sampling strategies.

We also evaluate different sampling strategies includ-
ing random sampling, average sampling and easy
sampling for computing Eqn. 4. The training proce-
dures w.r.t. different strategies are shown in Fig. 6. It
can be observed that easy sampling that select easy
sample for memory rewriting performs the worst,
which is due to limited information gain is delivered
in those easy samples. The random sampling strat-
egy performs similar with the hard sampling strategy
because it can also selects hard samples at times. It
clear that the hard sampling strategy performs the
best through the entire training procedure.

5.4 Comparison with SOTA Methods

The comparison results one both Market-1501 and MSMT17 with SOTA methods are summarized in
Table 3. It’s clear that the proposed BMW outperforms existing SOTA methods by a clear margin.
For example, BMW outperforms the recent SOTA method CaCL [2] by 1.6% and 2.4% in mAP on
Market-1501 and MSMT17, respectively. It is worth noting that CaCL additionally uses labeled
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source data for the model training. It can also be observed that BMW outperforms other domain
adaptive methods that use extra labeled data, e.g., DIM+GLO [18] and MMT [38], by a large margin.
This indicates that BMW is more effective for discrminative feature optimization for the ReID task.

Compared with recent methods that use the momentum mechanism to rewrite memory banks [23, 22,
18, 17], the proposed BMW outperforms them by a clear margin. For instance, BMW outperforms the
recent DCC by 7.5% and 8.0% in mAP on Market-1501 and MSMT17, respectively. This indicates
that the inter-class constraint introduced in our BMW can effectively enhance the discrimination
capacity of memory banks and therefore boosts the performance of learned features. It can also be
observed that, even several methods use extra information, stronger backbone, or multi-scale features
to boost the performance, the proposed BMW still outperforms them by a clear margin. This further
demonstrates the effectiveness of our method.

6 Conclusion

This paper proposes a Bidirectionally Memory bank reWriting (BMW) method for the unsupervised
person ReID task. The proposed BMW method addresses the limitations of existing memory
bank rewriting algorithms that focus solely on intra-class compactness while neglecting inter-class
separability. By formulating the rewriting process as a gradient descent update with dual objectives,
i.e., reducing intra-class diversity and enhancing inter-class separability, BMW effectively optimizes
the representation and discrimination capacities of memory banks, thus provides an effective feature
optimization for ReID model training. The newly designed objective formulation for the inter-class
constraint further improves the separability of memory banks within a limited number of rewriting
steps. Extensive experiments on standard benchmarks demonstrate the superior performance of
BMW, even outperforming previous methods with stronger backbones. This simple yet effective
approach establishes a new paradigm for unsupervised person ReID methods based on memory banks
and has the potential to significantly advance the field of unsupervised person ReID.

Limitations and future research

While the proposed BMW shows promising performance, the inter-class constraint and the inter-class
constraint is combined with loss weights that need to be adjusted manually. As datasets could be
biased, the loss weights and the sampling strategy used in this paper could be susceptible to replicate
these biases. Therefore, for future improvement, 1) enhancing the dynamically weighting strategy to
be aware of the distribution of different datasets, 2) a progressively sampling strategy w.r.t different
stages of the model training, and 3) a distribution metric to guide the parameter settings, could be
studied to enhance the robustness and effectiveness of the memory bank rewriting, thereby improving
the performance of the trained ReID model.

Broader Impact

This paper innovatively formulates the memory bank rewriting as gradient decent update for objective
functions, which may inspire new algorithms, theoretical, and experimental investigation. The
proposed BMW method offers significant improvements on the unsupervised person ReID task and
can also be used for many different vision tasks.
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• The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
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are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
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or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
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reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: Our code will be released after this manuscript is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: All the training and test details necessary to understand the results are specified in
Sec. 5.2.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: Due to the deep model training is computationally expensive, error bars are not reported
as existing related works did. In all experiments, the random seed is set as 1 to get reproducible
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.
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symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
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• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code of ethics
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Answer: [Yes]

Justification: The research conducted in this paper conforms with the NeurIPS code of Ethics in every
respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: We discuss the broader impacts in Sec. 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: This paper does not uses language models, image generators, or scraped datasets. Thus,
this paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: Creators and original owners of datasets used in this paper are properly cited. The license
and terms of use are explicitly mentioned and properly respected. Details of datasets are provided in
Sec. 5.1.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this paper does not involve LLMs as any important,
original, or non-standard components.

Guidelines:

• The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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A Appendix

A.1 Proof of the advantage of Eqn. 8

𝑌

𝑦

𝑆𝐼
𝑥𝑆𝐼𝐼𝐼

𝑆𝐼𝐼

Figure 7: Plot of AY,Ax and Ay in span{[1, 0, 0, ..., 0], [0, 1, 0, ..., 0]}

Theorem 1. Let x, y ∈ Rn be L2 normalized, i.e., ∥x∥2 = ∥y∥2 = 1. Consider 0 < λ < 1 and the following
vectors

a = (1 + λ)x− λy, (update by previous methods)
b = (1− λ)x− λy.(update by Eqn. 8) (12)

Let θ(y,a) and θ(y,b) be respectively the angle between y and a and that between y and b. Then, θ(y,b) ≥ θ(y,a).

Proof. We only need to consider the case where y ̸= x. Let X be the space expanded by the vector x, proj(y,X)
be the projection of y on X and y⊥ = y − proj(y,X) ̸= 0. Since x and y⊥/∥y⊥∥ are orthogonal and
normalized, there exists an orthonormal basis expanded by these two vectors. Therefore, there exists one isometry
A such that Ax = [1, 0, 0, ..., 0] ∈ Rn and A(y⊥/∥y⊥∥) = [0, 1, 0, ..., 0] ∈ Rn. Recall that isometry pre-
serves norms and angles. In the following, we focues on θ(Ay,Ab), θ(Ay,Aa) and show that θ(Ay,Ab) > θ(Ay,Aa).

Since y = proj(y,X) + y⊥ and max(∥y⊥∥, ∥proj(y,X)∥) < 1, there exist −1 < α < 1 and
0 < β < 1 such that α2 + β2 = 1

Ay = [α, β, 0, ....0]

By restricting on the subspace span{[1, 0, 0, ..., 0], [0, 1, 0, ..., 0]} and letting Y = span{y}, we plot AY,Ax
and Ay in Figure 7. We also characterize the three sets SI , SII , SIII , which have boundaries defined by
AY,Ax and Ay as shown in Figure 7:

SI = {µAx+ νAy : µ, ν > 0}

SII = {µAx− νAy : µ, ν > 0}
SIII = {v ∈ Rn : ⟨v, [β,−α, 0, ..., 0]⟩ < 0}

One can verify that Aa and Ab are both in the set SII . Therefore, by denoting θb = θ(Ax,Ab) and θa = θ(Ax,Aa),
we have 0 < θb, θa < π

θ(Ay,Ab) = θ(Ay,Ax) + θb,

θ(Ay,Aa) = θ(Ay,Ax) + θa.

In the following, we only need to show that θb > θa. We have,

tan θb =
λβ

1− λ− λα
, tan θa =

λβ

1 + λ− λα
.

Since 1+λ−λα > 0, we consider two cases. For the first case, i.e., if 1−λ−λα <= 0 , then θb > θa because
tan θb < 0 (i.e., θb > π/2) or tan θb is not well defined (i.e., θb = π/2) while tan θa > 0 (i.e., θa < π/2).
For the second case, i.e., if 1− λ− λα < 0, then θb > θa because tan θb > tan θa > 0.
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A.2 Details of Gradient in Eqn. 11

∂Lintra(M[c], fi)

∂M[c]
=

1

8
× 4× ∥M[c]− fi∥32 ×

M[c]− fi
∥M[c]− fi∥2

=
1

2
∥M[c]− fi∥22(M[c]− fi)

=
1

2
(∥M[c]∥22 + ∥fi∥22 − 2(M[c])⊤fi)(M[c]− fi)

=
1

2
(1 + 1− 2(M[c])⊤fi)(M[c]− fi)

= (1− (M[c])⊤fi)(M[c]− fi).

∂Linter(M[i],M[j])

∂M[i]
=

1

8
× 4× ∥M[i] +M[j]∥32 ×

M[i] +M[j]

∥M[i] +M[j]∥2

=
1

2
∥M[i] +M[j]∥22(M[i] +M[j])

=
1

2
(∥M[i]∥22 + ∥M[j]∥22 + 2(M[i])⊤M[j])(M[i] +M[j])

=
1

2
(1 + 1 + 2(M[i])⊤M[j])(M[i] +M[j])

= (1 + (M[i])⊤M[j])(M[i] +M[j]).

A.3 Experiments with different backbones

Currently, ResNet50 is the most widely used backbone for unsupervised person ReID. Therefore, we adopt
it in our paper ensuring fair comparisons with other approaches. To further validate our method’s generality,
we conduct additional experiments with ResNet18, ResNet34, and ViT-B/16. Key results on Market-1501 are
summarized in Table 4, results on DukeMTMC-reID are provided on the repository on github.

Table 4: Performance comparison on Market-1501 with different backbones.
Backbone Method mAP

ResNet18 w/o Linter 57.1
BMW 67.9

ResNet34 w/o Linter 65.4
BMW 71.1

ViT-B/16 w/o Linter 84.6
BMW 87.6

The mAPs yielded with ResNet18 and ResNet34 are lower than those with ResNet50 due to the smaller structures
of the former two networks. The performances with ViT-B/16 are slightly better than that with ResNet50 because
of its stronger capacity. We do not adjust hyper-parameters with those backbones and only evaluate our core
contribution, i.e., the inter-class constraint.

It’s clear that, with different backbones, the proposed inter-class constraint can always boost the ReID perfor-
mance. These experimental results show that our BMW method could generalize well with different backbone.
This is because our method is proposed to update the memory bank with L2-normalized features and it is
backbone-agnostic. Thus, our BMW can be applied to any backbones without modification.

The experimental results demonstrate that the proposed inter-class constraint consistently enhances ReID
performance across all tested backbones, confirming the strong generalizability of our BMW method. This
adaptability stems from our backbone-agnostic design: the memory bank is updated with L2-normalized features.
Therefore, BMW seamlessly integrates with any backbone architecture without requiring modifications.

A.4 Implementation details

We use the unlabeled training set of target domain to train the model, and use the testing set of target domain to
evaluate the model. DBSCAN is used for the unsupervised clustering and the eps is set as 0.6 following [22].
Input images are resized to 256×128. We use random flipping, random cropping, and random erasing [69] for
data augmentation. The Adam optimizer is adopted for training. Learning rate is initialized as 0.00035 and
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decayed by 0.1 every 25 epochs. Model is totally trained for 75 epochs. Model is trained on a server with 4 RTX
4090 GPU, and 128G memory.

In each training batch, we randomly sample 16 identities, i.e., clusters by DBSCAN. For each sampled identity,
16 images are randomly selected to compose the training batch, resulting 256 images. For inter-class constraint
computation (Linter), we update the 16 memory banks corresponding to those sampled 16 identities by their
closest memory bank vector (hard sampling strategy) via Linter .

Compared with the baseline model, our BMW method introduces two extra steps:

1. Finding the closest memory bank vector for 16 memory banks. This costs less than 1ms for the
memory banks with a size of less than 10000 (only around 1000 in our experiments on person ReID
datasets) with the Intel(R) Core(TM) i7-14700 CPU.

2. Computing the update vector for the 16 memory banks by Linter . As shown in Eqn. (11), computing
the update vector for each memory bank only introduces one vector dot-product, one vector addition,
one vector scaling, and one scalar addition. This only needs 4096 multiplications and 2049 additions
with 2048 feature dimensions in our paper and also costs less than 1ms with CPU (will be faster with
GPU).

Therefore, our method only introduces negligible overhead compared with the baseline method. We also test the
training time overhead: training the baseline model costs 3h25m33s, whereas ours costs 3h26m53s (just an extra
80s over roughly 3.5h).

As our method only updates the memory bank used in the training process and only the backbone is used to
extract image features in the inference process, our method does not affect the inference efficiency.

The dynamic weighting could capture the overall distribution because:

1. For the intra-class constraint, 16 samples are randomly sampled for each cluster, which could be
enough to provide an approximate reflection of the entire sample distribution in this cluster. For
instance, there are roughly 20 samples in each cluster in the training process on Market-1501.

2. For the inter-class constraint, the hard negative sample is selected from all memory banks of the
dataset, i.e., it is class-wise. Thus, it can also sense the overall data distribution.

A.5 Experiments on VeRi-776

VeRi-776 contains 37,746 images of 576 vehicles for training, 1,678 images and 51,003 images of another 200
vehicles are used as queries and galleries, respectively. The comparison results on VeRi-776 with other methods
are summarized in Table 5.

Table 5: Comparison with SOTA methods on VeRi-776.

Method Reference Source Data mAP
MMT [38] ICLR 2020 VehicleID 35.3
SpCL[17] NeurIPS 2020 VehicleID 38.9
Cluster Contrast [22] ACCV 2022 - 40.3
Cluster Contrast (Infomap) [22] ACCV 2022 - 40.8
DCC [23] arxiv 2022 - 41.4
PPLR (part feature) [45] CVPR 2022 - 41.6
BMW This paper - 42.1
DCC (ResNet50-ibn) [23] arxiv 2022 - 42.1
PPLR(part feature+camera labels) [45] CVPR 2022 - 43.5
PPLR(part feature+camera labels+re-ranking) [45] CVPR 2022 - 45.3

It can be observed from Tabel 5 that our BMW method also outperforms other methods on the vehicle ReID task.
For example, PPLR (part features) uses extra part features and our BMW still outperforms it by 0.5% in mAP.
Our BMW method is even comparable with methods that use deeper backbone [DCC (ResNet50-ibn)], extra
annotations [PPLR (part features + camera labels)] or stronger re-ranking PPLR (part features + camera labels +
re-ranking)].

As we use the same hyper-parameters on the VeRi-776 dataset, i.e., λintra = 0.9 and λinter = 0.2, experiments
on VeRi-776 further show that hyper-parameters selected on one dataset can be applied on other datasets with
promising performance.
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A.6 Balance between the intra-class and inter-class constraints

The two constraints are balanced with two loss weights, i.e., λintra for the intra-class constraint Lintra, and
λinter for the inter-class constraint Linter . The values of λintra and λinter should be different due to their
distinct roles:

1. The term Lintra encourages memory banks to approach corresponding positive training samples, a
larger λintra enhances the intra-class constraint and encourages the memory banks to closely represent
their positive samples while maintaining discriminative power in feature space.

2. In the meantime, since Linter pushes memory banks away from each other, a larger λinter may push
memory banks far away from corresponding positive samples.

Therefore, λinter should be smaller than λintra from the above analysis.

We also conduct the hyper-parameter analysis, which shows that:

1. The configuration (λintra = 0.9, λinter = 0.2) achieves peak performance on both datasets. This
indicates that hyperparameters selected on one dataset can be applied to others without sacrificing the
performance.

2. The superior performance does not totally rely on careful selection of hyperparameters. We notice that
BMW consistently achieves better results than others as long as λintra sits in [0.6, 1] and λinter in
[0.1, 0.25].

Consequently, the hyperparameters are easily tunable for superior performance across different datasets.

By the way, the superiority range of λinter is smaller than that of λintra. This is because Lintra decreases after
several training iterations even when using the hard sampling strategy, while Linter stays large because of the
large number of identities. We can apply a threshold on Linter to ignore memory bank pairs that are already far
away from each other. This strategy will enlarge the operating range of λinter .

A.7 Limitations

A.7.1 Noisy data

Our method is applied to the unsupervised person ReID task. As the pseudo label is generated by unsupervised
clustering method, i.e., DBSCAN, the training process is performed with noisy in the label. Along with the
model training, the discrimination ability of the model is progressively enhanced. The pseudo label generated by
DBSCAN based on extracted features will be also progressively more precise, which in turn helps the model
training. However, the noisy label will mislead both the model training and the memory bank optimization.
Therefore, for future improvement, a robust memory bank optimization method should be studied that better
captures relationships between memory entries and training samples to improve effectiveness.

A.7.2 Cross-domain scenarios

Our experiments demonstrate both strong performance and consistent hyperparameter transferability across
datasets. While current unsupervised person ReID methods typically train and test on the same dataset, cross-
domain evaluation reveals significant performance degradation due to distribution shifts.

Recent work in lifelong person ReID has begun addressing this challenge through memory bank-based knowledge
preservation. Current approaches primarily optimize memory banks using only positive sample relationships.
We observe that incorporating inter-class constraints, as in our BMW framework, could significantly enhance
knowledge representation. Building on this insight, future research should investigate BMW-based memory
bank optimization to improve performance in lifelong ReID scenarios. This direction could potentially bridge
the gap between single-domain and cross-domain ReID performance.

A.7.3 Optimization effectiveness

For datasets with a large number of identities, the inter-class loss may remain elevated during training. Therefore,
we need to adjust inter-class constraints. For future research, a dynamically weighting strategy and a progressively
hard sampling strategy could be studied to enhance the robustness and effectiveness of our method.

A.8 Compared with the conventional classifier

It’s an important topic about memory bank is better than FC layer for unsupervised person ReID. We provide the
reasons as follows.

Memory bank is more effective in enhancing feature representation:
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1. ReID is different from classification: In the classification task, the training and test sets have the
same set of categories. However, in ReID task, identities in the training set do not exist in the test set
(because we cannot know identities appear in the future). So, a classifier trained on the training set can
not predict correct ID labels on the test set. As ReID is performed based on image feature similarities,
feature distance relationship is more important than classification prediction.

2. Classifier is not effective to optimize features: The standard classifier uses an FC layer and a SoftMax
layer to predict probabilities. The cross-entropy loss is commonly used to supervise the predicted
probabilities. Classifier focuses on predicting correct labels, instead of optimizing feature distance
relationships, as widely discussed in previous works.

3. Memory bank is more effective to optimize features: The memory bank is optimized separately with
the features. The target of memory bank update is to enhance the feature distance optimization and the
performance of ReID, rather than accurately predicting image labels. E.g., although Lθ increases from
0.439 to 3.033 in the epoch 1 on Market, mAP on test set increases from 12.9% to 25.6%.

Memory bank is more robust against label noise induced by unsupervised clustering:

1. A single noisy sample will perturb all parameters in FC layer: As an FC is followed by the SoftMax
layer, each noisy sample will perturb all FC parameters via the gradient of the cross entropy loss,
making FC parameters sensitive to label noise.

2. Only a few memory banks are perturbed by a single noisy sample: For a noisy sample in a training
batch, only its corresponding memory bank is certainly to be perturbed. Other memory banks are
perturbed only if the noisy label is selected as the hard sample, which has a very low probability of
occurrence given the large number of identities in datasets. Thus, most memory banks will not be
perturbed by a single noisy sample.

Therefore, memory banks are better for unsupervised ReID with stronger generalization capacity on test set.

On the supervised ReID task, memory bank can also enhance feature representations more effectively compared
to conventional classifiers. Below, we provide the detailed explanation and validation.

BMW is more effective at feature optimization:

1. Different from classification tasks, ReID requires learning discriminative feature representations where
feature distance relationships (e.g., intra-class compactness and inter-class separation) are optimized,
rather than classification accuracy.

2. As conventional classifiers focus on accurate label prediction and do not directly optimize feature
relationships, their abilities to optimize feature representations are limited.

3. Compared to conventional classifiers, the proposed BMW directly optimizes feature distance rela-
tionships with Lθ , and memory banks are optimized with LM to facilitate the feature representation
learning.

From the above analysis, the advantage of our BMW in feature representation learning over conventional classi-
fiers is independent of data annotations. Thus, BMW is also more effective at optimizing feature representations
on the supervised ReID task compared to conventional classifiers.

We further trained our BMW method under the supervised setting. The performance comparison between our
BMW and conventional classifiers is summarized in Table 6.

Table 6: Comparison among classifier-based and memory-bank-based methods.
Method Type Reference mAP on Market mAP on MSMT17

Only classifier Classifier IJCAI’21 81.1 –
Classifier+circle loss Classifier CVPR’20 87.4 52.1

ICE Memory bank ICCV’21 86.6 50.4
ISE Memory bank CVPR’22 87.8 51.0
DCMIP Memory bank ICCV’23 89.2 62.8
DCC Memory bank arXiv’22 89.9 65.5
Unsupervised BMW Memory bank This paper 86.3 44.6
Supervised BMW Memory bank This paper 90.5 66.7

It can be observed from Table 6 that:
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1. Compared to the conventional classifier, our BMW still enhances feature representations more effec-
tively under the supervised setting.

2. Our unsupervised version of BMW is even comparable to the supervised circle loss method, which is
a metric learning method. This shows the stronger feature optimization capacity of our BMW method.

3. Our BMW also outperforms other methods using memory bank by a clear margin. This further shows
the superiority of our BMW method.
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