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Figure 1: Visual results of INSTANTSWAP. Our approach can seamlessly swap a source concept with
a customized concept in an image, even with great shape differences. Moreover, INSTANTSWAP can
be used for other tasks, such as concept insertion and removal.

ABSTRACT
Recent advances in Customized Concept Swapping (CCS) enable a text-to-image
model to swap a concept in the source image with a customized target concept.
However, the existing methods still face the challenges of inconsistency and inef-
ficiency. They struggle to maintain consistency in both the foreground and back-
ground during concept swapping, especially when the shape difference is large
between objects. Additionally, they either require time-consuming training pro-
cesses or involve redundant calculations during inference. To tackle these issues,
we introduce INSTANTSWAP, a new CCS method that aims to handle sharp shape
disparity at speed. Specifically, we first extract the bbox of the object in the source
image automatically based on attention map analysis and leverage the bbox to
achieve both foreground and background consistency. For background consis-
tency, we remove the gradient outside the bbox during the swapping process so
that the background is free from being modified. For foreground consistency,
we employ a cross-attention mechanism to inject semantic information into both
source and target concepts inside the box. This helps learn semantic-enhanced rep-
resentations that encourage the swapping process to focus on the foreground ob-
jects. To improve swapping speed, we avoid computing gradients at each timestep
but instead calculate them periodically to reduce the number of forward passes,
which improves efficiency a lot with a little sacrifice on performance. Finally, we
establish a benchmark dataset to facilitate comprehensive evaluation. Extensive
evaluations demonstrate the superiority and versatility of INSTANTSWAP.

1 INTRODUCTION

We explore the task of Customized Concept Swapping (CCS), a subtask of text-to-image (T2I) gen-
eration, which aims to replace a concept in a source image with a highly customized new concept.
Combined with diffusion models (Dhariwal & Nichol, 2021; Rombach et al., 2022; Nichol et al.,
2021), recent CCS methods demonstrate widespread applicability in areas such as selfie enhance-
ment, photo blog creation, and comic creation.

Early work (Yang et al., 2023) in CCS primarily relies on copy-paste techniques, which are rough
and unreliable. By integrating powerful customization techniques (Ruiz et al., 2023; Kumari et al.,
2023) with image editing methods (Hertz et al., 2022; 2023), a series of works (Gu et al., 2024a;
Choi et al., 2023; Li et al., 2023b; Gu et al., 2024b) have been proposed. Although achieving
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Figure 2: Our INSTANTSWAP achieves better swapping consistency than the existing methods.

remarkable success, these approaches still face the problems of inconsistency and inefficiency as
shown in Fig. 2. (1) Inconsistency: Attention-based methods such as PhotoSwap (Gu et al., 2024a)
and P2P (Hertz et al., 2022) maintain background consistency well but struggle with shape differ-
ences between source and target concepts, resulting in foreground inconsistency. Score distillation
based methods such as SDS (Poole et al., 2022), DDS (Hertz et al., 2023), and CDS (Nam et al.,
2024) fail to generate foreground concepts precisely and alter the background significantly, causing
both foreground and background inconsistency. (2) Inefficiency: Attention-based methods require
an inefficient training phase (Mokady et al., 2023; Ju et al., 2024) on source image to maintain
background consistency. While score distillation based methods are training-free, they still require
redundant calculations of forward passes at each timestep, leading to inference inefficiency.

To address the aforementioned issues, we propose INSTANTSWAP, a training-free framework that
efficiently performs customized concept swapping across shape differences while maintaining both
foreground and background consistency. Specifically, we extract the bounding box (bbox) that
indicates the position of the source concept from the enhanced cross-attention map of the source im-
age. With this bbox, we perform the background gradient masking (BGM) strategy to prevent modi-
fications outside the bbox, thus ensuring background consistency. Moreover, to improve foreground
consistency, we leverage the semantic information to highlight the cross-attention maps of source
and target concepts respectively within the bbox. This strategy leads to the semantic-enhanced
concept representation (SECR), which facilitates precise foreground swapping. Finally, we intro-
duce the Step-Skipping Gradient Updating (SSGU) strategy, which only performs forward passes
at certain timesteps to calculate gradients. For the timesteps without direct gradient computations,
we reuse the previously obtained gradients for updates. Through this strategy, we reduce the total
number of forward passes and improve the efficiency of our method.

Since the CCS is a recently proposed task, no dedicated evaluation benchmark currently exists. To
address this gap, we introduce ConSwapBench, the first benchmark dataset specifically designed for
CCS. ConSwapBench comprises two sub-benchmarks: ConceptBench and SwapBench. Concept-
Bench contains images representing target concepts, while SwapBench includes images with one or
more concepts to be swapped, serving as source images.

Through extensive qualitative and quantitative comparisons, we demonstrate the effectiveness and
superiority of our INSTANTSWAP. We also conduct comprehensive ablation studies to verify the ef-
fectiveness of each component of our approach. Additionally, we further extend our INSTANTSWAP
to related tasks, proving its efficacy and versatility. Our contributions are summarized as follows:

• We propose INSTANTSWAP, a novel training-free customized concept swapping (CCS)
framework, which enables efficient concept swapping across sharp shape differences.

• We design the background gradient masking (BGM) strategy and semantic-enhanced con-
cept representation (SECR) to improve the background and foreground consistency respec-
tively. Moreover, we adopt a step-skipping gradient updating (SSGU) strategy to reduce
redundant computation and improve efficiency.

• To provide a comprehensive evaluation for CCS, we introduce ConSwapBench, the first
benchmark for customized concept swapping. Extensive qualitative and quantitative eval-
uations demonstrate the effectiveness and superiority of our INSTANTSWAP.

2 RELATED WORK

2.1 DIFFUSION-BASED IMAGE EDITING

Image Editing is a fundamental and popular topic in computer vision. Previous works based on
Generative Adversarial Networks (GAN) (Goodfellow et al., 2020) only focus on specific object
domains, which limits the application. With the emergence of diffusion model Rombach et al.
(2022), image editing is now able to modify various objects through prompts. These methods are
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mainly divided into five categories: instruction-based methods, blending-based, attention-based,
inversion-based, and score distillation based methods. Instruction-based methods (Brooks et al.,
2023; Geng et al., 2024; Huang et al., 2024; Zhang et al., 2024a) typically require an instruction
editing dataset to train the diffusion model. Blending-based methods (Couairon et al., 2022; Li
et al., 2024; Zhang et al., 2023; Huang et al., 2023a) merge the source and target prompts to guide
the editing process, while attention-based methods (Hertz et al., 2022; Cao et al., 2023; Tumanyan
et al., 2023; Guo & Lin, 2024) inject the attention feature of the source image. Both methods
have lower editing costs but poorer background preservation and prompt alignment. Inversion-
based methods (Mokady et al., 2023; Ju et al., 2024; Miyake et al., 2023; Dong et al., 2023) aim
to reverse the fixed trajectory generated by the forward pass to reproduce the source image. These
methods can serve as an extra training phase to enhance the background consistency of attention-
based methods. Finally, score distillation based methods (Hertz et al., 2023; Nam et al., 2024;
Chang et al., 2024; Kim et al., 2023) draw on the optimization process of SDS (Poole et al., 2022),
using score distillation-based loss to optimize the source image for editing. These methods are more
flexible than the previous ones but still face challenges with background preservation.

2.2 CONCEPT SWAPPING

Concept swapping, a subtask of general image editing, focuses on replacing the source concept in
an image with a user-specified target concept. This task is first proposed by PbE (Yang et al., 2023),
which employs a CLIP encoder to extract features of the target concept and inject them into the
UNet through a cross-attention layer. After that, concurrent works (Gu et al., 2024a; Choi et al.,
2023; Li et al., 2023b) extend concept swapping into the customization field (Gal et al., 2022; Zhu
et al., 2024). They combine attention-based editing methods (Hertz et al., 2022; Tumanyan et al.,
2023), with tuning-based customization methods (Ruiz et al., 2023; Kumari et al., 2023) to achieve
customized concept swapping. Building on Photoswap, SwapAnything (Gu et al., 2024b) further
obtains masks with external modules to specify the locations of objects in the source image. We
improved the existing method in three key aspects. Firstly, we employ bounding boxes instead of
masks as spatial indicators of the source concept, allowing greater flexibility for shape variation
during concept swapping. Secondly, we use bounding boxes to prevent background changes via
gradient masking, thus ensuring background consistency. Third, we augment concept representa-
tion with semantic information to maintain foreground consistency. Finally, rather than executing
forward passes at every timestep, we execute them only at specific intervals to enhance efficiency.

3 METHOD

Given a set of images (typically fewer than 5) Xt = {xi}Mi=1 representing a specific concept Ot,
along with an image xs and a prompt ps describing a source concept Os, the objective of CCS is to
“seamlessly” replace Os in xs with Ot according to a target prompt Pt, resulting in a final target im-
age xt. An ideal customized concept swapping should handle the shape differences between source
and target concepts to preserve swapping consistency while maintaining satisfactory efficiency. We
introduce INSTANTSWAP to achieve this. INSTANTSWAP is based on Stable Diffusion and extends
from the score distillation based image editing methods (Poole et al., 2022; Hertz et al., 2023).

3.1 PRELIMINARIES

3.1.1 STABLE DIFFUSION

In this paper, the foundational model utilized for text-to-image generation is Stable Diffusion (Rom-
bach et al., 2022). It takes a text prompt P as input and generates the corresponding image x. Stable
Diffusion consists of three main components: an autoencoder(E(·),D(·)), a CLIP text encoder τ(·)
and a U-Net ϵϕ(·). Typically, it is trained with the guidance of the following reconstruction loss:

Lrec = Ez,ϵ∼N (0,1),t,P

[
∥ϵ− ϵϕ (zt, t, τ (P ))∥22

]
, (1)

where ϵ ∼ N (0, 1) is a randomly sampled noise, t denotes the time step. The calculation of zt is
given by zt = αtz + σtϵ, where the coefficients αt and σt are provided by the noise scheduler.

3.1.2 SCORE DISTILLATION BASED IMAGE EDITING

Different from traditional attention-based image editing, score distillation based methods achieve
image editing through iterative optimization with a score distillation loss. Given the latent feature
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z of source image and a denoising U-Net ϵϕ(·), SDS (Poole et al., 2022) can optimize the latent
feature z of the image to align with the target prompt Pt by employing the following loss:

LSDS = ∥ϵϕ (zt, t, τ (Pt))− ϵ∥22, (2)

where ϵ and t are randomly sampled noise and timestep.

The resulting image SDS is very blurry and only contains foreground objects in the target prompt
Pt. To address this issue, DDS (Hertz et al., 2023) expresses the gradient of Eq. (2) as

∇zLSDS(zt, t, τ(Pt)) = δtgt + δbias, (3)

where δtgt indicates the direction aligned with the target prompt and δbias refers to undesired part
that makes the image blurry. Based on this, DDS further utilizes the fixed latent ẑt of the source
image and the source prompt Ps to approximate the bias component in Eq. (3):

∇zLSDS(ẑt, t, τ(Ps)) ≈ δ̂bias ≈ δbias. (4)

Finally, DDS is represented by the difference of Eq. (3) and Eq. (4):

∇zLDDS = ∇zLSDS(zt, t, τ(Pt))−∇zLSDS(ẑt, t, τ(Ps)) ≈ δtgt. (5)

Based on Eq. (5), the loss of DDS is given by

LDDS = ∥ϵϕ (zt, t, τ (Pt))− ϵ̂ϕ(ẑt, t, τ(Ps))∥22. (6)

3.2 INSTANTSWAP

Directly extending score distillation based editing methods to the task of CCS encounters the chal-
lenge of inconsistency. These methods optimize the background and foreground simultaneously,
causing cross-interference and leading to undesirable inconsistency. To address these limitations, we
first propose a strategy to automatically locate objects to be edited, resulting in the object bounding
box (bbox). With this bbox, we propose a background gradient masking technique to remove gra-
dients in the background region and confine swapping to the foreground region. To further enhance
foreground swapping consistency, we propose to learn semantic-enhanced concept representations
for both source and target concepts based on an attention map feature injection mechanism. An
overview of our method is presented in Fig. 3.

3.2.1 AUTOMATIC BOUNDING BOX GENERATION

We first automatically obtain the bbox to indicate the position of the concept Os in the source image.
Given the source image xs and the source prompt Ps, we perform a forward pass with the U-Net
ϵϕ(·) and obtain the cross-attention map Ac and self-attention map As through:

A = Softmax

(
QKT

√
d′

)
V, (7)

where Q is the query vector projected from the image features, d′ represents the output dimension
of key and query features. K is the key vector and V is the value vector. For cross-attention maps
Ac, K and V are projected from the text embeddings τ(P ). For self-attention maps As, K, and V
are projected from the image features. Directly applying a threshold on the Ac can yield a coarse-
grained mask, which cannot accurately reflect the location of Os. Inspired by (Nguyen et al., 2024;
Zhang et al., 2024b), we modify the Ac as follows:

Âc = As · (Ac)
α
. (8)

Based on Eq. (7), all values in Ac range between 0 and 1. Therefore, element-wise exponentiation of
Ac by α can weaken the activation of non-target regions. Additionally, as mentioned in (Liu et al.,
2024), As contains rich structural information. This information can effectively assist Âc in better
activating the target regions. Finally, we apply the threshold β to Âc to obtain the mask. Subse-
quently, we converted the mask into the bbox Bs based on the minimum and maximum coordinates
of all foreground points within the mask. This strategy allows us to obtain the bbox Bs without
any additional modules. We intentionally set a relatively loose constraint on the mask to obtain a
bbox that completely covers the source concept. We discuss the effectiveness of our automatically
obtained bboxes in Sec. 4.5.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

Target Branch

Source Branch

Bbox Creation

U-Net

A
ttention

U-Net

Cross A
ttn

“A vase on the table”

“A sks teapot on the table”

Source Image

Optimized

SECR

SECR

Target Concept
sks teapot

“vase”

“sks teapot”

Cross A
ttn

SECR

159
102

add noise

add noise

Figure 3: Overall pipeline of INSTANTSWAP. We first obtain the bbox of the source concept auto-
matically. The obtained bbox is input into SECR in both the source and target branches to enhance
the foreground swapping consistency. Additionally, the source and target branches generate the pre-
diction of noise for the source and target images based on their respective prompts. The predicted
noise, along with the bbox, is used for the BGM to preserve background consistency.

3.2.2 BACKGROUND GRADIENT MASKING

With the object bbox, we propose a background gradient masking (BGM) approach to ensure that
the concept swap is confined to the foreground region. Given the latent feature ẑ of the source image
and the latent feature z of the target image, where z is initialized to ẑ and is continuously optimized
to obtain the final target image xt. Based on Eq. (6), we first obtain the gradient of z:

∇zL = (ϵϕ (zt, t, τ (Pt))− ϵ̂ϕ(ẑt, t, τ(Ps))
∂ϵϕ (zt, t, τ (Pt))

∂zt

∂zt
∂z

. (9)

As stated in (Poole et al., 2022), the mid term is a U-Net Jacobian term and can be omitted, and
αt = ∂zt /∂z is a constant which can be represented as w(t):

∇zL = w(t)(ϵϕ (zt, t, τ (Pt))− ϵ̂ϕ(ẑt, t, τ(Ps)). (10)

This gradient shares the same dimension as z, which means it can update z in a pixel-wise manner.
However, this will update the foreground and background simultaneously, producing inconsistent
background. To remedy this, we apply the bbox Bs on Eq. (10) to mask the gradients related to the
background before back propagation and obtain our BGM:

∇zLBGM = w(t)(ϵϕ (zt, t, τ (Pt))− ϵ̂ϕ(ẑt, t, τ(Ps))⊙Bs. (11)

This simple masking strategy prevents the background from being updated and thus ensures back-
ground consistency.

3.2.3 SEMANTIC-ENHANCED CONCEPT REPRESENTATION

The BGM module maintains the background consistency during swapping. However, whether the
source concept can be replaced with the target concept cannot be guaranteed. This limitation arises
because the optimization of Eq. (11) is still carried out at the entire feature map level of both the
source latent ẑt and target latent zt without distinguishing between the foreground and the back-
ground. To address this, we propose to obtain semantic-enhanced concept representations for both
source and target concepts and emphasize their locations within the foreground region during con-
cept swapping.

Let Fs be the source image feature and ps represent the prompt of source concept (e.g. “rose”), the
semantic embedding cs can be acquired through cs = τ(ps). We first resize the previously obtained
object bbox to fit the dimensions of the source image feature Fs, resulting in the feature bbox Bf .
We then crop Fs with Bf to get a regional image feature fs. With fs, we calculate the query vector
through Qs = W q · fs. After that, we can obtain the key and value vectors through:

Ks = W k · cs, Vs = W v · cs. (12)
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Figure 4: Overview of SECR.

Then the final partial attention output is calculated as follows:

f̂s = Softmax

(
QsK

T
s√

d′

)
Vs, (13)

where d′ represents the output dimension of key and query features. In this way, we inject the se-
mantic information of the source concept into the cross-attention map, resulting in regional concept
representation f̂s. We then map f̂s back to the original feature map Fs to get a semantic-enhanced
representation F̂s for the entire source image. Fig. 4 illustrates the process. In the target branch,
we first convert the target concept into semantic space with DreamBooth (see more details in Ap-
pendix L), using a specific rare token (e.g., “sks”) to represent the concept. With the target prompt
pt (e.g., “sks teapot”) and the feature bbox Bf , we similarly apply this process for the target
image feature Ft and obtain the semantic-enhanced representation F̂t for the target image.

Through proactive injection of semantic guidance, we provide the source and target branches with
semantic-enhanced concept representation within the foreground region. Consequently, SECR trans-
forms the target branch into a target concept adder and the source branch into a source concept re-
mover. Their collaboration results in precise and seamless concept swapping, thus enhancing the
foreground consistency. Moreover, SECR can also facilitate concept insertion and removal, which
is further discussed in Sec. 4.6.

(a) Previous Methods (b) Proposed SSGU

reuse

Figure 5: Comparison between our SSGU and previous methods.

3.2.4 STEP-SKIPPING GRADIENT UPDATING

After addressing the problem of inconsistency, we turn our attention to the challenge of inefficiency.
As illustrated in Fig. 5, previous methods calculate the gradient at each timestep. However, the suc-
cess of DDIM (Song et al., 2020) in accelerating DDPM (Ho et al., 2020) motivates us to consider:
Can we skip the calculation of gradients at certain timesteps? During concept swapping, we ob-
serve that the effect of gradient updates on the target image is similar across adjacent timesteps (see
detailed results in Appendix G). Based on this observation, we propose the Step-Skipping Gradient
Updating (SSGU) strategy. The key insight of SSGU is that skipping some gradient calculations
does not significantly sacrifice the swapping consistency while considerably improving efficiency.
As a result, our SSGU calculates gradients at interval timesteps and reuses the previously calculated
gradients during the intervening timesteps.

We define our entire pipeline as F , given the source image xs, the timestep t, and the intermediate
target image x̃t at timestep t. We can obtain the gradient gt and the output intermediate target image
x̃t+1 at timestep t as follows:

gt = F(xs, x̃t, t), (14)
x̃t+1 = x̃t − ηgt, (15)

where η is the learning rate. Our SSGU periodically retains some anchor gradients and skips the
forward passes between two anchor gradients. The step-skipping period is controlled by the SSGU
factor λ. The set of anchor gradients can be defined as:

G = {gλk}, k = 0, 1 · · · , ⌊T/λ⌋, (16)

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

SDS DDS PhotoSwapCDS PnPInv+P2P

a bug walking across a leaf covered ground → a sks duck walking across a leaf covered ground

a green bird sitting on a wire with trees in the background → a sks flower sitting on a wire with trees in the background

a bird standing on top of a rock near the ocean → a sks sunglasses standing on top of a rock near the ocean 

a small boat floating on top of a sandy beach → a sks barn floating on top of a sandy beach 

a sheep standing on top of a lush green field → a sks teapot standing on top of a lush green field

Source Image Customized Concept Ours

a blue and white bird sits on a branch → a sks candle sits on a branch 

Figure 6: Qualitative comparisons between our INSTANTSWAP and other methods. More qualitative
results as well as the used bboxes can be found in Appendix O.

where T is the ended timestep. For any intervening timestep t, we use its nearest former anchor
gradient to update the intermediate target image x̃t. Taking λ = 2 as an example, we assume that t
is an even number and gt−2, gt ∈ G. SSGU updates x̃t−2 and x̃t−1 with the anchor gradient gt−2:

gt−2 = F(xs, x̃t−2, t− 2), (17)
x̃t−1 = x̃t−2 − ηgt−2, (18)
x̃t = x̃t−1 − ηgt−2. (19)

For the next timestep t, another anchor gradient gt is used to update xt. As a result, our SSGU
reduces the number of forward passes during the entire concept swapping process to 1/λ of the
original count. Since the forward pass accounts for approximately 95% of the total inference time
(see detailed analysis in Appendix E), our SSGU can improve the overall inference speed of our
method by approximately λ times, with minimal effect on swapping consistency (see Sec. 4.5).
Furthermore, our SSGU can be transferred to other score distillation based methods to improve their
efficiency in the same way, which is further discussed in Sec. 4.6.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

We conduct the experiments with Stable Diffusion (Rombach et al., 2022) v2.1-base on a single
RTX3090. We use the customized checkpoint from DreamBooth (Ruiz et al., 2023) to introduce
concepts. We set the SSGU factor λ to 5, α to 2, β to 0.5 and the guidance scale to 7.5. The bbox is
obtained through the first three steps. Subsequently, we use SGD (Robbins & Monro, 1951) with a
learning rate of 0.1 to optimize for 550 steps of iterations.
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Table 1: Quantitative comparisons. Our method outperforms all the compared methods in all the
selected metrics. Red stands for the best result, Blue stands for the second best result.

FG BG Overall
Method CLIP-I ↑ PSNR ↑ LPIPS×103 ↓ MSE ×104 ↓ SSIM ×102 ↑ CLIP-T ↑ Time (s) ↓

SDS 73.70 20.79 339.51 107.53 72.59 23.53 40.37
DDS 71.05 24.07 89.80 53.08 83.44 23.99 66.89
CDS 71.69 23.36 90.35 63.41 83.21 24.17 140.26
PhotoSwap 70.15 24.24 120.62 56.64 80.56 22.38 140.34
PnPInv+P2P 70.74 24.63 108.22 47.49 82.07 24.25 37.02
Ours 75.00 27.39 47.68 27.87 86.58 25.74 19.83

4.2 CONSWAPBENCH

Despite the significant application potential of customized concept swapping, there is currently no
dedicated evaluation benchmark. To meet the needs of comprehensive evaluation, we introduce
ConSwapBench, the first benchmark dataset specifically designed for customized concept swapping.
ConSwapBench consists of two sub-benchmarks: ConceptBench and SwapBench. ConceptBench
comprises 62 images covering 10 different target concepts used for customization, while SwapBench
includes 160 real images containing one or more objects to be swapped, serving as source images.
For each image in SwapBench, we use Grounding SAM (Ren et al., 2024) to acquire the bbox of the
foreground concepts as the ground truth for evaluation purposes. We apply each customized concept
from ConceptBench to perform concept swaps on each image in SwapBench, ultimately generating
a total of 1,600 images for evaluation. More details can be found in Appendix C.

4.3 QUALITATIVE COMPARISON

Since customized concept swapping is a relatively novel task, there are limited methods available for
direct comparison. Consequently, we include SOTA image editing methods and adapt them for cus-
tomized concept swapping. We include the following methods: (1) Score distillation based methods:
SDS (Poole et al., 2022), DDS (Hertz et al., 2023), and CDS (Nam et al., 2024); (2) Attention-based
methods: PhotoSwap (Gu et al., 2024a), PnPInv (Ju et al., 2024), and P2P (Hertz et al., 2022). We
excluded SwapAnything (Gu et al., 2024b) as it is not publicly available. The qualitative results are
illustrated in Fig. 6. We find that score distillation based methods can accommodate shape varia-
tions during concept swapping. However, they exhibit poor foreground fidelity (3rd and 6th rows)
and lead to unnecessary modifications on the background (1st and 2nd rows). Attention-based meth-
ods are unable to manage shape variations (4th row) and also struggle with maintaining background
consistency (5th row). In contrast, our method demonstrates superior performance in addressing
shape variations and maintaining swapping consistency.

4.4 QUANTITATIVE COMPARISON

We also conduct a thorough quantitative comparison on ConSwapBench. For each generated image,
we first use the ground truth bbox in SwapBench to obtain their foreground and background respec-
tively. We use seven different metrics to evaluate the methods from three aspects: (1) Foreground
consistency: We calculate the CLIP Image Score (Radford et al., 2021) between the foreground of
generated images and the images of customized concepts. (2) Background consistency: We use
the four metrics, PSNR, LPIPS (Zhang et al., 2018), MSE, SSIM (Wang et al., 2004) to evaluate
the background consistency. (3) Overall consistency and efficiency: We calculate the CLIP Text
Score (Hessel et al., 2021) between generated images and target prompts to evaluate the overall
prompt consistency. We also report the inference time of each method to evaluate their efficiency.
As shown in Tab. 1, our method outperforms other methods on all seven metrics.

4.5 ABLATION STUDY

Table 2: Quantitative ablation results of BGM.
Method PSNR ↑ LPIPS ↓ MSE ↓ SSIM ↑ CLIP-T ↑

w/o BGM 18.03 249.24 184.19 72.25 23.08
Ours 27.39 47.68 27.87 86.58 25.74

BGM. To verify the effectiveness of BGM in
background preservation, we conduct an abla-
tion study by removing BGM. As illustrated in
the second column of Fig. 7, while our method
can still achieve concept swapping without
BGM, it causes serious modifications on the background. In contrast, our full method not only
maintains high foreground fidelity but also effectively preserves the background consistency. We
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得找找看no source 和 no target都不好，但是我们好的

w/o source w/o target w/o target&source

除了之前提到的问题，还有别的问题

Source image Ours

empty room with hardwood floors and a chair → empty room with hardwood floors and a sks duck

a table topped with a cup of coffee and two candles → a table topped with a sks sunglasses and two candles

143

20

w/o BGM

a wooden frame mockup … → a sks dog …

Customized Concept

Source Image GT bbox Our bbox

Result w/ GT Result w/ ours

Figure 7: Qualitative results of the ablation study on: Left: BGM and SECR. Right: different bboxes.

further conduct a quantitative analysis of the background consistency and prompt consistency, as
shown in Tab. 2. Our full method outperforms in all metrics.

Table 3: Quantitative ablation results of different bboxes.
Gen Eva CLIP-I ↑ PSNR ↑ LPIPS ↓ MSE ↓ SSIM ↑ CLIP-T ↑

Ours GT 75.00 27.39 47.68 27.87 86.58 25.74
GT GT 75.79 31.46 32.61 13.51 87.62 25.53

Ours Ours 77.72 31.64 31.17 13.28 88.21 25.74

Automatic bounding box detection
mechanism. We further verify the
effectiveness of our bboxes by us-
ing ground truth (GT) bboxes from
SwapBench to replace the automati-
cally obtained bboxes. As shown in
Fig. 7, although GT bboxes accurately indicate the location of the source concept, they prevent our
method from fully swapping the source concept. Compared to GT bboxes, our bboxes are relatively
larger and can fully cover the source concept, thereby facilitating complete concept swapping. We
also provide quantitative comparisons of different bboxes. As shown in Tab. 3, Gen stands for the
generation bboxes, while Eva stands for the evaluation bboxes. The two types of bboxes do not
significantly affect background preservation in our method, whereas our bboxes perform better than
GT bboxes on the foreground metric. More detailed comparisons can be found in Appendix F.

Table 4: Quantitative ablation re-
sults of SECR.
Method CLIP-I ↑ CLIP-T ↑

w/o source 73.70 25.47
w/o target 73.40 25.52
w/o source&target 72.42 25.21

Ours 75.00 25.74

SECR. To verify the effectiveness of SECR, we conduct abla-
tion studies including removing SECR from (1) source branch
(w/o source), (2) target branch (w/o target), (3) both (w/o
source & target). The visualization results are illustrated in
columns 3 to 5 of Fig. 7. Although all methods preserve
the background well, they show reduced foreground fidelity.
Additionally, we perform a quantitative analysis of their fore-
ground consistency and prompt consistency. The results pre-
sented in Tab. 4 indicate that our full method exhibits superior performance.

0 5 10 15 20 25 30
Number of SSGU factor 
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68

72

76

80
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20

40

60

80

100CLIP-I 
Time 

Figure 8: Quantitative results on the
ablation study of the SSGU factor λ.

SSGU. To verify the effectiveness of our proposed SSGU,
we first visualize the images generated under different SSGU
factors. As shown in Fig. 9, λ = 1 indicates that SSGU is
not used. When λ ≤ 9, the SSGU can preserve foreground
and background consistency well while improving the effi-
ciency of our method. As λ increases, the images exhibit
more artifacts due to excessive neglect of gradients. There-
fore, identifying an optimal SSGU factor λ is crucial. We
further conduct a detailed quantitative analysis of different
λ values on foreground consistency and efficiency (see com-
plete results in Appendix D), as illustrated in Fig. 8, where
the x-axis represents different λ values and the y-axis rep-
resents the respective metric outcomes. When SSGU is not
used, our method achieves the best swapping consistency but the lowest efficiency. As λ increases,
our SSGU sacrifices certain swapping consistency but significantly improves efficiency. To balance
consistency and efficiency, we ultimately select λ = 5 for our final model.

4.6 APPLICATIONS OF INSTANTSWAP

Multi-concept swapping. Our INSTANTSWAP can be easily extended to facilitate multi-concept
swaps by sequentially performing multiple single-concept swaps. As shown in the left of Fig. 10, our
method can swap each concept within the image with both foreground and background consistency.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

Source Image Customized Concept

a couple of birds standing on top of a rocky beach → a sks duck standing on top of a rocky beach

a photo of a cake on a wooden plate → a photo of a sks cup on a wooden plate

Figure 9: Qualitative results of different SSGU factor λ. Excessively high λ can lead to a decline in
foreground consistency.

Source Image Intermediate Result Final Result Customized FaceSource Image Face Swap Source Image Concept RemovalSource Image Concept Insertion

Figure 10: INSTANTSWAP can be extended to other tasks such as: Left: Multi-Concept Swapping.
Middle: Human Face Swapping. Right: Concept Insertion and Removal.

Human face swapping. INSTANTSWAP demonstrates exceptional capabilities in human face swap-
ping. As shown in the middle of Fig. 10, with customized face models from CivitAI (Civitai, 2024),
users can seamlessly replace the face in a source image with a customized target face.

Concept insertion and removal. In addition to concept swapping, our method also supports con-
cept insertion and removal. For concept insertion, we employ the same procedure as concept swap-
ping. For concept removal, we adjust the target prompt and the target semantic input pt of SECR to
a null prompt. The results in the right of Fig. 10 further demonstrate the versatility of our method.

Table 5: Quantitative results of SSGU extension.
Method w/o SSGU w/ SSGU λ = 3 w/ SSGU λ = 5

SDS 40.37s 14.12s 8.62s
DDS 66.89s 22.65s 13.90s
CoSD 344.76s 128.97s 79.15s

Accelerating other methods. SSGU can be
transferred to other score distillation based
methods to enhance their efficiency. We select
three representative methods: SDS (Poole et al.,
2022), DDS (Hertz et al., 2023) for image edit-
ing, and CoSD Kim et al. (2023) for video edit-
ing. As shown in Fig. 11, combining these methods with SSGU can significantly improve their
efficiency while almost not altering the generation quality. We further conduct a quantitative analy-
sis to assess the transferability of the proposed SSGU, as presented in Tab. 5.

Vanilla DDS
DDS+SSGU
~5x faster

DDS+SSGU
~3x faster

SDS+SSGU
~5x faster

SDS+SSGU 
~3x fasterVanilla SDS Source Video

a photo of a cat → a photo of a tiger

Source Image

Change the color of his T-shirt to yellow

Vanilla CoSD

CoSD+SSGU ~3x faster CoSD+SSGU ~5x fasterSource Image

Figure 11: Qualitative results of extending our SSGU to other score distillation based methods.

5 CONCLUSION

This paper introduces INSTANTSWAP, a novel framework for precise and efficient customized con-
cept swap. Our BGM and SECR collaborate to maintain both background and foreground consis-
tency. Furthermore, we propose the SSGU to eliminate redundant computation and improve effi-
ciency. Finally, we introduce ConSwapBench, a comprehensive benchmark dataset for customized
concept swapping. The impressive performance of INSTANTSWAP demonstrates its effectiveness.
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A REPRODUCIBILITY STATEMENT

To ensure the reproducibility and comprehensiveness of our method, the Appendix includes the fol-
lowing sections: Appendix B offers a detailed explanation of our method, along with the source code
and parameter settings for each comparative method. Appendix C reviews relevant benchmarks from
previous works and provides detailed information and visual examples of the two sub-benchmarks
in ConSwapBench. Appendix D provides complete quantitative results of the ablation study on
SSGU. Appendix E analyzes the time of each component in our method during the inference process.
Appendix F compares our automatically obtained bounding boxes with the ground truth bounding
boxes. Appendix G visualizes the swapping process of our method. Appendix K provides compre-
hensive results of using Textual Inversion (Gal et al., 2022) for customization. Appendix H includes
the ablation study of automatic bbox generation. Appendix N discusses the impact of our method
on the naturalness of generated images. Appendix O presents the bounding boxes used in the main
paper and includes a gallery of additional qualitative results. Appendix P discusses the limitations
of our method and future works. In Appendix Q, we discuss the potential social impact brought by
our method. We have attached the code in the supplementary materials for reproduction.

B DETAILED IMPLEMENTATIONS

In this section, we provide experimental details of our method as well as all the comparison methods.

SDS (Poole et al., 2022). We utilized a third-party implementation1 for SDS, adhering to its recom-
mended configurations: an iteration number of 200, a guidance scale of 7.5, and a learning rate of
0.1 with SGD (Robbins & Monro, 1951).

DDS (Hertz et al., 2023). We used the official implementation1 for DDS. We followed its recom-
mended settings, setting the iteration to 200, the guidance scale to 7.5, and using SGD (Robbins &
Monro, 1951) with a learning rate of 0.1.

CDS (Nam et al., 2024). We utilized the official implementation2 for CDS, adhering to its recom-
mended settings: an iteration number of 400, a guidance scale of 7.5, and ωcon of 3.0. SGD (Robbins
& Monro, 1951) is employed with a learning rate of 0.1.

PhotoSwap (Gu et al., 2024a). We utilized the official implementation3 of PhotoSwap, adhering
to its recommended settings. Specifically, we employed the DDIM (Song et al., 2020) sampling
method with 50 denoising steps and a classifier-free guidance scale of 7.5. The default step for
cross-attention map replacement is set at 20, while the default steps for self-attention map and feature
replacements are 25 and 10, respectively.

PnPInversion (Ju et al., 2024). We utilized the official implementation4 of PnPInversion, adhering
to its recommended settings: a step number of 50, a reverse guidance scale of 1, and a forward
guidance scale of 0.

Ours. We set the SSGU factor λ to 5, α to 2 and β to 0.5. We use the first three steps to obtain
the bbox and then use SGD (Robbins & Monro, 1951) with a learning rate of 0.1 to optimize for
550 steps of iteration. Besides, we follow Huang et al. (2023b) to adopt a non-increasing timestep
strategy. To ensure a fair comparison, we set the iteration steps for SDS, DDS, CDS, and our method
to the same value when evaluating inference time.

C MORE DETAILS OF CONSWAPBENCH

Customized concept swapping is a relatively new task, lacking a mature and comprehensive bench-
mark for evaluation. Previous approaches have introduced separate benchmarks for image cus-
tomization and image editing tasks. For image customization, DreamBooth (Ruiz et al., 2023) in-
troduces DreamBench, which includes 30 subjects such as sunglasses, backpacks, dogs, and cats.

1https://github.com/google/prompt-to-prompt/blob/main/DDS zeroshot.ipynb
2https://github.com/HyelinNAM/ContrastiveDenoisingScore
3https://github.com/eric-ai-lab/photoswap
4https://github.com/cure-lab/PnPInversion
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Custom Diffusion Kumari et al. (2023) proposes CustomConcept101, comprising 101 concepts, in-
cluding toys, pets, landscapes, and faces. For image editing, PnP (Tumanyan et al., 2023) first
introduces a benchmark with 55 image-prompt pairs. PnPInversion (Ju et al., 2024) proposes PIE-
Bench, consisting of 700 images, each with five annotations: source prompt, target prompt, editing
type, editing content, and corresponding editing mask. Although PIE-Bench covers various editing
types, fewer than 80 images are designed for concept swapping, which is insufficient for comprehen-
sive evaluation. To systematically assess our proposed method, we construct a benchmark named
ConSwapBench, consisting of ConceptBench and SwapBench.

C.1 CONCEPTBENCH

ConceptBench consists of 62 images representing 10 different concepts from the DreamBench (Ruiz
et al., 2023) and CustomConcept101 (Kumari et al., 2023). These concepts include barn, candle,
cat, cup, dog, duck, flower, sunglasses, teapot, and vase. We use SAM (Kirillov et al., 2023) to
segment the subjects in ConceptBench, ensuring that each target concept is accurately translated
into semantic space as customized concepts. We visualize our ConceptBench in Fig. 12.

Figure 12: Visualization of ConceptBench.

C.2 SWAPBENCH

SwapBench comprises 160 images obtained from Unsplash (Unsplash, 2024) and other related
benchmarks including PIE-Bench (Ju et al., 2024) and Visual Genome (Krishna et al., 2017). Each
image contains one or more objects, serving as the source concept for concept swap. For images
with captions, the caption is used as the source prompt. For images without captions, we employ
BLIP2 (Li et al., 2023a) to generate a caption. We also use Grounding SAM (Ren et al., 2024) to
acquire the bbox of the foreground concepts as the ground truth for evaluation purposes. During
the evaluation phase, each concept from ConceptBench is applied to each image in SwapBench for
concept swapping, generating 1,600 images for evaluation. We visualize our SwapBench in Fig. 13.

A photo of a chair and lamp

A photo of a basket of books 
and a cup

A photo of a vase on a table 
near a window

A bird standing in the grass 
near some trees

A antelope walking on a road

A person holding a shell in front 
of the ocean

A white water lily floating on 
top of a body of water

An orange cat sitting on a 
sidewalk in front of a building

Source Image GT bbox Source Image GT bbox Source Image GT bbox Source Image GT bbox

Figure 13: Visualization of SwapBench.
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D COMPLETE QUANTITATIVE RESULTS OF THE ABLATION STUDY ON SSGU

We provide detailed quantitative results of different λ values across all the metrics. As shown
in Fig. 14, overall, as λ increases, the consistency of our method decreases while its efficiency
increases.

0 5 10 15 20 25 30
66.0
68.0
70.0
72.0
74.0
76.0

CLIP-I 

0 5 10 15 20 25 30
25.0
25.5
26.0
26.5
27.0
27.5

PSNR 

0 5 10 15 20 25 3045.0
52.0
59.0
66.0
73.0
80.0 LPIPS 

0 5 10 15 20 25 30
27.0
31.0
35.0
39.0
43.0
47.0 MSE 

0 5 10 15 20 25 3084.5
85.0
85.5
86.0
86.5
87.0 SSIM 

0 5 10 15 20 25 3023.0
23.5
24.0
24.5
25.0
25.5

CLIP-T 

0 5 10 15 20 25 30
0.0

20.0
40.0
60.0
80.0

100.0
Time 

Figure 14: Complete quantitative results on the ablation study of the SSGU factor λ.

E TIME ANALYSIS OF DIFFERENT INFERENCE COMPONENTS

The inference process of our method can be divided into three main components: forward pass,
backward pass, and other processes. We illustrate the time allocation for these components in our
method with the SSGU factor set to 1. As shown in Fig. 15, the forward pass accounts for ap-
proximately 95% of the total inference time. Based on this, our SSGU significantly improves the
efficiency of our method by eliminating redundant forward passes.

0 20 40 60 80 100
Time(s)

Forward

Backward

Other

Total

Figure 15: Time allocation of different components during inference.

F COMPARISON OF DIFFERENT BOUNDING BOXES

In Fig. 16, we show our automatically obtained bounding boxes and the ground truth bounding boxes
obtained through Grounding SAM (Ren et al., 2024). Compared to the ground truth bounding boxes,
our bounding boxes are larger and can fully cover the source concept. This allows our method to
completely swap the source concept with the target concept.

G VISUALIZATION OF THE SWAPPING PROCESS

We visualize the swapping process of our INSTANTSWAP to intuitively demonstrate how it manages
shape differences between the source and target concepts. As depicted in Fig. 17, our method can
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Source Image Our bbox GT bbox Source Image Our bbox GT bbox

Figure 16: Comparison of the ground truth bounding boxes and our automatically obtained bounding
boxes.

flexibly swap the source concept for the target concept through an optimization approach. Addition-
ally, we visualize the images of each swapping step along with their corresponding gradients. As
shown in Fig. 18, we select three different stages of swapping timesteps: 0-4, 100-104, and 200-204
with the SSGU factor set to 1. It can be observed that the gradients at adjacent timesteps update
the target image towards a similar direction which does not result in significant changes within each
update. This observation supports the use of our proposed SSGU.

H ABLATION STUDY ON AUTOMATIC BOUNDING BOX GENERATION

To comprehensively analyze how the combination of self-attention and cross-attention for automatic
bbox generation affects the performance, we first set the element-wise exponentiation of Asand Ac

in Eq. (8) to αs and αc respectively:

Âc = (As)αs · (Ac)
αc , (20)

where As ∈ [0, 1]HW×HW , Ac ∈ [0, 1]HW×1, H and W are height and weight of the image
latent, Ac is the cross-attention map corresponding to the source concept. We apply the threshold
to normalized Âc ∈ RH×W to obtain the bbox Bs. We exclude the trivial case where both αs and
αc are zero and explore different combinations of self-attention and cross-attention. The qualitative
results is shown in Fig. 19. (1) αs = 0, αc = 1, 2: In this case, As is an all-ones matrix, so
each element in Âc has the same value, which is equal to the sum of all elements in Ac. After
normalization and applying a threshold, the entire bounding box is activated. (2) αs = 1, αc = 0: In
this case, Ac is a vector of all ones, so each item in Âc is the sum of the elements in the corresponding
row of As. Since As is the output of softmax, the sum of each row’s elements in As is 1. Therefore,
Âc is also a matrix of all ones, which ultimately results in the entire bounding box being activated.
(3) αs = 1, αc = 1: In this case, the target region in the image cannot be highlighted, resulting in
a larger bbox, which causes the background of the source image to also be unnecessarily altered.
(4) αs = 2, αc = 0: In this situation, using self-attention map alone cannot effectively highlight
the foreground region, resulting in a very imprecise bounding box. (5) αs = 2, αc = 1, 2: In this
case, the self-attention map takes a leading role in the bbox generation process, producing a smaller
bbox, thereby reducing foreground consistency. (6) αs = 1, αc = 2 (Ours): Our setting achieves a
proper balance between foreground and background consistency, fully covering the source concept
while minimizing background modification. The quantitative in Tab. 6 results in the table further
corroborate our analysis.
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Source Image Iteration 50 Iteration 100 Iteration 150 Iteration 250Iteration 200

Iteration 300 Iteration 350 Iteration 400 Iteration 450 Final ResultIteration 500

Source Image Iteration 50 Iteration 100 Iteration 150 Iteration 250Iteration 200

Iteration 300 Iteration 350 Iteration 400 Iteration 450 Final ResultIteration 500

a couple of birds standing on top of a rocky beach→ a sks duck standing on top of a rocky beach

a person holding a shell in front of the ocean→ a person holding a sks flower in front of the ocean

Figure 17: Visualization of the whole swapping process of INSTANTSWAP.

Figure 18: Visualization of the target image and the corresponding gradient at adjacent timesteps.

I ANALYSIS OF THE NUMBER OF CUSTOMIZATION TARGET IMAGES

Before concept swapping, our method utilizes DreamBooth (Ruiz et al., 2023) and a set of images
(typically fewer than 5) Xt = {xi}Mi=1, for customizing certain concepts, where M is the number
of target images used in the customization process. In this section, we discuss how this number
M affects the final performance of our method. When customizing the teapot concept our method
can effectively perform concept swapping with just one target image for customization as shown in
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114

C1S2

C2S1

C2S2

a bird sitting on top of a tree branch → a sks duck sitting on top of a tree branch

Source Image

Customized Concept Ours

Figure 19: Qualitative results of the ablation study on automatic bounding box generation. We add
black borders to the bboxes for better visibility.

Table 6: Quantitative ablation results of automatic bbox generation.

αs, αc CLIP-I ↑ PSNR ↑ LPIPS ↓ MSE ↓ SSIM ↑ CLIP-T ↑

0, 1 72.70 15.25 327.23 350.01 64.80 21.23
0, 2 72.70 15.25 327.23 350.01 64.80 21.23
1, 0 72.70 15.25 327.23 350.01 64.80 21.23
1, 1 74.18 23.83 93.12 82.44 82.95 25.19

1, 2 (Ours) 75.00 27.39 47.68 27.87 86.58 25.74
2, 0 73.66 26.49 65.56 56.81 84.81 24.97
2, 1 73.67 30.08 37.34 19.15 87.30 25.12
2, 2 72.66 30.86 34.38 15.38 87.54 24.78

Fig. 20. As the number of target images increases, the customization becomes more detailed, result-
ing in more natural outcomes, such as better alignment of shadows and highlights with the lighting
angle. Additionally, we conduct quantitative experiments on foreground and prompt consistency
metrics. The results in Tab. 7 indicate that the performance of our method improves as M increases.

Table 7: Quantitative ablation results of the number of customization target images.

M = 1 M = 2 M = 3 M = 4

CLIP-I ↑ 74.78 75.40 75.57 75.65
CLIP-T ↑ 28.94 28.93 29.13 29.44

J DISCUSSION ON THE TIME COST OF THE CUSTOMIZATION PROCESS

Before concept swapping, our method utilizes DreamBooth (Ruiz et al., 2023) for customizing cer-
tain concepts. As shown in Tab. 8, DreamBooth only requires about 8.5 minutes for each concept.
Meanwhile, our method is not limited to using DreamBooth for customization. It can be combined
with any other more efficient customization methods such as Custom Diffusion (Kumari et al., 2023)
which only requires about 3.5 minutes for each concept to improve customization efficiency. We vi-
sualize the results of our method combined with Custom Diffusion in Fig. 21.

K UTILIZING TEXTUAL INVERSION FOR CUSTOMIZATION

Our method is compatible with any customization techniques for concept swapping. To demonstrate
its generalization capability, we replace DreamBooth (Ruiz et al., 2023) with Textual Inversion (Gal
et al., 2022) and conduct comprehensive experiments. As shown in Fig. 22, our method integrates
effectively with Textual Inversion to perform customized concept swapping across shape differences,
highlighting its generalization ability. We also provide detailed quantitative results. As shown in the
Tab. 9, ours with Textual Inversion achieves similar performance in background consistency and
inference time to our original method. Due to the limited customization capabilities of Textual
Inversion, its foreground consistency is not as high as with our original method.
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145

66

a bird standing in the grass near some trees → a sks teapot standing in the grass near some trees 

a bird sitting on top of a rock in the water→ a sks teapot sitting on top of a rock in the water

M=1 M=2 M=3 M=4Source Image

Figure 20: Qualitative results of the ablation study on the number of customization target images.

Table 8: Training time of different customization methods.

DreamBooth (Ruiz et al., 2023) Custom Diffusion (Kumari et al., 2023)

Training Time ∼ 8.5min ∼ 3.5min

L DETAILED USAGE OF THE CUSTOMIZATION METHODS

In this section, we detail the use of customization methods in our method. Taking DreamBooth (Ruiz
et al., 2023) as an example, given a set of images (typically fewer than five) Xt = {xi}Mi=1 represents
a specific concept Ot. DreamBooth utilizes these images, combined with a text prompt containing
a rare token and the name of Ot (e.g., “a sks teapot”), to fine-tune a text-to-image diffusion
model. During the finetuning process, DreamBooth is trained using the reconstruction loss of Eq.
1 and a prior preservation loss, which leverages the model’s semantic prior to encourage diverse
generation results. After customization with DreamBooth, we obtain a checkpoint of the concept Ot

and a rare token that semantically represents it. During concept swapping, this checkpoint is loaded,
and the rare token is used in the target branch to activate the concept, enabling customized concept
swapping. Furthermore, our method can be integrated with other customization methods besides
DreamBooth (e.g., Custom Diffusion (Kumari et al., 2023) and Textual Inversion (Gal et al., 2022)).
Related discussions can be found in Appendices J and K.

133

45

SDS DDS PhotoSwapCDS PnPInv+P2PSource Image Customized Concept Ours
Ours w/ Custom 

Diffusion

a person carrying a surfboard on a wet beach → a <sunglasses> carrying a surfboard on a wet beach 

a small animal standing on top of a dry grass field → a <duck> standing on top of a dry grass field 

Figure 21: Visualization of our method with Custom Diffusion.
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66

10

3

SDS DDS PhotoSwapCDS PnPInv+P2PSource Image Customized Concept Ours

a bird sitting on top of a rock in the water → a <candle> sitting on top of a rock in the water 

Ours w/ Textual 
Inversion

54

a volleyball in the middle of a pool → a <duck> in the middle of a pool 

49

a woman in red jacket sitting on green grass field during daytime → a woman in red jacket sitting on green grass field during daytime 

Figure 22: Qualitative results of our method with Textual Inversion.

Table 9: Quantitative results of our method with Textual Inversion.

FG BG Overall
Method CLIP-I ↑ PSNR ↑ LPIPS×103 ↓ MSE ×104 ↓ SSIM ×102 ↑ CLIP-T ↑ Time (s) ↓

Ours w/ Textual Inversion 72.20 28.16 45.91 24.20 86.76 24.57 19.92
Ours 75.00 27.39 47.68 27.87 86.58 25.74 19.83

M APPLY SECR TO DIT-BASED ARCHITECTURES

In our method, SECR leverages semantic information to enhance the cross-attention maps of con-
cepts. This technique can be applied to any generative model with a cross-attention layer to enhance
semantic information in regions of interest. However, current DiT-based models, such as SD3 (Esser
et al., 2024), typically do not include a cross-attention layer, as the original paper (Peebles & Xie,
2023) of DiT shows that using an adaptive layer norm (adaLN) block yields better results than a
cross-attention layer. Consequently, most subsequent DiT-based models, including SD3, prioritized
using adaLN over employing cross-attention.

Thus, we explore the architecture of SD3 to investigate how our SECR could be applied to SD3. SD3
consists of multiple blocks named MM-DiT Blocks, where each block contains only a self-attention
layer. We focus on how images and text interact within these blocks. Within the MM-DiT Block, the
image features and text features are processed separately by two separate branches to obtain image
latent zx and text latent zt. Before inputting these latent into the attention layer, the corresponding
Qx, Kx, Vx of zx and Qt, Kt, Vt of zt are concatenated together and undergo self-attention as a
whole. After the attention layer, the concatenated output is split back into the corresponding z′x and
z′t, returning to their independent branches. Specifically, the input of the attention layer in MM-DiT

2

51

背景的填补，水中的倒影，正确落在荷叶上，整体的光影方向

23

26

a cake on a wooden plate → a sks duck on a wooden plate two boats are docked on the shore of a lake → a sks 
duck is docked on the shore of a lake 

a lotus flower is growing on a green leaf → a sks 
teapot is growing on a green leaf 

a bird is standing in the middle of a field → a sks 
teapot is standing in the middle of a field 

Figure 23: Qualitative results of image naturalness.
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Table 10: Quantitative results of image naturalness.

SDS DDS CDS PhotoSwap PnPInv+P2P Ours

Human Preference Score ↑ -1.41 -0.21 -0.01 -0.86 -0.14 0.51

block can be represented as:

Q =

[
Qt

Qx

]
, K =

[
Kt

Kx

]
, V =

[
Vt

Vx

]
. (21)

The attention output can be calculated through:

Softmax

(
QKT

√
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)
V, (22)
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Combing Eq. (21), Eq. (22) and Eq. (23), we can obtain the attention output:
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(24)

where S(·) stands for Softmax(QiK
T
i /

√
d′), i = t, x. Corresponding to the concatenation method

of Q, K and V , the upper part in Eq. (24) is the text latent output, and the lower part is the image
latent output. For image latent output z′x, we have:

z′t = Softmax

(
QxK

T
t√

d′

)
Vt︸ ︷︷ ︸

cross attention

+ Softmax

(
QxK

T
x√

d′

)
Vx︸ ︷︷ ︸

self attention

. (25)

Eq. (25) demonstrates that the attention layer in the MM-DiT block is similar to a cross-atten layer
plus a self attention layer. The first term in Eq. (25) is the cross-attention operation between the
image feature and text feature. The section term is the self-attention operation of the image feature.
Consequently, our SECR can be applied to the cross-attention part of Eq. (25) to enhance seman-
tic information in regions of interest. However, since SD3 is trained based on rectified flow (Liu
et al., 2022; Albergo & Vanden-Eijnden, 2022; Lipman et al., 2022), existing score distillation meth-
ods (Poole et al., 2022; Hertz et al., 2023) cannot be directly integrated with it. In future work, we
will continue to explore this potential direction.

N IMPACT OF SECR ON THE NATURALNESS OF IMAGES

In this section, we discuss the impact of our method on the naturalness of generated images. We
apply the SECR strategy to foreground concepts within the cross-attention layers to obtain the
semantic-enhanced representation of the source/target object. This enhanced representation of the
foreground region interacts effectively with the features of other surrounding objects and the back-
ground in the self-attention layers, mitigating inconsistencies and unnaturalness in the target image.
We present comprehensive qualitative and quantitative results to support our analysis. As shown in
Fig. 23, although we apply the SECR strategy to the foreground, our method successfully enables
the correct interaction of concepts with the whole scene. Specifically: (1) Our method seamlessly
inpaints objects in the background that the foreground concept occludes (upper left examples). (2)
It generates reflections of the target concept in water (upper right examples). (3) It accurately places
the target concept on background objects (lower left examples). (4) It also generates natural shadows
of the target concept that are consistent with the environmental lighting angles (upper left and lower
right examples). Additionally, considering that image naturalness is a subjective human assessment,
we use the human preference metric (Xu et al., 2024) to quantify the naturalness of images. A higher
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score indicates a better alignment with human preferences. As shown in Tab. 10, our method is the
only one that receives a positive human evaluation score, demonstrating a significant advantage over
other methods.

O ADDITIONAL QUALITATIVE RESULTS

Due to page limitations, we included only a limited number of visualizations in the main paper. To
clearly and intuitively demonstrate the effectiveness of our method, as shown in Fig. 24, we first
provide the bounding boxes used in the qualitative comparisons of the main paper. Subsequently,
we provide more qualitative comparisons in Figs. 26 and 27. Finally, we present a gallery (see
Figs. 28 to 33) of additional qualitative results to comprehensively showcase the performance of our
proposed INSTANTSWAP.

SDS DDS PhotoSwapCDS PnPInv+P2P

a bug walking across a leaf covered ground → a sks duck walking across a leaf covered ground

a green bird sitting on a wire with trees in the background → a sks flower sitting on a wire with trees in the background

an orange cat sitting on a sidewalk in front of a building → an sks sunglasses sitting on a sidewalk in front of a building

a polar bear standing on top of a sandy beach → a sks barn standing on top of a sandy beach

a sheep standing on top of a lush green field → a sks teapot standing on top of a lush green field

Source Image Customized Concept Ours

a kitten playing pool with balls→ a kitten playing pool with a sks candle

163

141

160

155

150

38

Our Bounding Box

Figure 24: Visualization of the bounding boxes used in Fig. 6.

P LIMITATION AND FUTURE WORKS

Although the features of the entire image have been fully interacted within the self-attention layers,
the base diffusion model (e.g., Stable Diffusion (Rombach et al., 2022)) is unable to accurately
perceive the relative sizes of specific concepts. We visualize this phenomenon in Fig. 25: the first
row shows an excessively large cup, the second row depicts a toy duck as large as the little girl, and
the third row displays a pair of sunglasses nearly as large as the table. Similar issues occur in all
compared methods. Nevertheless, our method still achieves the best concept swapping results.

We hope our INSTANTSWAP can inspire future research, particularly in efficiently managing concept
swapping with obvious shape variance. Future work could focus on (1) extending image-based
customized concept swapping to the video domain; (2) developing metrics that more accurately
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and comprehensively reflect the characteristics of the customized concept swapping task; and (3)
achieving more lightweight and precise concept swapping.
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SDS DDS PhotoSwapCDS PnPInv+P2PSource Image Ours

a dog sitting in the grass with a toy in the background → a sks cup sitting in the grass with a toy in the background

69

152

a little girl walking on a beach with a dog → a little girl walking on a beach with a sks duck

a painting on a wooden desk and chair in a white room → a sks sunglasses on a wooden desk and chair in a white room

Figure 25: Failure cases.

Q POTENTIAL SOCIAL IMPACT

The purpose of our approach is to provide users with a customized swapping tool that can perform
efficient and precise customized concept swapping. However, the outstanding performance of our
method also presents certain risks, including the potential for malicious third parties to create decep-
tive fake images. These risks are not unique to our approach; all image editing methods face similar
challenges. Thanks to (Sun et al., 2023), more and more studies are focusing on detecting images
that have been altered by generative models, which can prevent the misuse of related methods.
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SDS DDS PhotoSwapCDS PnPInv+P2PSource Image Ours

a wooden frame mockup on a white marble background → a sks duck on a white marble background 

a woman is playing golf on a grassy field → a sks duck is playing golf on a grassy field 

1159712

a single pink lotus flower in the middle of a green leaf → a sks teapot in the middle of a green leaf 

a brown and white bird standing on top of a dirt field → a sks teapot standing on top of a dirt field 

a horned animal walking on a road → a sks teapot walking on a road

Figure 26: More qualitative comparisons.
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a little boy sitting on the ground in front of a barn → a sks candle sitting on the ground in front of a barn 

teddy bears sitting on a bed → a sks cup sitting on a bed 

blue wooden lifeguard house on beach during daytime → sks sunglasses on beach during daytime 

a photo of a butterfly on a leaf → a photo of a sks candle on a leaf 

a blue and white bird sits on a branch → a sks candle sits on a branch 

SDS DDS PhotoSwapCDS PnPInv+P2PSource Image Ours Bounding Box

Figure 27: More qualitative comparisons.
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cow barn

Concept Swap

house barn

Concept Swap

boat barn

Concept Swap

whale barn

Concept Swap

antelope barn

Concept Swap

birds barn

Concept Swap

antelope barn

Concept Swap

cat candle

Concept Swap

mushroom candle

Concept Swap

bird candle

Concept Swap

cat candle

Concept Swap

bird candle

Concept Swap

vase candle

Concept Swap

cup candle

Concept Swap

Figure 28: More qualitative results of the barn and candle.
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cake cat

Concept Swap

chair cat

Concept Swap

dog cat
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bird cat

Concept Swap

duck cat
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bird cat
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painting cat
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cake cup
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mug cup

Concept Swap

figurine cup

Concept Swap

duck cup
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bird cup

Concept Swap

vase cup

Concept Swap

cat cup

Concept Swap

Figure 29: More qualitative results of the cat and cup.
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bird dog
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bird dog

Concept Swap

bird dog

Concept Swap

person dog
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flower vase
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elephant vase
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girl vase

Concept Swap

cat vase

Concept Swap

cat vase

Concept Swap

Figure 30: More qualitative results of the dog and vase.
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vase flower
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bird flower
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Figure 31: More qualitative results of the flower and sunglasses.
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Figure 32: More qualitative results of the teapot.

32



1728
1729
1730
1731
1732
1733
1734
1735
1736
1737
1738
1739
1740
1741
1742
1743
1744
1745
1746
1747
1748
1749
1750
1751
1752
1753
1754
1755
1756
1757
1758
1759
1760
1761
1762
1763
1764
1765
1766
1767
1768
1769
1770
1771
1772
1773
1774
1775
1776
1777
1778
1779
1780
1781

Under review as a conference paper at ICLR 2025
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Figure 33: More qualitative results of the duck.
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