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Abstract
Stochastic bandit optimization has received significant attention in applications where a learner
must repeatedly deal with an unknown random environment and observations are costly to obtain.
The goal is to minimize the so-called cumulative pseudo-regret, i.e., the difference between the
expected T -period reward generated by the algorithm and the optimal expected reward if the reward
function was known to the learner. Many applications require a learner to make sequential decisions
given uncertainty regarding both the system’s reward function and certain safety constraints. In such
safety-critical systems, it is paramount that the learner’s actions do not violate the safety constraints
at any stage of the learning process. In this paper, we study a stochastic bandit optimization problem
where the unknown reward f and constraint function g are modeled via Gaussian Processes (GPs)
with known kernels and the learner has access to both f and g through bandit feedback measurments.
For this problem, we develop a safe variant of GP-UCB Srinivas et al. (2010) called SGP-UCB, with
necessary modifications to respect safety constraints at every round. In fact, our algorithm can be
seen as an extension of Safe-LUCB proposed by Amani et al. (2019) to safe GPs. Specifically, we
show that our algorithm and guarantees are similar to those in Amani et al. (2019) for linear kernels.
The algorithm proceeds in two phases to balance the goal of expanding the safe set and controlling
the regret. Prior to designing the decision rule, the algorithm requires a proper exploration of Ds

0, the
unknown safe part of the given safe set D0. Hence, in the first phase, it takes actions at random from
a given safe seed set Dw until the approximated safe set has sufficiently expanded. In the second
phase, the algorithm exploits GP properties to construct confidence intervals Qf,t(x) and Qg,t(x)
such that f(x) ∈ Qf,t(x) and g(x) ∈ Qg,t(x) with high probability. It applies Qg,t(x) to design
an inner approximation Ds

t of the safe set Ds
0. The chosen actions belong to Ds

t which guarantees
that the safety constraints are met with high probability. We balanced the two-fold challenge of
minimizing regret and expanding safe set by properly choosing the duration of the first phase T ′.
Our analysis suggests that the type of kernels associated with the constraint function plays a critical
role in tuning the T ′ as well as size of Dw, and consequently affects the regret bounds. We used
Random Fourier Feature (RFF), a uniform kernel approximation, as a tool to facilitate our analysis
when the constraint functions are associated with infinite-dimensional RKHS and derive the first
sub-linear regret bounds for finite and infinite dimensional RKHS. Specifically, for a general reward
function and simple constraint with linear kernel, we prove a regret bound of the same order as the
standard GP-UCB, provided that the safe seed set is of size at least d. However, for more complex
constraint functions, our analysis and numerical experiments suggest that guaranteeing a good regret
over the entire safe set might require a very large safe seed set. We evaluate the performance of our
algorithm with numerical simulations and compare it to that of existing algorithms in the literature
Sui et al. (2015, 2018).
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