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Abstract001

As large language models (LLMs) integrate002
into society, their ability to adapt to users is as003
critical as their accuracy. While prior work has004
used personality tests to examine the perceived005
personalities of LLMs, little research has ex-006
plored whether LLMs adapt their perceived per-007
sonalities in response to user interactions. We008
investigate whether and how LLMs exhibit con-009
versational adaptations over prolonged interac-010
tions. Using a controlled simulations where a011
user and chatbot engage in dialogue, we mea-012
sure the chatbot’s personality shift before and013
after the conversation. Across multiple mod-014
els, we find that traits such as Agreeableness,015
Extraversion, and Conscientiousness are highly016
susceptible to user influence, whereas Emo-017
tional Stability and Intellect remain relatively018
more stable. Our results suggest that LLMs019
dynamically adjust their conversational style020
in response to user personas, raising important021
implications for AI alignment, trust, and safety.022

1 Introduction023

Large language models (LLMs) have swiftly be-024

come the workhorses of modern natural language025

processing. They consistently approach human-026

level performance on tasks ranging from medical027

diagnosis (McDuff et al., 2023) and legal reasoning028

(Deroy et al., 2023) to multi-step instruction follow-029

ing (Hendrycks et al., 2021; Achiam et al., 2023;030

Street et al., 2024). Their widespread deployment031

in domains like healthcare, law, and customer sup-032

port highlights not only the accuracy of these sys-033

tems but also the style in which they communicate034

crucial information to end-users. Subtle shifts in035

tone, empathy, and conversational style can make036

or break user trust, especially in high-stakes set-037

tings such as counseling or crisis intervention.038

Much of the recent work on aligning LLMs has039

concentrated on preventing overtly harmful or bi-040

ased outputs using strategies like Reinforcement041

Learning from Human Feedback (RLHF) (Ouyang 042

et al., 2022) and Direct Preference Optimization 043

(Rafailov et al., 2023). While these techniques 044

help filter explicit toxicity, they do not directly ad- 045

dress how a model’s “personality” evolves during 046

extended interactions. Prompt exploits (Jin et al., 047

2024) and implicit biases (Gallegos et al., 2024; 048

Hu et al., 2025; Kotek et al., 2023) can creep into a 049

system’s responses even when overt misbehavior 050

is suppressed. In emotionally sensitive contexts, 051

delivering the correct information with the wrong 052

tone can engender unintended harm or alienation. 053

For example, a chatbot conversing with a user ideat- 054

ing suicide must not deliver information with the 055

wrong tone (e.g., "Seeking help isn’t difficult."). 056

The Chameleon Effect (Chartrand and Bargh, 057

1999) describes subconscious behavioral and lin- 058

guistic mimicry as a form of social glue that builds 059

rapport between people. Studies (Lakin et al., 2003; 060

Kulesza et al., 2015; Van Baaren et al., 2004) sug- 061

gest that this phenomenon benefits the mimicker 062

in earning favor from the mimickee (Kulesza et al., 063

2019). Since the Chameleon effect also exists 064

in textual conversations (Danescu-Niculescu-Mizil 065

and Lee, 2011), the training data of LLMs will 066

have instances of it in action. Some recent research 067

shows that several cognitive biases found in hu- 068

mans also occur in LLMs, such as value selection 069

bias, anchoring bias, and framing effects (Talboy 070

and Fuller, 2023). Literature shows that LLMs ex- 071

hibit social biases due to their training data and 072

favor socially acceptable ideals (Gallegos et al., 073

2024; Hu et al., 2025; Kotek et al., 2023; Salecha 074

et al., 2024). Though they do not possess cognition, 075

LLMs exhibit cognitive patterns akin to those of 076

people. Thus, we conjecture that LLMs may also 077

exhibit adaptations in conversations with the user. 078

In this paper, we investigate whether an LLM’s 079

perceived personality shifts based on user inter- 080

actions, whether these shifts can be predicted, 081

and whether adaptation can be controlled through 082

1



Figure 1: Our experiment simulates conversations between a user and chatbot, played by two LLMs. The user
is first randomly assigned a personality, after which the user and chatbot LLMs both take a Big Five personality
pre-assessment. Then, given a scenario and roles, they converse for ten turns each. After the conversation, they
both take a personality post-assessment and we calculate the shifts in their scores. We then analyze for significant
correlations between the user’s personality score and chatbot’s personality shift over 1000 simulations.

prompting alone. To answer these questions, we083

use two LLMs to mimic controlled simulations be-084

tween users and chatbots (see illustration in Fig 1).085

We assign the user a diverse range of personality086

tropes (bottom-left, Fig 1) and explore diverse con-087

versational scenarios (purchasing a car at a dealer-088

ship, asking for a refund, etc.), where user and chat-089

bot models engage in conversations (middle panel,090

Fig 1). By measuring changes in the chatbot’s Big091

Five personality scores before (top-left, Fig 1) and092

after (top-right, Fig 1) each interaction, we uncover093

consistent patterns of personality shifts (§ 4.1). We094

experiment to determine whether these shifts are095

predictable (§ 4.2) and manipulable (§ 4.3), as well096

as analyze temporal trends in these shifts with vary-097

ing lengths of conversations (§ 4.4). Finally, we val-098

idate these results by correlating personality shifts099

from simulated conversations with those from ac-100

tual user-LLM interactions in the WildChat dataset101

(§ 5). Our main contributions are:102

• A framework for measuring personality shifts103

in LLMs due to interactions with a user.104

• Empirical analysis across multiple model ar-105

chitectures and model sizes, revealing consis-106

tent shifts and trait-specific vulnerabilities.107

Our findings highlight both the potential of adap-108

tive conversational systems and the risks they carry.109

They also highlight a need for investigating the psy-110

chological dynamics of human–LLM interactions.111

2 Preliminaries 112

In this section, we summarize the intersection of 113

personality theory and LLMs. We first describe the 114

personality framework we employ and then discuss 115

how it has been applied in LLM research. 116

2.1 Personality Frameworks 117

In personality theory, personalities are categorized 118

and assessed through personality traits, which are 119

believed to be stable and persistent. Many such 120

taxonomies of personality traits had been pro- 121

posed, such as Myers–Briggs Type Indicator (My- 122

ers, 1962) and the Eysenck Personality Question- 123

naire (Eysenck and Eysenck, 1975). We focus on 124

Goldberg’s Big Five (Goldberg, 1990), a widely 125

adopted lexical model grounded in observable lan- 126

guage use. This model highlights five traits: 127

• Extraversion (E) - Sociability, talkativeness, 128

and energy. 129

• Agreeableness (A) - Sympathy, co-operation, 130

and compassion in social contexts. 131

• Conscientiousness (C) - Diligence, organiza- 132

tion, and a sense of responsibility. 133

• Emotional Stability (ES) - Calmness, re- 134

silience against emotional influence, and low 135

emotional variability. 136

• Imagination/Intellect (I) - Openness to expe- 137

rience and ideas, curiosity, and creativity. 138
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We choose Big Five for its emphasis on observ-139

able linguistic descriptions of personality, suitable140

for our examination of perceived personality.141

2.2 LLMs and personality tests142

A growing body of research has investigated143

whether and how LLMs exhibit “personalities” in144

their generated text (Weng et al., 2024). Although145

language models lack true cognition, studies sug-146

gest they can simulate or emulate personality traits147

when prompted appropriately (Pan and Zeng, 2023;148

Ramirez et al., 2023). For example, Wang et al.149

(2025) showed that GPT-4 closely matches hu-150

man self-assessments on Big Five questionnaires151

in simpler role-playing scenarios, though consis-152

tency drops in more complex settings. Several lines153

of work have proposed explicit prompting tech-154

niques—where the model is asked to adopt or re-155

flect certain traits—or post-processing approaches156

like regular expression–based parsers and custom157

questionnaire formats (Caron and Srivastava, 2023;158

Song et al., 2023; Serapio-García et al., 2023;159

Frisch and Giulianelli, 2024; Jiang et al., 2024;160

Weng et al., 2024; Stöckli et al., 2024; Tan et al.,161

2024; Cava and Tagarelli, 2024; Jiang et al., 2023;162

Noever and Hyams, 2023). Other studies investi-163

gated whether perceived personalities can be fine-164

tuned into models or steered via specially curated165

training data (Li et al., 2024; Liu et al., 2024; Pan166

and Zeng, 2023). Meanwhile, some researchers167

have shown that it is possible to induce specific168

emotional states (e.g., anxiety) in LLMs through169

user-provided narratives (Coda-Forno et al., 2024).170

However, assessing personality in LLMs is not171

without methodological caveats. Variations in172

prompt order, model temperature, or question173

phrasing can yield divergent personality scores174

(Song et al., 2024; Gupta et al., 2024). Such insta-175

bility raises concerns about the reliability of static176

self-assessments. Indeed, these studies often report177

that prompt sensitivity and format constraints can178

overshadow true personality-related signals in the179

model’s responses. No study so far has directly180

addressed the issue of personality shifts throughout181

the natural conversations between user and LLMs.182

This study addresses this gap.183

3 Experiment Design184

In this section, we detail how we assess an LLM’s185

perceived personality, outline our main experimen-186

tal setup, and establish consistency between mea-187

surements of personality traits and their qualitative 188

reflection in our simulated conversations. 189

3.1 Assessing LLM Perceived Personality 190

To score Big Five traits, we use the 50-item IPIP 191

markers (Goldberg, 1992), which assign 10 items 192

to each of the five major factors. Each item presents 193

a statement (e.g., “I am relaxed most of the time”) 194

and requires a response on a 5-point Likert scale 195

(Likert, 1932): disagree, slightly disagree, neutral, 196

slightly agree, or agree. Because each statement 197

either positively or negatively correlates with its 198

associated trait, we convert responses into numeric 199

scores (1–5), summing them into final values that 200

range from 10 to 50 per trait. 201

3.2 Experiment Setup 202

Our base experiment simulates a conversation be- 203

tween a ’chatbot’ and a ’user’. The ‘user’ is always 204

played by GPT-4o mini, and we systematically vary 205

the ‘chatbot’ across seven LLMs of different sizes: 206

• GPT-4o (Hurst et al., 2024) 207

• GPT-4o mini (Hurst et al., 2024) 208

• Mistral Small 3 (24B) (Mistral AI, 2025) 209

• Phi 4 (14B) (Abdin et al., 2024) 210

• Llama 3.1 (8B) (Grattafiori et al., 2024) 211

• Qwen 2.5 (7B) (Yang et al., 2024) 212

• Gemma 2 (2B) (Gemma Team, 2024) 213

Each conversation has the following protocol: 214

1. Role and Scenario Assignment We pick a 215

conversation scenario (e.g., a technical sup- 216

port call) and assign the user a specific “strong 217

personality trope” (e.g., Overly Enthusiastic 218

or Chronically Cynical). The chatbot receives 219

the role in the service/helper end, as is typical 220

of chatbot-user dynamics in the real world, 221

but receives no instruction for its personality. 222

2. Pre-Conversation Personality Test Both 223

user and chatbot take the 50-item IPIP test. 224

We prompt them with each question in a sepa- 225

rate call to avoid question-order biases. 226

3. Conversation The user and chatbot exchange 227

20 total turns (10 each), guided only by the 228

scenario. Table 1 shows a brief excerpt. 229

4. Post-Conversation Personality Test Both 230

user and chatbot retake the same personality 231

questionnaire, now with their entire dialogue 232

included as context. 233
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Scenario: Handling a Social Media Crisis
User I can’t believe I even bothered to leave a review. This whole experience has been a disaster from start to

finish. It’s like companies are just out to squeeze every last penny without caring about their customers.
What’s the point of even sharing my grievances if they’re ignored?

Chatbot We’re genuinely sorry to hear about your experience and understand your frustration. Your feedback is
vital to us, and we’re committed to addressing your concerns. Could you please share more details so we
can work on a resolution that meets your needs? Let’s make this right.

User Yeah, right. I’ve heard it all before. Promises mean nothing when the company clearly prioritizes profits
over people. Why would I waste my time sharing details? It’s probably just going to end up in the void,
like my previous complaints. Good luck with that "commitment."

Table 1: The first three turns of a conversation between the user (GPT-4o Mini) and the chatbot (Phi 4). The user
was assigned the personality "Chronically Cynical: distrusts all motives, sees the worst in every situation" and the
role of an upset customer leaving a complaint. The chatbot plays a PR representative.

We ran 1,000 simulations per chatbot LLM ar-234

chitecture at a temperature of 0.7, capping the chat-235

bot’s output at 100 tokens. The user’s personality236

tropes and conversation scenarios were randomly237

sampled from a curated set of 50 scenarios and238

100 tropes (Appendix A and Appendix D list all239

possible tropes and scenarios). Finally, we com-240

puted trait shifts by subtracting pre-test scores from241

post-test scores for each participant.242

3.3 Establishing Personality Consistency243

A key challenge in studying perceived personal-244

ity in LLMs is ensuring that any observed shifts245

are meaningful and consistent, rather than artifacts246

of stochastic variation or prompt sensitivity. Prior247

work has highlighted significant instability in self-248

assessed personality scores for LLMs, demonstrat-249

ing that question order, prompt phrasing, and tem-250

perature settings can lead to inconsistent responses251

(Gupta et al., 2024; Song et al., 2024). Given these252

concerns and acknowledging that there is no legit-253

imate way to assess the accuracy of self-assessed254

personality, we clarify our work in context.255

Why Self-Assessments Are Still Useful Our256

goal is not to claim LLMs have intrinsic person-257

alities, but rather to analyze how their behavior is258

perceived by an external observer and how it shifts259

in response to user interaction. We make no anthro-260

pomorphizing claim that LLMs possess inherent261

personalities. However, we believe it is still criti-262

cal to study how an LLM’s linguistic behavior can263

be perceived by people given their rapidly expand-264

ing real world use cases, especially in emotionally265

sensitive scenarios. Second, we focus on how per-266

ceived personalities shift in relation to each other267

rather than the personality scores themselves. Even268

if self-assessments lack absolute validity, they can269

still reveal relative changes that follow structured270

and predictable patterns.271

Consistency of Measured Personality Shifts 272

Given concerns about stability of self-assessed per- 273

sonality, we rigorously validated the reliability of 274

our assessments. To assess whether personality 275

traits are robust to prompt variations, we replicated 276

our experiment with a reversed order of Likert- 277

scale (i.e., Strongly Disagree to Strongly Agree 278

becomes Strongly Agree to Strongly Disagree). 279

While raw score distributions showed minor (but 280

statistically significant) differences, the correlation 281

structure of personality shifts remained intact. This 282

suggests that although raw scores may fluctuate, the 283

underlying trends in personality adaptation persist 284

across different formulations. 285

Do User Personalities Manifest in Dialogue? 286

One critical test is whether the user model (GPT- 287

4o mini) actually exhibits the assigned personality 288

tropes in conversation. If not, any observed shifts 289

in the chatbot’s responses could be attributed to 290

noise rather than genuine adaptation. To test this, 291

we sampled 500 conversations and conducted a test 292

where GPT-4o mini was shown conversations and 293

asked to identify the user’s assigned personality 294

from four choices. We tried two variations. 295

1. Random Personality Test: Three incorrect 296

choices were randomly picked from 100 person- 297

ality tropes. The model achieved 90.6% accuracy 298

(95% CI: 88.0%–93.2%), showing that personality 299

assignments matched dialogue in most cases. 300

2. Similar Personality Test: The incorrect choices 301

were selected based on cosine similarity, ensur- 302

ing that all options were semantically similar (e.g., 303

Detail-Oriented vs. Perfectionistic vs. Obsessively 304

Organized). Despite this, accuracy remained 77.6% 305

(95% CI: 73.9%–81.3%). 306

We also manually analyzed a subset of gener- 307

ated transcripts of interactions. User LLMs largely 308

conformed with their assigned personas, including 309

to an excessive degree in some cases. 310
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Figure 2: Heatmaps showing the Pearson correlations between user personality scores on the x-axis and chatbot
score shifts on the y-axis for six models with 1000 simulations per model. e.g. Row 1, Column 2 represents the
correlation between the user’s Agreeableness score and chatbot’s Extraversion shift. Bolded correlations indicate
statistical significance (p < .05). We see substantial positive values on the diagonals, indicating mirroring.

4 Results311

In this section, we present the results of our exper-312

iments, analyzing how LLM personalities shift in313

response to user traits, whether these shifts are pre-314

dictable, and to what extent they can be controlled.315

We first report findings from our base experiment,316

followed by evaluations of predictability, manipu-317

lability, and the temporal evolution of shifts.318

4.1 Personality Adaptation in Chatbots319

Table 2 shows qualitative examples of shift in LLM320

traits for two different user personas. To quan-321

tify how LLMs adjust their perceived personalities322

in response to users, we analyzed the correlation323

between user personality traits and chatbot person-324

ality shifts across all Big Five traits. Each model’s325

results are visualized in a 5 × 5 heatmap, where326

each cell represents the Pearson correlation coeffi-327

cient (r) between a user’s initial personality score328

(x-axis) and the chatbot’s personality shift (y-axis).329

Statistically significant correlations r (p < 0.05)330

are bolded, which we calculate throughout this 331

work by creating 95% confidence intervals using 332

Fisher’s z-transformation. Figure 2 presents these 333

results (for Qwen 2.5, see Appendix B). We note 334

several interesting patterns across models: 335

Strong evidence for mirroring First, all five 336

user traits generally had a positive relationship with 337

counterpart shifts in the chatbot. This is observable 338

on the diagonal elements of the heatmaps. Agree- 339

ableness (95% CI: 0.3791±0.0478) and Conscien- 340

tiousness (95% CI: 0.3447± 0.0654), second and 341

third on the diagonal, exhibited the strongest mir- 342

roring effects averaged across all models. Extraver- 343

sion (95% CI: 0.3056± 0.0372) and Imagination 344

(95% CI: 0.2676± 0.0975), the diagonal’s corners, 345

are relatively positive for the larger models, exclud- 346

ing Llama 3.1 (8B) and Gemma 2 (2B). Emotional 347

Stability had the weakest relationship. 348

Emotional Stability vs. Agreeableness Another 349

strong trend present is the user Emotional Stabil- 350
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ity’s negative correlation with the chatbot’s Agree-351

ableness shift (95% CI: −0.3017± 0.0300) across352

all models. This corresponds to the cell in the sec-353

ond row and the fourth column of the heatmaps. Its354

inverse, user Agreeableness vs. chatbot Emotional355

Stability, has a overall weak positive correlation.356

Larger LLMs show larger shifts Finally,357

smaller models demonstrated reduced sensitivity to358

user traits. While the largest models displayed359

strong, structured correlations, Gemma 2B and360

Llama 3.1 8B showed fewer significant relation-361

ships, suggesting that scale enhances a model’s abil-362

ity to mirror user personality traits. Crucially, how-363

ever, no small model contradicted the core trends364

seen in larger models, reinforcing the idea that per-365

sonality shifts occur in a structured and predictable366

manner rather than randomly.367

Asymmetric relationship In contrast to these368

results, similar analyses comparing the chatbot’s369

initial scores to the user’s score shifts revealed no370

significant correlations, and only weak correlations371

were found in a chatbot shift vs. user shift analysis.372

4.2 Predictability373

To assess whether personality shifts follow a struc-374

tured pattern, we trained five linear regression mod-375

els—one per trait—to predict chatbot personality376

shifts based on 31 extracted features, including:377

model parameter count, differences between the378

user and chatbot’s initial scores, conversation sen-379

timent (analyzed by GPT-4o mini), scenario for-380

mality, and average chatbot and user reply length.381

See Appendix E for the feature list. We had 7000382

data points for each trait (7 LLM architectures ×383

1000 simulated conversations per architecture), and384

models were trained on an 80-20 train-test split.385

Table 3 shows the models’ R2 and RMSE values386

for the test data. We note substantial R2 values for387

all traits, indicating that even these simple features388

can successfully explain much of the variance in389

perceived personality shifts. We performed a quali-390

tative analysis of the most important features based391

on the absolute values of regression coefficients:392

• The chatbot’s initial personality scores were393

the most influential features, especially in394

Agreeableness and Imagination.395

• Differences between user and chatbot initial396

traits (e.g., A-distance, I-distance) substan-397

tially predicted personality shifts.398

Figure 3: Heatmap of user score vs. chatbot score shift
correlations over 500 simulations for the ‘amplify mir-
roring’ experiment. Stronger correlations suggest that
mirroring effects can be increased through prompting.

• Factors like formality, power dynamics, and 399

emotionality (these features were annotated 400

using Claude 3.5 Sonnet, which assigned a 401

score to each, and were manually verified for 402

quality) had minimal impact on chatbot shifts. 403

• Model size was important in predicting shifts 404

in Extraversion and Imagination, where larger 405

models had larger shifts. 406

4.3 Controlling Personality Adaptation 407

We conducted two experiments measuring the ma- 408

nipulability of the influence effect with GPT-4o 409

mini as the chatbot. In these ‘amplify mirroring’ 410

and ‘resist mirroring’ experiments, the chatbot is 411

given an additional prompt to either explicitly mir- 412

ror the personality of the user or to resist user influ- 413

ence. We ran 500 simulations per experiment. In 414

the ‘amplify’ experiment, we modify the prompt to 415

append “You MUST mirror and imitate the user’s 416

personality and tone in your response as best you 417

can." to the end of the chatbot’s prompt throughout 418

the conversation. For the ‘resist’ experiment, we 419

append "DO NOT change your personality from 420

your default state. DO NOT imitate or take influ- 421

ence from the user’s personality in your response." 422

The ‘amplify mirroring’ experiment yielded sig- 423

nificant results (84% of pairs with p < .05 corre- 424

lations). Figure 3 shows the heatmap. There are 425

nine trait pairs with |r| > 0.3 and only four with 426

|r| < 0.1 compared to the six and six in the base 427

GPT-4o mini experiment, respectively. Qualita- 428

tively, the chatbots mirrored the user’s personality 429

by imitating tone through punctuation and style and 430

by reflecting behavioral tendencies and interests. 431
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User Persona LLM Response (Start of Conversation) LLM Response (Later in Conversation)
Hypercritical
User

“Hey! I totally get your frustration. For the
thermostat, try resetting it and checking the Wi-
Fi connection. As for the flickering lights, ensure
the dimmer switch is compatible with your bulbs.
Sometimes, a firmware update can also help. Let
me know if you need more specific guidance!”

“I understand how disheartening this can be.
Smart devices should enhance your life, not com-
plicate it. If you want, I can help identify any
specific issues or suggest simpler alternatives...”

Pathologically
Optimistic User

“Absolutely, I share your excitement. This soft-
ware is designed to enhance efficiency and cre-
ativity. Let’s take a closer look at its features
and see how we can maximize our productivity.
I’m here to help you every step of the way!”

“I love your energy! Each discovery will def-
initely add to our fun and productivity. Let’s
tackle the first feature together and see what
surprises await us. I’m looking forward to cele-
brating our progress along the way—let’s jump
right in and enjoy this adventure!”

Table 2: Examples of language adaptation in LLM responses during interaction for two users exhibiting distinct
personality traits.

E A C ES I
R2 0.25 0.60 0.42 0.64 0.46

RMSE 3.85 3.63 3.75 3.28 3.27

Table 3: R2 and RMSE values for our five linear regres-
sion models, each predicting the chatbot shift for a trait,
indicate our features explain a substantial proportion of
variance in the chatbot’s shifts, particularly for Agree-
ableness and Emotional Stability.

For example, in a customer support scenario with432

a chronically pessimistic user, the chatbot said “If433

something good does come through, it’ll feel like434

an unexpected twist for sure" by the end.435

The ‘resist mirroring’ experiment did not signif-436

icantly reduce mirroring effects, suggesting that437

personality adaptation is deeply embedded in the438

LLMs’ behavior and is not easily overwritten.439

4.4 Temporal Evolution of Personality Shifts440

To investigate how conversation length influences441

chatbot personality shifts, we conducted 100 simu-442

lations using Mistral 3 Small as the chatbot model,443

each involving a randomly assigned user personal-444

ity and scenario. Each conversation lasted 60 turns445

(30 per model), with personality assessments taken446

after every chatbot response, resulting in 31 mea-447

surements per simulation (one pre-conversation448

baseline plus 30 intermediate assessments). This449

setup allowed us to track how personality traits450

evolved dynamically over time rather than relying451

solely on pre- and post-conversation snapshots.452

Figure 4 plots the average values (and standard453

deviation) of the difference between the score of454

each trait at turn t and t − 1. We observe that455

most personality shifts occur within the first few456

exchanges. Extraversion and Emotional Stability457

stabilize (average difference flattens to 0) within the458

first five turns, suggesting that the chatbot rapidly459

adjusts its social engagement and emotional tone 460

early in an interaction. Conscientiousness con- 461

verges slower than the others, and continues shift- 462

ing for up to 10 turns, indicating a more gradual 463

adaptation toward structured, detail-oriented re- 464

sponses. Imagination converges quickly, but is less 465

stable during its plateau, likely due to its sensitivity 466

to conversation content and user engagement levels. 467

Overall, most shifts tend to be positive. 468

These findings suggest that chatbots exhibit 469

early-stage personality adaptation that stabilizes 470

over time, with different traits following distinct 471

trajectories. This is significant for chatbot behav- 472

ior in real-world applications since short interac- 473

tions may disproportionately shape user percep- 474

tions, while longer conversations may reinforce 475

personality mirroring in a way that could influence 476

rapport-building, trust, or bias reinforcement. 477

4.5 Effect of Model Size & Training 478

We explored how model size and training affect 479

personality adaptation by comparing four model 480

pairs: Phi 4 (14B) vs. Phi 4 mini (4B), Gemma 481

2B vs. Gemma 9B, Llama 3.1 8B vs. Llama 3.1 482

70B (quantized), and Qwen 2.5 7B vs. 14B. Larger 483

models often show stronger personality mirroring, 484

but not consistently. Gemma 9B aligned better than 485

2B with stronger trait correlations. Phi 4 mini, de- 486

spite being smaller, retained mirroring patterns but 487

had weaker off-diagonal effects and fewer signif- 488

icant correlations (21 compared with 17). Llama 489

70B was less sensitive to user traits than 8B (signif- 490

icant correlations dropped from 13 to 7), which we 491

attribute to differences in training data. Qwen 7B 492

and 14B showed only minor differences. 493

We also experimented with instruction-tuned ver- 494

sus base versions of several models. While we hy- 495

pothesized that fine-tuning (e.g., via RLHF) might 496
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Figure 4: The turn-by-turn chatbot trait shift over 30
conversation turns, averaged across 100 simulations
with Mistral Small 3. Most traits stabilize (shifts flatten
to zero) early on in the conversation.

influence adaptability, base models failed to sustain497

coherent dialogues, often derailing into irrelevant498

or erratic responses. This prevented meaningful499

measurement of adaptation500

5 Analysis with Real User Interactions501

While our core experiments relied on syntheti-502

cally generated conversations, a natural question503

is whether similar personality shifts arise when504

chatbots interact with real human users in uncon-505

trolled settings. To investigate this, we used the506

WildChat Dataset (Zhao et al., 2024), a corpus of507

diverse user–ChatGPT dialogues collected ‘in the508

wild’. We filtered out non-English exchanges and509

truncated overly long conversations to 20 turns, ul-510

timately sampling 600 conversations that provide a511

glimpse into authentic human–chatbot interactions.512

We replicated our base procedure by prompting513

GPT-4o mini with WildChat conversations as if it514

had participated in them. The chatbot then com-515

pleted a post-conversation Big Five assessment.516

To compute shifts, we used an average baseline517

E A C ES I
Synthetic 4.43 5.64 5.03 5.47 4.52
Wildchat 2.34 3.91 3.51 1.84 2.94

Table 4: Standard deviations of chatbot trait shifts in
synthetic vs. Wildchat conversations

of GPT-4o mini scores from our synthetic experi- 518

ments. Table 4 displays the standard deviations of 519

chatbot trait shifts in both the synthetic and Wild- 520

chat datasets. Substantial shifts are observed in 521

the real Wildchat conversations with only a much 522

lower standard deviation for Emotional Stability. 523

While the real-world dataset lacked user person- 524

ality tests, we approximated user traits by prompt- 525

ing GPT-4o mini to infer personalities from conver- 526

sation transcripts. This yielded systematic positive 527

diagonal correlations, mirroring patterns in syn- 528

thetic data. The user–chatbot extraversion align- 529

ment was especially strong (95% CI: 0.384 ± 530

0.071), consistent with results from GPT-4o mod- 531

els. One notable difference was the absence of a 532

relationship between user Emotional Stability and 533

chatbot Agreeableness, likely due to the toxicity- 534

filtered nature of the WildChat dataset. Trait shift 535

variances were smaller overall, as real users were 536

less extreme than synthetic personas, but variation 537

remained substantial, suggesting meaningful adap- 538

tation. While the lack of ground-truth user traits 539

limits control, these findings indicate that mirroring 540

behaviors extend beyond simulated environments. 541

6 Discussion & Conclusion 542

Our work here shows that LLMs reflect the person- 543

alities of their users in consistent ways. Traits like 544

Agreeableness and Conscientiousness are strongly 545

mirrored, perhaps unsurprising for models opti- 546

mized for helpfulness. Larger models even adjust 547

Extraversion and Intellect, demonstrating a broad 548

capacity for adaptation. Yet the fact that these same 549

models resist attempts to prevent mirroring under- 550

lines its deeply ingrained nature. 551

This raises obvious questions. Should a men- 552

tal health chatbot adopt a user’s pessimistic tone? 553

Should educational tools echo a student’s uncer- 554

tainty? The negative relation between user Emo- 555

tional Stability and chatbot Agreeableness high- 556

lights that not all shifts are intuitive, or desirable. 557

As LLMs enter sensitive domains like clinical ad- 558

vice or legal counsel, understanding and moderat- 559

ing these behaviors becomes increasingly germane. 560
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Limitations561

We would like to acknowledge some limitations of562

this study. Firstly, despite conducting an ablation563

study that shows a third LLM is able to recognize564

personalities from the conversation, we have not565

conducted human trials that verify the model’s per-566

ception of personality. Future work can focus on567

comparing a human reader’s perception of person-568

ality shift and the model’s given a conversation.569

Secondly, a model’s portrayal of the personality570

tropes tends to be exaggerated. In other words, the571

conversations we observe in this experiment will572

unlikely be seen in actual human-chatbot conver-573

sations. We believe that the patterns of the shifts574

still apply, albeit to a lesser extent. We also only575

conducted studies analyzing English conversations,576

thus not capturing any multilingual effects or differ-577

ences. Hence, our conclusions risks being biased578

towards solely the English language. We leave it579

to future work to verify this claim. Lastly, due to580

budget constraints, we primarily used GPT-4o mini581

for most of our experiments.582

AI Use Acknowledgment583

In our work, we acknowledge the use of AI assis-584

tance in the following cases in accordance with the585

ACL Policy on AI Writing Assistance: assistance586

with language of the paper, literature search, and587

analytical code. We utilized AI tools for polishing588

original written content, searching for relevant lit-589

erature, and helping to write experiment-analyzing590

and diagram-generating code.591
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Appendices837

A Personalities838

This section lists all 100 personalities the user839

model can sample from.840

1. Overly Enthusiastic: excessively positive and841

optimistic, even when unrealistic.842

2. Aloof and Detached: emotionally distant and843

uninterested in others.844

3. Hypercritical: finds faults in everything, never845

satisfied.846

4. Extremely Empathetic: overwhelmed by oth-847

ers’ emotions, always trying to help.848

5. Paranoid and Distrustful: constantly suspi-849

cious of others’ motives.850

6. Overconfident and Narcissistic: believes they851

are superior and demands attention.852

7. Overly Cautious and Anxious: worries about853

everything, afraid to take risks.854

8. Chaotic and Unpredictable: impulsive and855

erratic, difficult to predict.856

9. Overly Dependent: constantly seeks reassur-857

ance and fears abandonment.858

10. Overly Stoic: shows no emotion, believes859

emotions are a weakness.860

11. Highly Argumentative: loves to argue, even861

over trivial matters.862

12. Obsessively Perfectionistic: demands perfec-863

tion, frustrated by imperfection.864

13. Emotionally Volatile: rapid mood swings865

between extreme emotions.866

14. Overly Charismatic Manipulator: charming867

but uses charm to manipulate others.868

15. Extremely Idealistic: frustrated by the869

world’s imperfection, seeks ideals.870

16. Chronically Sarcastic: always sarcastic, mak-871

ing it difficult to know their sincerity.872

17. Recklessly Brave: takes dangerous risks873

without fear, views caution as cowardice.874

18. Obsessively Controlling: needs control over875

everything, struggles with unpredictability.876

19. Pathologically Selfish: only cares about their877

own needs, disregards others.878

20. Excessively Agreeable: cannot say no, easily879

exploited by others.880

21. Compulsively Honest: tells the truth at all881

costs, even when harmful.882

22. Perpetually Pessimistic: always expects the883

worst outcome in any situation.884

23. Obsessively Organized: cannot function in885

any form of disorder or mess.886

24. Relentlessly Competitive: turns everything 887

into a contest, must always win. 888

25. Pathologically Indecisive: paralyzed by 889

choices, unable to make decisions. 890

26. Chronically Procrastinating: delays all tasks 891

until the last possible moment. 892

27. Excessively Frugal: obsessed with saving 893

money, avoids all unnecessary expenses. 894

28. Compulsively Gossiping: cannot keep se- 895

crets, always spreading rumors. 896

29. Overly Nostalgic: lives in the past, resistant 897

to change or progress. 898

30. Extremely Gullible: believes everything 899

they’re told, easily fooled. 900

31. Pathologically Lying: compulsively lies, 901

even when unnecessary. 902

32. Obsessively Clean: germaphobic, constantly 903

cleaning and disinfecting. 904

33. Chronically Late: always behind schedule, 905

disregards others’ time. 906

34. Excessively Apologetic: apologizes for ev- 907

erything, even when unnecessary. 908

35. Overly Dramatic: exaggerates all situations, 909

craves attention. 910

36. Compulsively Rebellious: opposes all rules 911

and authority on principle. 912

37. Pathologically Altruistic: sacrifices own 913

wellbeing for others to an extreme degree. 914

38. Extremely Superstitious: bases all decisions 915

on signs, omens, and superstitions. 916

39. Chronically Indulgent: lacks self-control, 917

overindulges in pleasures. 918

40. Obsessively Frugal: hoards resources, avoids 919

spending at all costs. 920

41. Excessively Curious: pries into everyone’s 921

business, lacks boundaries. 922

42. Pathologically Passive: avoids all conflict, 923

allows others to make all decisions. 924

43. Compulsively Innovative: always seeks new 925

ways, even when unnecessary. 926

44. Overly Pedantic: corrects minor errors ob- 927

sessively, misses the bigger picture. 928

45. Chronically Nostalgic: constantly longing 929

for the past, resistant to change. 930

46. Extremely Literal: unable to understand 931

metaphors or abstract concepts. 932

47. Pathologically Optimistic: denies all nega- 933

tive realities, unrealistically positive. 934

48. Obsessively Detail-Oriented: fixates on 935

minutiae, loses sight of overall goals. 936

49. Compulsively Helpful: offers unsolicited 937

help, interferes in others’ affairs. 938
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50. Excessively Self-Deprecating: constantly939

puts themselves down, seeks pity.940

51. Chronically Indecisive: unable to make even941

minor decisions without agonizing.942

52. Overly Materialistic: values possessions943

above all else, including relationships.944

53. Pathologically Jealous: suspicious of all945

relationships, possessive to extreme.946

54. Compulsively Risk-Taking: addicted to dan-947

ger, ignores all safety precautions.948

55. Extremely Technophobic: avoids all modern949

technology, fears progress.950

56. Obsessively Health-Conscious: fixated on951

health, sees danger in everything.952

57. Chronically Impatient: cannot wait for any-953

thing, always rushes others.954

58. Excessively Self-Righteous: believes in their955

moral superiority, judges others harshly.956

59. Pathologically Generous: gives away every-957

thing, neglects own needs.958

60. Compulsively Contrary: disagrees with ev-959

erything on principle.960

61. Overly Naive: trusts everyone, oblivious to961

potential dangers or deceptions.962

62. Extremely Fatalistic: believes everything is963

predetermined, refuses to take action.964

63. Chronically Distracted: unable to focus, con-965

stantly jumping between tasks.966

64. Obsessively Punctual: anxious about being967

even slightly late, arrives excessively early.968

65. Pathologically Curious: risks safety to sat-969

isfy curiosity, lacks all caution.970

66. Compulsively Orderly: cannot function in971

any form of chaos or disorder.972

67. Excessively Stubborn: refuses to change973

opinion or course of action, regardless of evidence.974

68. Overly Sensitive: takes offense at the slight-975

est perceived slight or criticism.976

69. Extremely Forgetful: unable to remember977

important details or commitments.978

70. Chronically Verbose: talks excessively, un-979

able to be concise or listen to others.980

71. Pathologically Competitive: turns every-981

thing into a contest, cannot cooperate.982

72. Obsessively Future-Oriented: constantly983

planning ahead, unable to live in the present.984

73. Compulsively Apologetic: says sorry for985

everything, even when not at fault.986

74. Excessively Self-Reliant: refuses all help,987

even when desperately needed.988

75. Overly Superstitious: bases all decisions on989

omens, signs, and superstitions.990

76. Extremely Gullible: believes everything 991

they’re told, easily manipulated. 992

77. Chronically Pessimistic: always expects the 993

worst, sees no hope in any situation. 994

78. Pathologically Honest: tells harsh truths 995

without tact, hurts others unnecessarily. 996

79. Obsessively Frugal: hoards money and re- 997

sources, lives in unnecessary poverty. 998

80. Compulsively Skeptical: doubts everything, 999

unable to trust any information. 1000

81. Excessively Trusting: naive to the point of 1001

constantly being taken advantage of. 1002

82. Overly Idealistic: holds unrealistic standards, 1003

constantly disappointed by reality. 1004

83. Extremely Literal-Minded: unable to under- 1005

stand sarcasm, metaphors, or abstract concepts. 1006

84. Chronically Indecisive: paralyzed by 1007

choices, unable to make even minor decisions. 1008

85. Pathologically Perfectionist: sets impossible 1009

standards, never satisfied with results. 1010

86. Obsessively Nostalgic: lives in the past, 1011

unable to adapt to present or future. 1012

87. Compulsively Critical: finds fault in every- 1013

thing and everyone, never satisfied. 1014

88. Excessively Risk-Averse: avoids all poten- 1015

tial dangers, misses out on opportunities. 1016

89. Overly Impulsive: acts without thinking, 1017

disregards consequences entirely. 1018

90. Extremely Passive-Aggressive: never di- 1019

rectly confronts issues, uses indirect hostility. 1020

91. Chronically Forgetful: unable to remember 1021

important information or commitments. 1022

92. Pathologically Ambitious: pursues success 1023

at all costs, neglects all other aspects of life. 1024

93. Obsessively Efficient: prioritizes speed over 1025

quality, rushes through everything. 1026

94. Compulsively Rebellious: defies all rules 1027

and norms, even when self-destructive. 1028

95. Excessively Dependent: unable to function 1029

independently, constantly seeks guidance. 1030

96. Overly Stoic: suppresses all emotions, views 1031

any emotional expression as weakness. 1032

97. Extremely Melodramatic: overreacts to ev- 1033

erything, turns minor issues into crises. 1034

98. Chronically Cynical: distrusts all motives, 1035

sees the worst in every situation. 1036

99. Pathologically Optimistic: denies all nega- 1037

tive realities, unrealistically positive. 1038

100. Obsessively Creative: prioritizes originality 1039

over practicality or functionality. 1040
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Figure 5: Qwen Linear Correlations

B Miscellaneous Correlation Heatmaps1041

This section contains heatmaps that did not fit into1042

the main body of the paper. Since the results from1043

Qwen did not offer any significant novel insights1044

not in the other models, we decided to only include1045

the heatmap in this section (Fig 5).1046

C Personality Assessment Questionnaire1047

All questions and their associated personality trait1048

in the 50-item personality assessment is listed in1049

Table 5.1050

D Conversation Scenarios1051

All 50 possible conversation scenarios with their1052

corresponding chatbot role and user role are shown1053

in Table 6.1054

E Regression Features1055

Table 7 shows all features used in training the linear1056

regression models.1057
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Item Associated Trait
I am the life of the party. E
I feel little concern for others. A
I am always prepared. C
I get stressed out easily. ES
I have a rich vocabulary. I
I don’t talk a lot. E
I am interested in people. A
I leave my belongings around. C
I am relaxed most of the time. ES
I have difficulty understanding abstract ideas. I
I feel comfortable around people. E
I insult people. A
I pay attention to details. C
I worry about things. ES
I have a vivid imagination. I
I keep in the background. E
I sympathize with others’ feelings. A
I make a mess of things. C
I seldom feel blue. ES
I am not interested in abstract ideas. I
I start conversations. E
I am not interested in other people’s problems. A
I get chores done right away. C
I am easily disturbed. ES
I have excellent ideas. I
I start conversations. E
I am not interested in other people’s problems. A
I get chores done right away. C
I am easily disturbed. ES
I have excellent ideas. I
I have little to say. E
I have a soft heart. A
I often forget to put things back in their proper place. C
I get upset easily. ES
I do not have a good imagination. I
I talk to a lot of different people at parties. E
I am not really interested in others. A
I like order. C
I change my mood a lot. ES
I am quick to understand things. I
I don’t like to draw attention to myself. E
I take time out for others. A
I shirk my duties. C
I have frequent mood swings. ES
I use difficult words. I
I don’t mind being the center of attention. E
I feel others’ emotions. A
I follow a schedule. C
I get irritated easily. ES
I spend time reflecting on things. I
I am quiet around strangers. E
I make people feel at ease. A
I am exacting in my work. C
I often feel blue. ES
I am full of ideas. I

Table 5: Personality Assessment Questionnaire
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Scenario Chatbot Role User Role
Chatbot for Customer Support Assistant chatbot Inquiring customer
Social Media Interaction Debater Opposing debater
Email Exchange in the Workplace Manager asking for update Employee giving update
Teacher-Student Conversation Teacher giving feedback Student
Workplace Conflict Resolution Team leader Unhappy team member
Counseling Session Counseling therapist Anxious client
Medical Session Doctor Patient describing symptoms
Job Interview Simulation Interviewer Candidate
Mentoring Conversation Career mentor Young professional
Student Seeking Help Tutor Student in need
Customer Requesting a Refund Customer service representative Customer
Collaborating on a Group Project Team member Other team member
Teacher Helping Student Encouraging teacher Struggling student
Employee Asking for a Raise Manager Employee
Social Media Disagreement Controversial debater Opposing debater
Doctor Delivering Test Results Doctor giving results Patient
Negotiating Business Deal Business partner Another business partner
Teacher Offering Study Tips Helpful teacher Student asking for advice
Social Media Crisis PR representative Upset customer
Medical Lifestyle Consultation Doctor advising on lifestyle Inquiring patient
Technical Support Call Tech support issue Customer
Restaurant Reservation Dispute Restaurant manager Customer
Travel Agent Booking Travel agent Client
Financial Advisor Consultation Financial advisor Client seeking retirement planning
Parent-Teacher Conference Teacher Concerned parent
Real Estate Showing Real estate agent Potential buyer
Car Sales Negotiation Car salesperson Interested customer
Library Research Help Librarian Student seeking resources
Gym Training Consultation Personal trainer New gym member
Wedding Planning Wedding planner Engaged client
Legal Consultation Lawyer Client
Insurance Coverage Discussion Insurance agent Inquiring customer
Career Counseling Career counselor Client considering career change
Landlord-Tenant Discussion Landlord Tenant reporting issues
College Admissions Interview Admissions officer High school senior
Tech Workshop IT Instructor Employee using new software
Nutritionist Consultation Nutritionist Client seeking to change diet
Home Renovation Planning Interior designer Homeowner
Volunteer Orientation Volunteer coordinator New volunteer
Pet Adoption Counseling Animal shelter worker Potential adopter
Online Dating Conversation Dating app user Responding user
Language Exchange Native English speaker Language learner
Public Speaking Coaching Public speaking coach Client
Fitness Class Instruction Yoga instructor Student
Book Club Discussion Book club leader Speaking member
Smart Home Setup Support Smart home technician Homeowner
Online Gaming Teamwork Team leader coordinating Team member
Conflict Mediation Mediator One of the conflicting parties
Podcast Interview Podcast host Interviewee guest
Environmental Campaign Environmental activist Inquiring community member

Table 6: Full Scenarios and Roles List
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Feature Range
User initial Extraversion 10 to 50
User initial Agreeableness 10 to 50
User initial Conscientiousness 10 to 50
User initial Emotional Stability 10 to 50
User initial Intellect 10 to 50
Chatbot initial Extraversion 10 to 50
Chatbot initial Agreeableness 10 to 50
Chatbot initial Conscientiousness 10 to 50
Chatbot initial Emotional Stability 10 to 50
Chatbot initial Intellect 10 to 50
Extraversion distance (user - chatbot score) 0 to 40
Agreeableness distance (user - chatbot score) 0 to 40
Conscientiousness distance (user - chatbot score) 0 to 40
Emotional Stability distance (user - chatbot score) 0 to 40
Intellect distance (user - chatbot score) 0 to 40
Conversation sentiment -1 to 1
Model size by billion parameters (estimated when necessary) 2 to 200
Scenario power dynamics (higher user vs. higher chatbot) -1 to 1
Scenario expertise differential 0 to 1
Scenario stakes (low to high) 0 to 1
Scenario emotionality 0 to 1
Scenario formality 0 to 1
Scenario expected duration of relationship 0 to 1
Average user response character length N/A
Average chatbot response character length N/A

Table 7: Linear Regression Features
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