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This article is about a curious phenomenon. Suppose we have a data matrix, which is the superposition of a
low-rank component and a sparse component. Can we recover each component individually? We prove that
under some suitable assumptions, it is possible to recover both the low-rank and the sparse components
exactly by solving a very convenient convex program called Principal Component Pursuit; among all feasible
decompositions, simply minimize a weighted combination of the nuclear norm and of the ¢; norm. This sug-
gests the possibility of a principled approach to robust principal component analysis since our methodology
and results assert that one can recover the principal components of a data matrix even though a positive
fraction of its entries are arbitrarily corrupted. This extends to the situation where a fraction of the entries
are missing as well. We discuss an algorithm for solving this optimization problem, and present applications
in the area of video surveillance, where our methodology allows for the detection of objects in a cluttered
background, and in the area of face recognition, where it offers a principled way of removing shadows and
specularities in images of faces.
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1. INTRODUCTION
1.1. Motivation
Suppose we are given a large data matrix M, and know that it may be decomposed as

M = Lo + So,
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11:2 E. J. Candés et al.

where Ly has low rank and Sy is sparse; here, both components are of arbitrary magni-
tude. We do not know the low-dimensional column and row space of Ly, not even their
dimension. Similarly, we do not know the locations of the nonzero entries of Sy, not
even how many there are. Can we hope to recover the low-rank and sparse components
both accurately (perhaps even exactly) and efficiently?

A provably correct and scalable solution to the above problem would presumably
have an impact on today’s data-intensive process of scientific discovery.! The recent
explosion of massive amounts of high-dimensional data in science, engineering, and
society presents a challenge as well as an opportunity to many areas such as image,
video, multimedia processing, web relevancy data analysis, search, biomedical imaging
and bioinformatics. In such application domains, data now routinely lie in thousands
or even billions of dimensions, with a number of samples sometimes of the same order
of magnitude.

To alleviate the curse of dimensionality and scale,? we must leverage on the fact
that such data have low intrinsic dimensionality, for example, that they lie on some
low-dimensional subspace [Eckart and Young 1936], are sparse in some basis [Chen
et al. 2001], or lie on some low-dimensional manifold [Tenenbaum et al. 2000; Belkin
and Niyogi 2003]. Perhaps the simplest and most useful assumption is that the data
all lie near some low-dimensional subspace. More precisely, this says that if we stack
all the data points as column vectors of a matrix M, the matrix should (approximately)
have low rank: mathematically,

M = Lo + Ny,

where Ly has low-rank and Nj is a small perturbation matrix. Classical Principal
Component Analysis (PCA) [Hotelling 1933; Eckart and Young 1936; Jolliffe 1986]
seeks the best (in an ¢2 sense) rank-% estimate of Ly by solving

minimize ||M — L||
subject to rank(l) < k.

(Throughout this article, | M| denotes the 2-norm; that is, the largest singular value
of M.) This problem can be efficiently solved via the singular value decomposition
(SVD) and enjoys a number of optimality properties when the noise Ny is small and
independent and identically distributed Gaussian.

Robust PCA. PCA is arguably the most widely used statistical tool for data analysis
and dimensionality reduction today. However, its brittleness with respect to grossly
corrupted observations often puts its validity in jeopardy—a single grossly corrupted
entry in M could render the estimated L arbitrarily far from the true L. Unfortunately,
gross errors are now ubiquitous in modern applications such as image processing, web
data analysis, and bioinformatics, where some measurements may be arbitrarily cor-
rupted (due to occlusions, malicious tampering, or sensor failures) or simply irrelevant
to the low-dimensional structure we seek to identify. A number of natural approaches
to robustifying PCA have been explored and proposed in the literature over several
decades. The representative approaches include influence function techniques [Huber
1981; Torre and Black 2003], multivariate trimming [Gnanadesikan and Kettenring
1972], alternating minimization [Ke and Kanade 2005], and random sampling tech-
niques [Fischler and Bolles 1981]. Unfortunately, none of these approaches yields a

1Data-intensive computing is advocated by Jim Gray as the fourth paradigm for scientific discovery [Hey
et al. 2009].

2We refer to either the complexity of algorithms that increases drastically as dimension increases, or to their
performance that decreases sharply when scale goes up.
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polynomial-time algorithm with strong performance guarantees under broad condi-
tions.> The problem we study here can be considered an idealized version of Robust
PCA, in which we aim to recover a low-rank matrix Ly from highly corrupted measure-
ments M = Ly + Sy. Unlike the small noise term N in classical PCA, the entries in Sy
can have arbitrarily large magnitude, and their support is assumed to be sparse but
unknown.* Motivated by a different set of applications, this problem was also investi-
gated by Chandrasekaran et al. [2009], who also base their work on the formulation
(1.1). Their work was carried out independently of ours, while this manuscript was in
preparation. Their results are of a somewhat different nature; see Section 1.5 for a
detailed explanation.

Applications. There are many important applications in which the data under study
can naturally be modeled as a low-rank plus a sparse contribution. All the statisti-
cal applications, in which robust principal components are sought, of course fit our
model. We give examples inspired by contemporary challenges in computer science,
and note that depending on the applications, either the low-rank component or the
sparse component could be the object of interest.

—YVideo Surveillance. Given a sequence of surveillance video frames, we often need to
identify activities that stand out from the background. If we stack the video frames
as columns of a matrix M, then the low-rank component Ly naturally corresponds to
the stationary background and the sparse component Sy captures the moving objects
in the foreground. However, each image frame has thousands or tens of thousands of
pixels, and each video fragment contains hundreds or thousands of frames. It would
be impossible to decompose M in such a way unless we have a truly scalable solution
to this problem. In Section 4, we will show the results of our algorithm on video
decomposition.

—Face Recognition. It is well known that images of a convex, Lambertian surface un-
der varying illuminations span a low-dimensional subspace [Basri and Jacobs 2003].
This fact has been a main reason why low-dimensional models are mostly effective
for imagery data. In particular, images of a human’s face can be well-approximated
by a low-dimensional subspace. Being able to correctly retrieve this subspace is cru-
cial in many applications such as face recognition and alignment. However, realistic
face images often suffer from self-shadowing, specularities, or saturations in bright-
ness, which make this a difficult task and subsequently compromise the recognition
performance. In Section 4, we will show how our method is able to effectively remove
such defects in face images.

—Latent Semantic Indexing. Web search engines often need to analyze and index
the content of an enormous corpus of documents. A popular scheme is the Latent
Semantic Indexing (LSI) [Dewester et al. 1990; Papadimitriou et al. 2000]. The basic
idea is to gather a document-versus-term matrix M whose entries typically encode
the relevance of a term (or a word) to a document such as the frequency it appears
in the document (e.g. the TF/IDF). PCA (or SVD) has traditionally been used to
decompose the matrix as a low-rank part plus a residual, which is not necessarily
sparse (as we would like). If we were able to decompose M as a sum of a low-rank
component Ly and a sparse component Sy, then Ly could capture common words used

3Random sampling approaches guarantee near-optimal estimates, but have complexity exponential in the
rank of the matrix Ly. Trimming algorithms have comparatively lower computational complexity, but guar-
antee only locally optimal solutions.

4The unknown support of the errors makes the problem more difficult than the matrix completion problem
that has been recently much studied.
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11:4 E. J. Candés et al.

in all the documents while Sy captures the few key words that best distinguish each
document from others.

—Ranking and Collaborative Filtering. The problem of anticipating user tastes is gain-
ing increasing importance in online commerce and advertisement. Companies now
routinely collect user rankings for various products, for example, movies, books,
games, or web tools, among which the Netflix Prize for movie ranking is the best
known [Netflix, Inc.]. The problem is to use incomplete rankings provided by the
users on some of the products to predict the preference of any given user on any of
the products. This problem is typically cast as a low-rank matrix completion prob-
lem. However, as the data collection process often lacks control or is sometimes even
ad hoc—a small portion of the available rankings could be noisy and even tampered
with. The problem is more challenging since we need to simultaneously complete the
matrix and correct the errors. That is, we need to infer a low-rank matrix Ly from a
set of incomplete and corrupted entries. In Section 1.6, we will see how our results
can be extended to this situation.

Similar problems also arise in many other applications such as graphical model
learning, linear system identification, and coherence decomposition in optical systems,
as discussed in Chandrasekaran et al. [2009]. All in all, the new applications we have
listed above require solving the low-rank and sparse decomposition problem for matri-
ces of extremely high dimension and under broad conditions, a goal this article aims to
achieve.

1.2. Our Message

At first sight, the separation problem seems impossible to solve since the number
of unknowns to infer for Ly and Sy is twice as many as the given measurements in
M e R™>*"_ Furthermore, it seems even more daunting that we expect to reliably
obtain the low-rank matrix Ly with errors in Sy of arbitrarily large magnitude.

In this article, we are going to see that not only can this problem be solved, it can be
solved by tractable convex optimization. Let | M]|.. := ), 0;(M) denote the nuclear norm
of the matrix M, that is, the sum of the singular values of M, and let | M|, =), 1M

denote the ¢;-norm of M seen as a long vector in R™*"2, Then we will show that under
rather weak assumptions, the Principal Component Pursuit (PCP) estimate solving®

minimize  ||L|« + AIS|1

subjectto L+S=M (1.1)

exactly recovers the low-rank Ly and the sparse Sy. Theoretically, this is guaranteed
to work even if the rank of Ly grows almost linearly in the dimension of the matrix,
and the errors in Sy are up to a constant fraction of all entries. Algorithmically, we
will see that this problem can be solved by efficient and scalable algorithms, at a
cost not so much higher than the classical PCA. Empirically, our simulations and
experiments suggest this works under surprisingly broad conditions for many types
of real data. The approach (1.1) was first studied by Chandrasekaran et al. [2009]
who released their findings during the preparation of this article. Their work was
motivated by applications in system identification and learning of graphical models. In
contrast, this article is motivated by robust principal component computations in high-
dimensional settings when there are erroneous and missing entries; missing entries
are not considered in Chandrasekaran et al. [2009]. Hence, the assumptions and results
of this article will be significantly different from those in Chandrasekaran et al. [2009].

5Although the name naturally suggests an emphasis on the recovery of the low-rank component, we reiterate
that in some applications, the sparse component truly is the object of interest.
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We will comment more thoroughly on the results of Chandrasekaran et al. [2009] in
Section 1.5 after introducing ours in Section 1.3.

1.3. When Does Separation Make Sense?

A normal reaction is that the objectives of this article cannot be met. Indeed, there
seems to not be enough information to perfectly disentangle the low-rank and the
sparse components. And indeed, there is some truth to this, since there obviously is an
identifiability issue. For instance, suppose the matrix M is equal to eje} (this matrix
has a one in the top left corner and zeros everywhere else). Then since M 1s both sparse
and low-rank, how can we decide whether it is low-rank or sparse? To make the problem
meaningful, we need to impose that the low-rank component L is not sparse. In this
article, we will borrow the general notion of incoherence introduced in Candés and
Recht [2009] for the matrix completion problem; this is an assumption concerning the
singular vectors of the low-rank component. Write the singular value decomposition of
Lo € Rm*™2 gg

Ly=UsV* =) ou;,
i=1

where r is the rank of the matrix, o1,...,0, are the positive singular values, and
U=1Iu,...,u.], V= [vq,...,v.] are the matrices of left- and right-singular vectors.
Then, the incoherence condition with parameter u states that
max [Ue;|2 < 22, max|[Ve|? < 22, (1.2)
1 ni 1 ny
and
r
UVl < 2. (1.3)
ning

Here, | M|« = max; ; |M;;|, that is, is the £,, norm of M seen as a long vector. Note that
since the orthogonal projection Py onto the column space of U is given by Py = UU*,
(1.2) is equivalent to max; || Pye;||> < ur/ni, and similarly for Py. As discussed in
Candes and Recht [2009], Candés and Tao [2010], and Gross [2011], the incoherence
condition asserts that for small values of i, the singular vectors are reasonably spread
out—in other words, not sparse.

Another identifiability issue arises if the sparse matrix has low-rank. This will occur
if, say, all the nonzero entries of S occur in a column or in a few columns. Suppose for
instance, that the first column of Sy is the opposite of that of Ly, and that all the other
columns of Sy vanish. Then it is clear that we would not be able to recover Ly and Sy
by any method whatsoever since M = Ly + Sy would have a column space equal to, or
included in that of Ly. To avoid such meaningless situations, we will assume that the
sparsity pattern of the sparse component is selected uniformly at random.

1.4. Main Result

The surprise is that, under these minimal assumptions, the simple PCP solution per-
fectly recovers the low-rank and the sparse components, provided, of course, that the
rank of the low-rank component is not too large, and that the sparse component is
reasonably sparse. Throughout this article, n;) = max(ni, ng) and nie) = min(n;, ng).

TuEOREM 1.1. Suppose Ly is n x n, obeys (1.2)~(1.3). Fix any n x n matrix X of
signs. Suppose that the support set Q2 of Sy is uniformly distributed among all sets of
cardinality m, and that sgn([Sol;j) = X;; for all (i, j) € Q. Then, there is a numerical

constant ¢ such that with probability at least 1 —cn~ 10 (over the choice of support of So),
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11:6 E. J. Candés et al.

Principal Component Pursuit (1.1) with » = 1/./nis exact, that is, L=Lyand S =S,
provided that

rank(Ly) < prnpt(logn)™2  and m < psn?. (1.4)

In this equation, p, and ps are positive numerical constants. In the general rectangular
case, where Ly is n; x ng, PCP with » = 1/ /nq) succeeds with probability at least

1- cna%o, provided that rank(Lo) < pyneg)y u (logn) 2 and m < ps ning.

In other words, matrices Ly whose singular vectors—or principal components—are
reasonably spread can be recovered with probability nearly one from arbitrary and
completely unknown corruption patterns (as long as these are randomly distributed).
In fact, this works for large values of the rank, that is, on the order of n/(logn)? when
u is not too large. We would like to emphasize that the only “piece of randomness” in
our assumptions concerns the locations of the nonzero entries of Sy; everything else
is deterministic. In particular, all we require about L is that its singular vectors are
not spiky. Also, we make no assumption about the magnitudes or signs of the nonzero
entries of Sy. To avoid any ambiguity, our model for Sy is this: take an arbitrary matrix
S and set to zero its entries on the random set Q°¢; this gives Sy.

A rather remarkable fact is that there is no tuning parameter in our algorithm.
Under the assumption of the theorem, minimizing

1
ILll« + —=IISll1., na) = max(ny, ng),
na)

N

always returns the correct answer. This is surprising because one might have expected
that one would have to choose the right scalar A to balance the two terms in || L||.+A||S||1
appropriately (perhaps depending on their relative size). This is, however, clearly not
the case. In this sense, the choice . = 1/,/nq) is universal. Further, it is not a priori
very clear why A = 1/,/n() is a correct choice no matter what Lo and Sy are. It is the
mathematical analysis which reveals the correctness of this value. In fact, the proof of
the theorem gives a whole range of correct values, and we have selected a sufficiently
simple value in that range.

Another comment is that one can obtain results with larger probabilities of success,
that is, of the form 1 — O(n~?) (or 1 — O(n(ﬂ )) for B > 0 at the expense of reducing the

1)
value of p,.

1.5. Connections with Prior Work and Innovations

The last year or two have seen the rapid development of a scientific literature con-
cerned with the matrix completion problem introduced in Candeés and Recht [2009],
see also Candeés and Tao [2010], Candeés and Plan [2010], Keshavan et al. [2010], Gross
et al. [2010], and Gross [2011] and the references therein. In a nutshell, the matrix
completion problem is that of recovering a low-rank matrix from only a small fraction
of its entries, and by extension, from a small number of linear functionals. Although
other methods have been proposed [Keshavan et al. 2010], the method of choice is to
use convex optimization [Candés and Tao 2010; Candes and Plan 2010; Gross et al.
2010; Gross 2011; Recht et al. 2010]: among all the matrices consistent with the data,
simply find that with minimum nuclear norm. These articles all prove the mathemat-
ical validity of this approach, and our mathematical analysis borrows ideas from this
literature, and especially from those pioneered in Candes and Recht [2009]. Our meth-
ods also much rely on the powerful ideas and elegant techniques introduced by David
Gross in the context of quantum-state tomography [Gross et al. 2010; Gross 2011]. In
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particular, the clever golfing scheme [Gross 2011] plays a crucial role in our analysis,
and we introduce two novel modifications to this scheme.

Despite these similarities, our ideas depart from the literature on matrix completion
on several fronts. First, our results obviously are of a different nature. Second, we
could think of our separation problem, and the recovery of the low-rank component, as
a matrix completion problem. Indeed, instead of having a fraction of observed entries
available and the other missing, we have a fraction available, but do not know which
one, while the other is not missing but entirely corrupted altogether. Although, this
is a harder problem, one way to think of our algorithm is that it simultaneously de-
tects the corrupted entries, and perfectly fits the low-rank component to the remaining
entries that are deemed reliable. In this sense, our methodology and results go be-
yond matrix completion. Third, we introduce a novel derandomization argument that
allows us to fix the signs of the nonzero entries of the sparse component. We believe
that this technique will have many applications. One such application is in the area
of compressive sensing, where assumptions about the randomness of the signs of a
signal are common, and merely made out of convenience rather than necessity; this is
important because assuming independent signal signs may not make much sense for
many practical applications when the involved signals can all be nonnegative (such as
images).

We mentioned earlier the related work [Chandrasekaran et al. 2009], which also
considers the problem of decomposing a given data matrix into sparse and low-rank
components, and gives sufficient conditions for convex programming to succeed. These
conditions are phrased in terms of two quantities. The first is the maximum ratio
between the ¢,, norm and the operator norm, restricted to the subspace generated
by matrices whose row or column spaces agree with those of Ly. The second is the
maximum ratio between the operator norm and the £, norm, restricted to the subspace
of matrices that vanish off the support of Sy. Chandrasekaran et al. [2009] show that
when the product of these two quantities is small, then the recovery is exact for a
certain interval of the regularization parameter.

One very appealing aspect of this condition is that it is completely deterministic: it
does not depend on any random model for Ly or Sy. It yields a corollary that can be
easily compared to our result: suppose n; = ng = n for simplicity, and let uo be the
smallest quantity satisfying (1.2), then correct recovery occurs whenever

max{i : [Sol;; # 0} x y/or/n < 1/12.
J

The left-hand side is at least as large as ps./itonr, where p; is the fraction of entries
of Sy that are nonzero. Since 1y > 1 always, this statement only guarantees recovery
if ps = O((nr)~Y/2); that is, even when rank(Ly) = O(1), only vanishing fractions of the
entries in Sy can be nonzero.

In contrast, our result shows that for incoherent L, correct recovery occurs with
high probability for rank(Ly) on the order of n/[;1log®n] and a number of nonzero
entries in Sy on the order of n?. That is, matrices of large rank can be recovered from
non-vanishing fractions of sparse errors. This improvement comes at the expense of
introducing one piece of randomness: a uniform model on the error support.

A difference with the results in Chandrasekaran et al. [2009] is that our analysis
leads to the conclusion that a single universal value of A, namely A = 1/./n, works with
high probability for recovering any low-rank, incoherent matrix. In Chandrasekaran
et al. [2009], the parameter A is data-dependent, and may have to be selected by solving
anumber of convex programs. The distinction between our results and Chandrasekaran
et al. [2009] is a consequence of differing assumptions about the origin of the data
matrix M. We regard the universality of A in our analysis as an advantage, since it may
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11:8 E. J. Candés et al.

provide useful guidance in practical circumstances where the generative model for M
is not completely known.

1.6. Implications for Matrix Completion from Grossly Corrupted Data

We have seen that our main result asserts that it is possible to recover a low-rank
matrix even though a significant fraction of its entries are corrupted. In some applica-
tions, however, some of the entries may be missing as well, and this section addresses
this situation. Let Pg be the orthogonal projection onto the linear space of matrices
supported on Q C [n1] x [ng],

X, @J)eQ,
0, GJ)¢Q.

Then, imagine we only have available a few entries of Ly + Sy, which we conveniently
write as

PoX = {

Y = Pq,.(Lo + So) = Pa,,.Lo + Sy;

that is, we see only those entries (i, j) € Qqps C [n1] x [n2]. This models the following
problem: we wish to recover Ly but only see a few entries about Ly, and among those a
fraction happens to be corrupted, and we of course do not know which one. As is easily
seen, this is a significant extension of the matrix completion problem, which seeks to
recover Ly from undersampled but otherwise perfect data Pgq,, Lo.

We propose recovering Lj by solving the following problem:

minimize  ||L|« + A|S]|1
subject to  Pq,, (L+S) =Y.

In words, among all decompositions matching the available data, Principal Component
Pursuitfinds the one that minimizes the weighted combination of the nuclear norm, and
of the ¢; norm. Our observation is that under some conditions, this simple approach
recovers the low-rank component exactly. In fact, the techniques developed in this
article establish this result:

(1.5)

THEOREM 1.2. Suppose Ly is n x n, obeys the conditions (1.2)~(1.3), and that Qqps
is uniformly distributed among all sets of cardinality m obeying m = 0.1n%. Suppose
for simplicity, that each observed entry is corrupted with probability t independently
of the others. Then, there is a numerical constant ¢ such that with probability at least
1—cn1° Principal Component Pursuit (1.5) with » = 1/+/0.1n is exact, that is, L =L,
provided that

rank(Lg) < p, nu_l(logn)_z, and T < Ts. (1.6)

In this equation, p, and 15 are positive numerical constants. For general ni x ng rectan-
gular matrices, PCP with » = 1/,/0.1nq) succeeds from m = 0.1ning corrupted entries
with probability at least 1 — cn(_ﬁo, provided that rank(Lg) < p, ngyu (logn) 2.

In short, perfect recovery from incomplete and corrupted entries is possible by convex
optimization.

On the one hand, this result extends our previous result in the following way. If
all the entries are available, that is, m = ning, then this is Theorem 1.1. On the
other hand, it extends matrix completion results. Indeed, if 7 = 0, we have a pure
matrix completion problem from about a fraction of the total number of entries, and
our theorem guarantees perfect recovery as long as r obeys (1.6), which, for large
values of r, matches the strongest results available. We remark that the recovery is
exact, however, via a different algorithm. To be sure, in matrix completion one typically
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Robust Principal Component Analysis? 11:9

minimizes the nuclear norm ||L||, subject to the constraint Pg, L = Pg, Lo. Here, our

program would solve

obs obs

minimize || L] + 1| S|t

subject to  Pgq, . (L+ S) = Pq,, Lo. (1.7

and return L = Lo, § = 0! In this context, Theorem 1.2 proves that matrix completion
is stable vis-a-vis gross errors.

Remark. We have stated Theorem 1.2 merely to explain how our ideas can easily
be adapted to deal with low-rank matrix recovery problems from undersampled and
possibly grossly corrupted data. In our statement, we have chosen to see 10% of the
entries but, naturally, similar results hold for all other positive fractions provided that
they are large enough. We would like to make it clear that a more careful study is likely
to lead to a stronger version of Theorem 1.2. In particular, for very low rank matrices,
we expect to see similar results holding with far fewer observations; that is, in the limit
of large matrices, from a decreasing fraction of entries. In fact, our techniques would
already establish such sharper results but we prefer not to dwell on such refinements
at the moment, and leave this up for future work.

1.7. Notation

We provide a brief summary of the notations used throughout this article. We shall
use five norms of a matrix. The first three are functions of the singular values and
they are: (1) the operator norm or 2-norm denoted by || X]||; (2) the Frobenius norm
denoted by || X|r; and (3) the nuclear norm denoted by | X].. The last two are the
¢; and £, norms of a matrix seen as a long vector, and are denoted by | X|; and
| X|| oo respectively. The Euclidean inner product between two matrices is defined by the
formula (X, Y) := trace(X*Y), so that ||X||% = (X X).

Further, we will also manipulate linear transformations that act on the space of
matrices, and we will use calligraphic letters for these operators as in PoX. We shall
also abuse notation by also letting Q2 be the linear space of matrices supported on Q.
Then, Pq: denotes the projection onto the space of matrices supported on Q¢ so that
Z = Pqo+Pq:, where 7 is the identity operator. We will consider a single norm for these,
namely, the operator norm (the top singular value) denoted by ||.A||, which we may want
to think of as | A| = supx,=1, AX]|F; for instance, |Pq|l = 1 whenever Q # (.

1.8. Organization of the Article

The article is organized as follows. In Section 2, we provide the key steps in the proof
of Theorem 1.1. This proof depends upon on two critical properties of dual certificates,
which are established in the separate Section 3. The reason why this is separate is
that in a first reading, the reader might want to jump to Section 4, which presents ap-
plications to video surveillance, and computer vision. Section 5 introduces algorithmic
ideas to find the Principal Component Pursuitsolution when M is of very large scale.
We conclude this article with a discussion about future research directions in Section 6.
Finally, the proof of Theorem 1.2 is in Appendix A together with those of intermediate
results.

2. ARCHITECTURE OF THE PROOF

This section introduces the key steps underlying the proof of our main result, The-
orem 1.1. We will prove the result for square matrices for simplicity, and write
n = ny = ng. Of course, we shall indicate where the argument needs to be modified
to handle the general case. Before we start, it is helpful to review some basic concepts
and introduce additional notation that shall be used throughout. For a given scalar x,
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11:10 E. J. Candés et al.

we denote by sgn(x) the sign of x, which we take to be zero if x = 0. By extension, sgn(S)
is the matrix whose entries are the signs of those of S. We recall that any subgradient
of the £; norm at Sy supported on €, is of the form

sgn(Sp) + F,

where F vanishes on , i.e. PoF = 0, and obeys || F|, < 1.

We will also manipulate the set of subgradients of the nuclear norm. From now on,
we will assume that Ly of rank r has the singular value decomposition U XV *, where
U,V € R™ just as in Section 1.3. Then, any subgradient of the nuclear norm at L is
of the form

UV + W,
where U*W =0, WV =0 and |W|| < 1. Denote by T the linear space of matrices
T ={UX*+YV* XY € RV}, (2.1)

and by T'* its orthogonal complement. It is not hard to see that taken together, U*W = 0
and WV = 0 are equivalent to PrW = 0, where Pr is the orthogonal projection onto
T. Another way to put this is Pp. W = W. In passing, note that for any matrix M,
ProM = I —UU*)M(I — VV*), where we recognize that I — UU* is the projection
onto the orthogonal complement of the linear space spanned by the columns of U
and likewise for (I — VV*). A consequence of this simple observation is that for any
matrix M, |Pr.M| < || M|, a fact that we will use several times in the sequel. Another
consequence is that for any matrix of the form eie},

1Preeie;|f = 1L — UUe; |21 = VV el = (1 — ur/n)?,

where we have assumed ur/n < 1. Since IIPTeie’;II% + ”PTJ.eie;k'”%‘ =1, this gives

2ur
IPreesle < | 2. 2.2)
n

For rectangular matrices, the estimate is IPreieillr </ m f&inz).

Finally, in the sequel we will write that an event holds with high or large probability
whenever it holds with probability at least 1 — O(n1°) (with n( in place of n for
rectangular matrices).

2.1. An Elimination Theorem
We begin with a useful definition and an elementary result we shall use a few times.

Definition 2.1. We will say that S’ is a trimmed version of S if supp(S’) C supp(S)
and Sj; = S;; whenever S;; # 0.

In other words, a trimmed version of S is obtained by setting some of the entries of
S to zero. Having said this, the following intuitive theorem asserts that if Principal
Component Pursuit correctly recovers the low-rank and sparse components of M, =
Lo + S, it also correctly recovers the components of a matrix M = Lo + S, where S is
a trimmed version of Sy. This is intuitive since the problem is somehow easier as there
are fewer things to recover.

THEOREM 2.2. Suppose the solution to (1.1) with input data My = Lo + Sy is unique
and exact, and consider My = Lo + S, where S is a trimmed version of So. Then, the
solution to (1.1) with input M is exact as well.
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Proor. Write S} = Pq, S, for some Q2 C [n] x [n] and let (L, S) be the solution of (1.1)
with input Ly + S;. Then

LIl + A1ST1 < 1ol + Al PeySollx

and, therefore,

1Ll + 281 + A Pgs Sollr < I1Loll« + AllSoll1.-

Note that (L, S + PQOL Sy) is feasible for the problem with input data Ly + Sy, and since
I8 + Pg: Soll < 18111 + [ Pg Soll, we have

1Ll + 218 + Pgy Sollr < Lol + A1 Soll1-

The right-hand side, hoyvever, is thg optimal value, anAd by unicity of the optimal
solution, we must have L = Ly, and S + PQOL So = So or S = Pq,So = Sj,. This proves
the claim. O

The Bernoulli Model. In Theorem 1.1, probability is taken with respect to the uni-
formly random subset Q@ = {(i, j) : S;; # 0} of cardinality m. In practice, it is a little
more convenient to work with the Bernoulli model Q2 = {(, j) : §;; = 1}, where the §;;’s
are independent and identically distributed variables Bernoulli taking value one with
probability o and zero with probability 1 — p, so that the expected cardinality of Q is
pn?. From now on, we will write Q ~ Ber(p) as a shorthand for  is sampled from the
Bernoulli model with parameter p.

Since by Theorem 2.2, the success of the algorithm is monotone in ||, any guarantee
proved for the Bernoulli model holds for the uniform model as well, and vice-versa,
if we allow for a vanishing shift in p around m/n?. The arguments underlying this
equivalence are standard, see Candes et al. [2006] and Candes and Tao [2010], and
may be found in the appendix for completeness.

2.2. Derandomization

In Theorem 1.1, the values of the nonzero entries of Sy are fixed. It turns out that it
is easier to prove the theorem under a stronger assumption, which assumes that the
signs of the nonzero entries are independent symmetric Bernoulli variables, that
is, take the value +1 with probability 1/2 (independently of the choice of the support
set). The convenient theorem below shows that establishing the result for random
signs is sufficient to claim a similar result for fixed signs.

THEOREM 2.3. Suppose Ly obeys the conditions of Theorem 1.1 and that the locations
of the nonzero entries of Sy follow the Bernoulli model with parameter 2p;, and the
signs of Sy are independent and identically distributed +1 as previously stated (and
independent from the locations). Then, if the PCP solution is exact with high probability,
then it is also exact with at least the same probability for the model in which the signs
are fixed and the locations are sampled from the Bernoulli model with parameter ps.

This theorem is convenient because to prove our main result, we only need to show
that it is true in the case where the signs of the sparse component are random.

Proor. Consider the model in which the signs are fixed. In this model, it is convenient
to think of Sy as Pq S, for some fixed matrix S, where Q is sampled from the Bernoulli
model with parameter p;. Therefore, Sy has independent components distributed as

SL”? w. sy
Son={o” WETa
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Consider now a random sign matrix with independent and identically distributed en-
tries distributed as

1,  w.p. ps,
Eij = 0, Ww. p. 1- 2,03,
-1, w.p. ps,

and an “elimination” matrix A with entries defined by

Asi = 0, if Ejj[sgn(S)];; = -1,
Y 7|1, otherwise.

Note that the entries of A are independent since they are functions of independent
variables.

Consider now S| = A o (|S| o E), where o denotes the Hadamard or componentwise
product so that, [Syl;; = A;; (|S;;|E;;). Then, we claim that S and Sy have the same
distribution. To see why this is true, it suffices by independence to check that the
marginals match. For S;; # 0, we have

P([Sylij = Sij) = P(A;j = 1 and E;; = [sgn(S)];;)
= P(E;;[sgn(S)];; # —1 and E;; = [sgn(S)];;)
= P(E;; = [sgn(S)];j) = ps,

which establishes the claim.

This construction allows us to prove the theorem. Indeed, |S| o £ now obeys the
random sign model, and by assumption, PCP recovers |S| o E with high probability. By
the elimination theorem, this program also recovers S; = A o (|S] o E). Since S, and S
have the same distribution, the theorem follows. O

2.3. Dual Certificates

We introduce a simple condition for the pair (Lg, Sy) to be the unique optimal solution
to Principal Component Pursuit. These conditions, given in the following lemma, are
stated in terms of a dual vector, the existence of which certifies optimality. This lemma
is equivalent to Proposition 2 of Chandrasekaran et al. [2009]; for completeness we
record its statement and proof here. (Recall that Q is the space of matrices with the
same support as the sparse component Sy, and that 7' is the space defined via the the
column and row spaces of the low-rank component L (2.1).)

LEMMA 2.4 [CHANDRASEKARAN ET AL. 2009, PROPOSITION 2]. Assume that ||PoPr| < 1.
With the standard notations, (Lg, Sp) is the unique solution if there is a pair (W, F)
obeying

UV* 4+ W = Msgn(Sy) + F),
with PrW =0, |W| <1, PoF =0and |F|sx < 1.
Note that the condition ||PqPr| < 1 is equivalent to saying that Q N T = {0}.

Proor. We consider a feasible perturbation (Lo + H, Sy — H) and show that the
objective increases whenever H # 0, hence proving that (Lg, Sp) is the unique solution.
To do this, let UV* + Wy be an arbitrary subgradient of the nuclear norm at Ly,
and sgn(Sy) + Fy be an arbitrary subgradient of the £;-norm at Sy. By definition of
subgradients,

ILo + Hllx + Al1So — Hll1 = I Loll« + AlSollx + (UV™* + Wo, H) — A{sgn(So) + Fo, H).
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Now pick Wy such that (Wy, H) = ||Pr.H||, and Fy such that (Fy, H) = —|Pq-H]||;.
We have
Lo+ HIl«+Al1So—Hll1 = | Loll« +Al1Soll1 + 1P+ Hll« + Al Por Hl1 + (U V* —Asgn(So), H).
By assumption
KUV™ — xsgn(So), H)| < (W, H)| + A(F, H)| < B(IPr-HI.. + A Pa: Hl1)
for 8 = max(|W]|, |F|ls) < 1 and, thus,
Lo + Hll« + AlISo — Hll1 = I Lolls + AlSoll1 + (1 = AP+ H|lx + A Par Hll1).
Since by assumption, QNT = {0}, we have |Pp . H||, + A||PorH|1 > Ounless H =0. O
Hence, we see that to prove exact recovery, it is sufficient to produce a “dual certifi-
cate” W obeying
WeTH,
W <1,
Po(UV* 4+ W) = rsgn(Sy),
[Por(UV* 4+ W)lloo < A.
Our method, however, will produce with high probability a slightly different certificate.
The idea is to slightly relax the constraint Po(UV* + W) = Asgn(Sy), a relaxation that

has been introduced in Gross [2011] in a different context. We prove the following
lemma.

LeEmmA 2.5. Assume |PoPr| < 1/2and A < 1. Then with the same notation, (Lgy, Sp)
is the unique solution if there is a pair (W, F') obeying
UV*+ W = Msgn(Sy) + F + PoD)

with PrW =0and |W| < i, PoF =0and ||Fll«x < 3, and |PeDllF < 1.

Proor. Following the proof of Lemma 2.4, we have

(2.3)

1
ILo + Hllx + AllSo — Hllx = I Loll« + AlISoll1 + E(HPTLH”* + AMPorHll1) — A{PeD, H)

1 A
> [ Loll« + AlSoll1 + E(HPTLH”* + MPorHll1) — Z”PQH”F-

Observe now that
1PoHIlr < PoPrHllF + |PoProHl|p
1

=

IHllF + IPr- Hllp

=

DN = DN

1
IPeHIlF + 5IPa: HlF + IPrHlF

and, therefore,
PeH|F < PorHllF + 2|Pr-H|lF.
In conclusion,

1 A
ILo + Hllx + AllSo — Hllx = Il Loll« + AllSoll1 + 3 ((1 —MIProH| + EHIPQiH”l) )

and the term between parenthesis is strictly positive when H # 0. O

6For instance, Fy = —sgn(P,. H) is such a matrix. Also, by duality between the nuclear and the operator
norm, there is a matrix obeying |W| = 1 such that (W, Pr1. H) = |Pp1 H|l«, and we just take Wy = Pp o (W).
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As a consequence of Lemma 2.5, it now suffices to produce a dual certificate W
obeying
WeTt,
Wl <1/2,
Po(UV* — Asgn(Sy) + W)llr < A/4,
[Por(UV* + Wllee < 1/2.

Further, we would like to note that the existing literature on matrix completion [Candés
and Recht 2009] gives good bounds on ||PoPr| (see Theorem 2.6 in Section 2.5).

(2.4)

2.4. Dual Certification via the Golfing Scheme

Gross [Gross 2011; Gross et al. 2010], introduces a new scheme, termed the golfing
scheme, to construct a dual certificate for the matrix completion problem, that is, the
problem of reconstructing a low-rank matrix from a subset of its entries. In this section,
we will adapt this clever golfing scheme, with two important modifications, to our
separation problem.

Before we introduce our construction, our model assumes that Q ~ Ber(p), or equiv-
alently that Q¢ ~ Ber(1 — p). Now the distribution of Q¢ is the same as that of
Q= Q1UQU---UQj, where each Q; follows the Bernoulli model with parame-
ter g, which has an explicit expression. To see this, observe that by independence, we
just need to make sure that any entry (i, j) is selected with the right probability. We
have

PG, j) € Q) = P(Bin(jo,q) = 0) = (1 — g)*,
so that the two models are the same if
p=(1-gq),

hence, justifying our assertion. Note that because of overlaps between the Q;’s, ¢ >
(1= p)/jo-
We now propose constructing a dual certificate
W =WE+ WS,

where each component is as follows:
(1) Construction of WL via the Golfing Scheme. Fix an integer j, > 1 whose value shall

be discussed later, and let 2, 1 < j < jo, be defined as previously described so that

Q¢ = U1<j<;, ;. Then, starting with Yy = 0, inductively define

Y;=Y;1+q "Po,PrilUV*—Y, 1),
and set
WE =Pr.Y;,. (2.5)

This is a variation on the golfing scheme discussed in Gross [2011], which assumes
that the 2;’s are sampled with replacement, and does not use the projector Pg;
but something more complicated taking into account the number of times a specific
entry has been sampled.

(2) Construction of WS via the Method of Least Squares. Assume that |PoPr| < 1/2.
Then, ||PqPrPql < 1/4 and, thus, the operator Po — PoPrPq mapping 2 onto itself
is invertible; we denote its inverse by (P — PoPrPq)~!. We then set

WS = APr.(Pq — PoPrPa) tsgn(So). (2.6)
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Clearly, an equivalent definition is via the convergent Neumann series

WS =2Pr. Y (PoPrPo)sgn(Sy). (2.7)
k>0

Note that Po WS = APo(I — Pr)(Pq — PaPrPa) 'sgn(Sy) = Asgn(Sy). With this, the
construction has a natural interpretation: one can verify that among all matrices
W e T obeying PoW = Asgn(Sy), W9 is that with minimum Frobenius norm.

Since both WX and W* belong to T+ and PoW*S = rsgn(S)), we will establish that
WL 4+ WS is a valid dual certificate if it obeys

WL+ WS < 1/2,
|Po(UV*+Wh)|F < 1/4, (2.8)
|Par(UV* + WL+ W) < /2.

2.5. Key Lemmas

We now state three lemmas, which taken collectively, establish our main theorem. The
first may be found in Candeés and Recht [2009].

THEOREM 2.6 [CANDES AND RECHT 2009, THEOREM 4.1]. Suppose Qq is sampled from
the Bernoulli model with parameter po. Then with high probability,

|Pr — py *PrPayPr| <e, (2.9)

provided that py > Coe~2(urlogn)/n for some numerical constant Cy > 0 (u is the
incoherence parameter). For rectangular matrices, we need py > Co €2 (ur log ne))/n).

Among other things, this lemma is important because it shows that |PoPr| < 1/2,
provided |2| is not too large. Indeed, if 2 ~ Ber(p), we have

IPr — (1= p) ' PrPo.Pr| <e,
with the proviso that 1—p > Cy e =2 (ur logn)/n. Note, however, that since 7 = Pq + Pqr,
Pr— (1= p) 'PrPoPr =1 — p) (PrPoPr — pPr)
and, therefore, by the triangular inequality
PrPaPrl < el —p)+plPrll=p+ed—p).
Since |PoPrl|? = |PrPaPrll, we have established the following:

COROLLARY 2.7. Assume that Q ~ Ber(p), then |PoPrl|l?2 < p + €, provided that
1—p > Coe2(urlogn)/n, where Cy is as in Theorem 2.6. For rectangular matrices, the
modification is as in Theorem 2.6.

The lemma below is proved is Section 3.

LEmMa 2.8. Assume that Q ~ Ber(p) with parameter p < ps for some ps > 0. Set
Jo = 2[log n] (use logn() for rectangular matrices). Then, under the other assumptions
of Theorem 1.1, the matrix WL (2.5) obeys

(a) IWE|| < 1/4,
(b) [PoUV* + Wh)|p < 1/4,
(©) [|[Pou(UV* 4+ WE)||y < 1/4.

Since || PoPr|| < 1 with large probability, W* is well defined and the following holds:
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Lemma 2.9. Assume that Sy is supported on a set Q sampled as in Lemma 2.8,
and that the signs of Sy are independent and identically distributed symmetric (and
independent of Q). Then, under the other assumptions of Theorem 1.1, the matrix WS
(2.6) obeys

(a) IWS]| < 1/4,
(b) |Pa: WSl < A/4.

The proof is also in Section 3. Clearly, WX and W* obey (2.8), hence certifying that
Principal Component Pursuit correctly recovers the low-rank and sparse components
with high probability when the signs of Sy are random. The earlier “derandomization”
argument then establishes Theorem 1.1.

3. PROOFS OF DUAL CERTIFICATION
This section proves the two crucial estimates, namely, Lemma 2.8 and Lemma 2.9.

3.1. Preliminaries

We begin by recording two results that will be useful in proving Lemma 2.8. While
Theorem 2.6 asserts that, with large probability,

1Z = 05 PrPayZ|, < €l Zllr,
forall Z € T, the next lemma shows that for a fixed Z, the sup-norm of Z—p,, 1Py Pa,(Z)
also does not increase (also with large probability).

Lemma 3.1. Suppose Z € T is a fixed matrix, and Qo ~ Ber(pg). Then, with high
probability,

|Z = pg " PrPa,Z| , < €llZlw (3.1)

provided that py > Coe ?(urlogn)/n (for rectangular matrices, py > Coe?
(urlogna))/ng) for some numerical constant Cy > 0.

The proof is an application of Bernstein’s inequality and may be found in Appendix
A. A similar but somewhat different version of (3.1) appears in Recht [2009].
The second result was proved in Candes and Recht [2009].

LemmA 3.2 [Canpis AND REcHT 2009, THEOREM 6.3]. Suppose Z is fixed, and Qo ~
Ber(pg). Then, with high probability,

1
|(I = pgPay) 2| < Cy. |~ ;fnuzuoo (3.2)

for some small numerical constant C; > 0 provided that py > Co(ulogn)/n (or
po > Cj (ulog ney))/ng) for rectangular matrices in which case ng)logn() replaces nlogn
in (3.2)).

As aremark, Lemmas 3.1 and 3.2, and Theorem 2.6 all hold with probability at least
1—-0m?), B > 2,if Cy is replaced by CB for some numerical constant C > 0.

3.2. Proof of Lemma 2.8
We begin by introducing a piece of notation and set Z; = UV* — PrY; obeying

Z; = (PT —qil'PT'PQJ-'PT)Zj_l.

Journal of the ACM, Vol. 58, No. 3, Article 11, Publication date: May 2011.



Robust Principal Component Analysis? 11:17

Obviously Z; € T for all j > 0. First, note that when

g > Cye2 rioen (3.3)
n

or for rectangular matrices

we have

1Zjllco < €llZj-1lloo (3.4)

by Lemma 3.1. (This holds with high probability because Q; and Z;_; are independent,
and this is why the golfing scheme is easy to use.) In particular, this gives that with
high probability

1Zilloo < € 1UV* |0

When g obeys the same estimate,

1ZillF < €llZj-1lF (3.5)
by Theorem 2.6. In particular, this gives that with high probability
1Zjllr < € IUV|lp = €/ Vr. (3.6)

We will assume ¢ < e L.

Proor oF (a). We prove the first part of the lemma and the argument parallels that
in Gross [2011], see also Recht [2009]. From

Y= q 'Pe,Zj,
j

we deduce
IWE = 1Pr-Yjlloo < Y llg ™ PrePa, Zjll
J

=Y Prilqg " Po, Zi1 — Zi)|

J
<Y g "Po;Zj1 — Zjll
J

, |nlogn
< C; qg > 1Z-1ls
J

1 .
=G| IV e
J

<Cy1- e)l,/”l‘%’nw*nw.

The fourth step follows from Lemma 3.2 and the fifth from (3.5). Since | UV*| < ./ur/n,
this gives

|[WE| < C'e

for some numerical constant C’ whenever g obeys (3.3).
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Proor oF (b). Since PpYj, =0,
PoUV* + Pp Y ;) =PoUV* = PrY;) = PolZ;),
and it follows from (3.6) that
1Zjy |7 < R NUV*||p = P Jr.
Since € <e ! and jo > 2logn, € < 1/n? and this proves the claim.
ProoF oF (c). We have UV* + WL = Z; + Y, and know that Y}, is supported on Q¢.
Therefore, since || Z;, |r < A/8, it suffices to show that ||Y} [l.c < A/8. We have

Yjlle @D 1P, Zj 1l
J
<q ') 1Zj 1l
J

<q ') UV
J
Since |UV*||o < /ur/n, this gives

2
€
1Yjlloc < C’

— Jur(logn)?

for some numerical constant C’ whenever g obeys (3.3). Since A = 1//n, |Yj)lloo < A/8

if
9\ 1/4
e (W(logn) ) |

n

Summary. We have seen that (a) and (b) are satisfied if ¢ is sufficiently small and
jo = 2logn. For (c), we can take ¢ on the order of (ur(logn)?/n)'/4, which will be
sufficiently small as well, provided that p, in (1.4) is sufficiently small. Note that

everything is consistent since C 6‘2%"“”” < 1. This concludes the proof of Lemma 2.8.

3.3. Proof of Lemma 2.9
It is convenient to introduce the sign matrix E = sgn(Sy) distributed as

1, w. p. p/2,
Eij = 0, W. p. 1- 0, (37)
-1, w.p.p/2.

We shall be interested in the event {||PoPr| < o}, which holds with large probability
when o = . /p + ¢, see Corollary 2.7. In particular, for any o > 0, {|PoPr| < o} holds
with high probability provided p is sufficiently small.

Proor oF (a). By construction,

WS = APr.E + APy Z(PQPTPQ)kE

k>1
= Pr2 W()S + P Wf
For the first term, we have ||PTLW69|| < ||W(;9|| = MA||E|. Then standard arguments

about the norm of a matrix with independent and identically distributed entries
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give [Vershynin 2011]:
IE| < 4np

with large probability. Since A = 1/./n, this gives ||W6g | < 4./p. When the matrix is
rectangular, we have

I1E| < 4./nqp

with high probability. Since A = 1/,/n7) in this case, ||W5q | <4./p as well.
Set R = Zkzl(PQPTPQ)k and observe that R is self-adjoint. For the second term,

IPro Wl < W5, where WS = AR(E). We need to bound the operator norm of the
matrix R(E), and use a standard covering argument to do this. Throughout, N denotes
an 1/2-net for S*! of size at most 6" (such a net exists, see Ledoux [2001, Theorem
4.16]). Then, a standard argument [Vershynin 2011] shows that

IR(E)|| = sup (y, R(E)x) <4 sup (y, R(E)x).
x,yeSn1 x,yeN

For a fixed pair (x, y) of unit-normed vectors in N x N, define the random variable
X(x, y) :== (y, R(E)x) = (R(yx"), E).

Conditional on Q = supp(E), the signs of E are independent and identically dis-
tributed symmetric and Hoeffding’s inequality gives

2t*
P(| X(x, y)l > ¢|2) <2 -——.
| X(x, y)| > £ | exp< ||R(xy*)||%)

Now since ||yx*||r = 1, the matrix R(yx*) obeys | R(yx*)||r < |R|| and, therefore,

2t2
P sup | X(x,y)| > t|Q §2|N|2exp <__2)
x.yeN IR

Hence,

t2
P(IR(E)|| > t| ) < 2|N| exp (‘W) '

On the event {|PoPr| < o},
o2
IRI<) o%*=—0

T 1 _ 52

e l1-o
and, therefore, unconditionally,

242 1— o2

P(RE)| > ) < 2INP exp (— Lo ) + PUPePrl 2 o), y = ——o—.

2 202

This gives
242
POLRE)| > t) < 2 x 6™ exp (_W> +P(|PePrll = o).
With A = 1/4/n,
IWS| < 1/4,

with large probability, provided that o, or equivalently p, is small enough.
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Proor oF (b). Observe that
Po WS = —APo1 Pr(Pq — PoPrPo) LE.
Now for (i, j) € QF, Wl-f- = (e;, WSej) = (eie’, W), and we have
S ..
Wl] = )\.(X(l, J), E),

where X(i, j) is the matrix —(Pq — PoPrPo) 1 PoPr (eiej). Conditional on Q = supp(E),
the signs of E are independent and identically distributed symmetric, and Hoeffding’s
inequality gives

22
P(WS| > tr19Q) < 2exp -~ ).
(W] > er19) < Xp( ||X(i,j)||%)

and, thus,

22
P sup|Wi‘Jg-}>t)L|Q < 2n?exp ——].
ij sup; ; 1 XG, DIz

Since (2.2) holds, we have
IPePreie)lr < IPePrllPree)lr < oy2ur/n

on the event {||PoPr|| < o}. On the same event, ||(Py — PoPrPa) | < (1 —o2)~! and,
therefore,

202  pur
X ., 12 <22 ~n
Then, unconditionally,
242 1— g2)2
P <sup WS> tk) < 2n* exp (— ’W ) FR(PePrl 2 o),y = o2
i.j ur 20

This proves the claim when ur < p/n(logn)~! and p/ is sufficiently small.

4. NUMERICAL EXPERIMENTS

In this section, we perform numerical experiments corroborating our main results and
suggesting their many applications in image and video analysis. We first investigate
Principal Component Pursuit’s ability to correctly recover matrices of various rank
from errors of various density. We then sketch applications in background modeling
from video and removing shadows and specularities from face images. It is important to
emphasize that in both of these real data examples, the support of the sparse error term
may not follow a uniform or Bernoulli model, and so our theorems do not guarantee
that the algorithm will succeed. Nevertheless, we will see that Principal Component
Pursuitdoes give quite appealing results. We also emphasize that our goal in these
examples is not to engineer complete systems for either of these applications, but
rather to demonstrate the potential applicability of this model and algorithm to robustly
compute “principal components” of real data such as images and videos.

While the exact recovery guarantee provided by Theorem 1.1 is independent of
the particular algorithm used to solve Principal Component Pursuit, its applicabil-
ity to large scale problems depends on the availability of scalable algorithms for
nonsmooth convex optimization. For the experiments in this section, we use the
an augmented Lagrange multiplier algorithm introduced in Lin et al. [2009a] and
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Table I. Correct Recovery for Random Problems of Varying Size

Dimension n | rank(Lg) ‘ 1Sollo ‘ rank(L) ‘ 1810 ‘ ”Zﬁgﬂ’? ‘ # SVD ‘ Time(s) ‘
500 25 12,500 25 12,500 | 1.1x 1078 16 2.9
1,000 50 50,000 50 50,000 | 1.2 x 106 16 12.4
2,000 100 200,000 100 200,000 | 1.2 x 1076 16 61.8
3,000 250 450,000 250 450,000 | 2.3 x 1076 15 185.2

rank(Ly) = 0.05 x n, [|Sollo = 0.05 x n?.

Dimension n | rank(Lg) ‘ 1Sollo ‘ rank(L) ‘ 18110 ‘ % ‘ # SVD ‘ Time(s) ‘
500 25 25,000 25 25,000 | 1.2 x 1076 17 4.0
1,000 50 100,000 50 100,000 | 2.4 x 10~ 16 13.7
2,000 100 400,000 100 400,000 | 2.4 x107© 16 64.5
3,000 150 900,000 150 900,000 | 2.5 x 106 16 191.0

rank(Lg) = 0.05 x n, ||Sollo = 0.10 x n?.

Here, Ly = XY* € R™" with XY € R"™"; X, Y have entries independent and identically dis-
tributed NV (0, 1/n). Sy € {—1, 0, 1} has support chosen uniformly at random and independent
random signs; ||Spllo is the number of nonzero entries in Sy. Top: recovering matrices of rank
0.05 x n from 5% gross errors. Bottom: recovering matrices of rank 0.05 x n from 10% gross errors.
In all cases, the rank of Ly and ¢y-norm of Sy are correctly estimated. Moreover, the number of
partial singular value decompositions (# SVD) required to solve PCP is almost constant.

Yuan and Yang [2009].7 In Section 5, we describe this algorithm in more detail, and
explain why it is our algorithm of choice for sparse and low-rank separation.

One important implementation detail in our approach is the choice of A. Our anal-
ysis identifies one choice, A = 1/y/max(ni, ng), which works well for incoherent ma-
trices. In order to illustrate the theory, throughout this section we will always choose
A = 1/y/max(n;, ng). For practical problems, however, it is often possible to improve
performance by choosing A in accordance with prior knowledge about the solution. For
example, if we know that S is very sparse, increasing A will allow us to recover matrices
L of larger rank. For practical problems, we recommend A = 1/ /max(ny, ng) as a good
rule of thumb, which can then be adjusted slightly to obtain the best possible result.

4.1. Exact Recovery from Varying Fractions of Error

We first verify the correct recovery phenomenon of Theorem 1.1 on randomly generated
problems. We consider square matrices of varying dimension n = 500, ..., 3000. We
generate a rank-r matrix Ly as a product Ly = XY * where X and Y are n x r matrices
with entries independently sampled from a A(0, 1/n) distribution. Sy is generated by
choosing a support set Q2 of size £ uniformly at random, and setting Sy = PqFE, where
E is a matrix with independent Bernoulli +1 entries.

Table I (top) reports the results with r = rank(Ly) = 0.05 x n and & = ||Syllp =
0.05xn2. Table I (bottom) reports the results for a more challenging scenario, rank(Lgy) =
0.05 xnand £ = 0.10 x n2. In all cases, we set A = 1/,/n. Notice that in all cases, solving
the convex PCP gives a result (L, S) with the correct rank and sparsity. Moreover, the
relative error |L — Lyl /|| Lol is small, less than 10~ in all examples considered.®

The last two columns of Table I give the number of partial singular value decom-
positions computed in the course of the optimization (# SVD) as well as the total
computation time. This experiment was performed in Matlab on a Mac Pro with dual

"Both Lin et al. [2009a] and Yuan and Yang [2009] have posted a version of their code online.

8We measure relative error in terms of L only, since, in this article we view the sparse and low-rank
decomposition as recovering a low-rank matrix Ly from gross errors. Sy is, of course, also well recovered: in
this example, the relative error in S is actually smaller than that in L.

Journal of the ACM, Vol. 58, No. 3, Article 11, Publication date: May 2011.



11:22 E. J. Candés et al.

0.5 0.5 0.5

0.4 0.4 0.4

0.3 0.3 0.3

2}
a

0.2 0.2

2] 2}
[ a

0.2

0.1 0.1 0.1

0 0 0
0 0.1 0.2 0.3 04 0.5 0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5

rank(LD) In rank(LD) In rank(LD) In

(a) Robust PCA, Random Signs  (b) Robust PCA, Coherent Signs (c) Matrix Completion

Fig. 1. Correct recovery for varying rank and sparsity. Fraction of correct recoveries across 10 trials, as a
function of rank(Lg) (x-axis) and sparsity of Sy (y-axis). Here, ny = ng = 400. In all cases, Ly = XY* is a
product of independent n x r i.i.d. N (0, 1/n) matrices. Trials are considered successful if IL - Lollr /NLollF <
1073, Left: low-rank and sparse decomposition, sgn(Sy) random. Middle: low-rank and sparse decomposition,
So = Pasgn(Lg). Right: matrix completion. For matrix completion, ps is the probability that an entry is
omitted from the observation.

quad-core 2.66-GHz Intel Xenon processors and 16 GB RAM. As we will discuss in
Section 5 the dominant cost in solving the convex program comes from computing one
partial SVD per iteration. Strikingly, in Table I, the number of SVD computations is
nearly constant regardless of dimension, and in all cases less than 17.° This suggests
that in addition to being theoretically well founded, the recovery procedure advocated
in this article is also reasonably practical.

4.2. Phase Transition in Rank and Sparsity

Theorem 1.1 shows that convex programming correctly recovers an incoherent low-
rank matrix from a constant fraction p; of errors. We next empirically investigate the
algorithm’s ability to recover matrices of varying rank from errors of varying sparsity.
We consider square matrices of dimension n; = ng = 400. We generate low-rank
matrices Ly = XY * with Xand Y independently chosen n xr matrices with independent
and identically distributed Gaussian entries of mean zero and variance 1/n. For our
first experiment, we assume a Bernoulli model for the support of the sparse term Sy,
with random signs: each entry of Sy takes on value 0 with probability 1 — p, and values
+1 each with probability p/2. For each (r, p) pair, we generate 10 random problems,
each of which is solved via the algorithm of Section 5. We declare a trial to be successful
if the recovered L satisfies |L — Lo || » /I Lollr < 1073, Figure 1 (left) plots the fraction of
correct recoveries for each pair (r, p). Notice that there is a large region in which the
recovery is exact. This highlights an interesting aspect of our result: the recovery is
correct even though in some cases ||Sollr > || Lol (e.g., for r/n = p, |Sollr is v/n = 20
times larger!). This is to be expected from Lemma 2.4: the existence (or nonexistence)
of a dual certificate depends only on the signs and support of Sy and the orientation of
the singular spaces of L.

However, for incoherent Ly, our main result goes one step further and asserts that
the signs of Sy are also not important: recovery can be guaranteed as long as its support
is chosen uniformly at random. We verify this by again sampling Ly as a product of
Gaussian matrices and choosing the support 2 in accordance with the Bernoulli model,
but this time setting Sy = Pqsgn(Lj). One might expect such Sy to be more difficult to
distinguish from Ly. Nevertheless, our analysis showed that the number of errors that

90ne might reasonably ask whether this near constant number of iterations is due to the fact that random
problems are in some sense well conditioned. There is some validity to this concern, as we will see in our
real data examples. Lin et al. [2009a] suggests a continuation strategy (there termed “Inexact ALM”) that
produces qualitatively similar solutions with a similarly small number of iterations. However, to the best of
our knowledge, its convergence is not guaranteed.
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can be corrected drops by at most 1/2 when moving to this more difficult model. Figure 1
(middle) plots the fraction of correct recoveries over 10 trials, again varying r and p.
Interestingly, the region of correct recovery in Figure 1 (middle) actually appears to
be broader than that in Figure 1 (left). Admittedly, the shape of the region in the
upper-left corner is puzzling, but has been corroborated by several distinct simulation
experiments (using different solvers).

Finally, inspired by the connection between matrix completion and robust PCA,
we compare the breakdown point for the low-rank and sparse separation problem
to the breakdown behavior of the nuclear-norm heuristic for matrix completion. By
comparing the two heuristics, we can begin to answer the question how much is gained
by knowing the location Q of the corrupted entries? Here, we again generate Ly as a
product of Gaussian matrices. However, we now provide the algorithm with only an
incomplete subset M = Pq. L of its entries. Each (i, j) is included in 2 independently
with probability 1 — p, so rather than a probability of error, here, p stands for the
probability that an entry is omitted. We solve the nuclear norm minimization problem

minimize |L|, subjectto PoiL=Po M

using an augmented Lagrange multiplier algorithm very similar to the one discussed in
Section 5. We again declare Ly to be successfully recovered if |L — Lo||z /|| Lollr < 1073.
Figure 1 (right) plots the fraction of correct recoveries for varying r, p. Notice that
nuclear norm minimization successfully recovers Ly over a much wider range of (r, p).
This is interesting because in the regime of large &, £ = Q(n?), the best performance
guarantees for each heuristic agree in their order of growth—both guarantee correct
recovery for rank(Lg) = O(n/log?n). Fully explaining the difference in performance
between the two problems may require a sharper analysis of the breakdown behavior
of each.

4.3. Real Data Example: Background Modeling from Surveillance Video

Video is a natural candidate for low-rank modeling, due to the correlation between
frames. One of the most basic algorithmic tasks in video surveillance is to estimate a
good model for the background variations in a scene. This task is complicated by the
presence of foreground objects: in busy scenes, every frame may contain some anomaly.
Moreover, the background model needs to be flexible enough to accommodate changes
in the scene, for example due to varying illumination. In such situations, it is natural
to model the background variations as approximately low rank. Foreground objects,
such as cars or pedestrians, generally occupy only a fraction of the image pixels and
hence can be treated as sparse errors.

We investigate whether convex optimization can separate these sparse errors from
the low-rank background. Here, it is important to note that the error support may not be
well-modeled as Bernoulli: errors tend to be spatially coherent, and more complicated
models such as Markov random fields may be more appropriate [Cevher et al. 2009;
Zhou et al. 2009]. Hence, our theorems do not necessarily guarantee the algorithm will
succeed with high probability. The results in Chandrasekaran et al. [2009] apply to
any sufficiently sparse error term, and hence might lead to analytic results for spa-
tially coherent sparse errors. However, there does not appear to be any straightforward
way to estimate the quantity «(Sp) in Chandrasekaran et al. [2009] for realistic spa-
tially coherent sparse errors Sy arising in this application. Nevertheless, as we will see,
Principal Component Pursuit still gives visually appealing solutions to this practical
low-rank and sparse separation problem, without using any additional information
about the spatial structure of the error. We emphasize that our goal in this example is
not to engineer a complete system for visual surveillance. Such a system would have
to cope with real-time processing requirements [Stauffer and Grimson 1999], and also
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(a) Original frames  (b) Low-rank L (c) Sparse S (e) Sparse S

Convex optimization (this work) Alternating minimization [Torre and Black 2003]

Fig. 2. Background modeling from video. Three frames from a 200-frame video sequence taken in an airport
[Li et al. 2004]. (a) Frames of original video M. (b)-(c) Low-rank L and sparse components S obtained by PCP,
(d)-(e) competing approach based on alternating minimization of an m-estimator [Torre and Black 2003].
PCP yields a much more appealing result despite using less prior knowledge.

perform nontrivial post-processing for object detection, tracking, and so on. Our goal
here is simply to demonstrate the potential real-world applicability of the theory and
approaches of this article.

We consider two example videos introduced in Li et al. [2004]. The first is a sequence
of 200 grayscale frames taken in an airport. This video has a relatively static back-
ground, but significant foreground variations. The frames have resolution 176 x 144;
we stack each frame as a column of our matrix M e R25:344x200 We decompose M
into a low-rank term and a sparse term by solving the convex PCP problem (1.1) with
A =1//n1. On a desktop PC with a 2.33 GHz Core2 Duo processor and 2 GB RAM, our
Matlab implementation requires 806 iterations, and roughly 43 minutes to converge.'?
Figure 2(a) shows three frames from the video; (b) and (c) show the corresponding
columns of the low rank matrix L and sparse matrix S (its absolute value is shown
here). Notice that L correctly recovers the background, Whi}e S correctly identifies the
moving pedestrians. The person appearing in the images in L does not move throughout
the video.

Figure 2 (d) and (e) compares the result obtained by Principal Component Pursuit to
a very closely related technique from the computer vision literature [Torre and Black
2003].1! That approach also aims at robustly recovering a good low-rank approxima-
tion, but uses a more complicated, nonconvex m-estimator, which incorporates a local
scale estimate that implicitly exploits the spatial characteristics of natural images.
This leads to a highly nonconvex optimization, which is solved locally via alternat-
ing minimization. Interestingly, despite using more prior information about the signal

10Lin et al. [2009a] suggests a variant of ALM optimization procedure, there termed the “Inexact ALM” that
finds a visually similar decomposition in far fewer iterations (less than 50). However, since the convergence
guarantee for that variant is weak, we choose to present the slower, exact result here.
11We use the code package downloaded from http://www.salleurl.edu/ ftorre/papers/rpca/rpca.zip, modified
to choose the rank of the approximation as suggested in de la Torre and Black [2003].
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(a) Original frames  (b) Low-rank L (c) Sparse S (d) Low-rank I (e) Sparse S
Convex optimization (this work) Alternating minimization [Torre and Black 2003]

Fig. 3. Background modeling from video. Three frames from a 250 frame sequence taken in a lobby, with
varying illumination [Li et al. 2004]. (a) Original video M. (b)-(c) Low-rank I and sparse S obtained by
PCP. (d)-(e) Low-rank and sparse components obtained by a competing approach based on alternating
minimization of an m-estimator [Torre and Black 2003]. Again, convex programming yields a more appealing
result despite using less prior information.

to be recovered, this approach does not perform as well as the convex programming
heuristic: notice the large artifacts in the top and bottom rows of Figure 2(d).

In Figure 3, we consider 250 frames of a sequence with several drastic illumination
changes. Here, the resolution is 168 x 120, and so M is a 20, 160 x 250 matrix. For
simplicity, and to illustrate the theoretical results obtained above, we again choose
A = 1//n1.'2 For this example, on the same 2.66-GHz Core 2 Duo machine, the algo-
rithm requires a total of 561 iterations and 36 minutes to converge.

Figure 3(a) shows three frames taken from the original video, while (b) and (c) show
the recovered low-rank and sparse components, respectively. Notice that the low-rank
component correctly identifies the main illuminations as background, while the sparse
part corresponds to the motion in the scene. On the other hand, the result produced
by the algorithm of Torre and Black [2003] treats some of the first illumination as
foreground. PCP again outperforms the competing approach, despite using less prior
information. These results suggest the potential power for convex programming as a
tool for video analysis.

Notice that the number of iterations for the real data is typically higher than that
of the simulations with random matrices given in Table I. The reason for this discrep-
ancy might be that the structures of real data could slightly deviate from the idealistic
low-rank and sparse model. Nevertheless, it is important to realize that practical ap-
plications such as video surveillance often provide additional information about the
signals of interest, for example, the support of the sparse foreground is spatially piece-
wise contiguous, or even impose additional requirements, for example, the recovered
background needs to be non-negative etc. We note that the simplicity of our objec-
tive and solution suggests that one can easily incorporate additional constraints and
more accurate models of the signals so as to obtain much more efficient and accurate
solutions in the future.

12For this example, slightly more appealing results can actually be obtained by choosing larger A (say, 2/./77).
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Fig. 4. Removing shadows, specularities, and saturations from face images. (a) Cropped and aligned images
of a person’s face under different illuminations from the Extended Yale B database. The size of each image is
192 x 168 pixels, a total of 58 different illuminations were used for each person. (b) Low-rank approximation
L recovered by convex programming. (c) Sparse error S corresponding to specularities in the eyes, shadows
around the nose region, or brightness saturations on the face. Notice in the bottom left that the sparse term
also compensates for errors in image acquisition.

4.4. Real Data Example: Removing Shadows and Specularities from Face Images

Face recognition is another problem domain in computer vision where low-dimensional
linear models have received a great deal of attention. This is mostly due to the work
of Basri and Jacobs [2003], who showed that, for convex, Lambertian objects, images
taken under distant illumination lie near an approximately nine-dimensional linear
subspace known as the harmonic plane. However, since faces are neither perfectly
convex nor Lambertian, real face images often violate this low-rank model, due to
cast shadows and specularities. These errors are large in magnitude, but sparse in
the spatial domain. It is reasonable to believe that if we have enough images of the
same face, Principal Component Pursuit will be able to remove these errors. As with the
previous example, some caveats apply: the theoretical result suggests the performance
should be good, but does not guarantee it, since again the error support does not follow
a Bernoulli model. Nevertheless, as we will see, the results are visually striking.

Figure 4 shows two examples with face images taken from the Yale B face database
[Georghiades et al. 2001]. Here, each image has resolution 192 x 168; there are a
total of 58 illuminations per subject, which we stack as the columns of our matrix
M e R32256x38 We again solve PCP with 1 = 1/,/n7. In this case, the algorithm
requires 642 iterations to converge, and the total computation time on the same Core
2 Duo machine is 685 seconds. . R

Figure 4 plots the low rank term L and the magnitude of the sparse term S obtained
as the solution to the convex program. The sparse term S compensates for cast shadows
and specular regions. In one example (bottom row of Figure 4 left), this term also com-
pensates for errors in image acquisition. These results may be useful for conditioning
the training data for face recognition, as well as face alignment and tracking under
illumination variations.
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5. ALGORITHMS

Theorem 1.1 shows that incoherent low-rank matrices can be recovered from nonvan-
ishing fractions of gross errors in polynomial time. Moreover, as the experiments in the
previous section attest, the low computation cost is guaranteed not only in theory, the
efficiency is becoming practical for real imaging problems. This practicality is mainly
due to the rapid recent progress in scalable algorithms for nonsmooth convex optimiza-
tion, in particular for minimizing the £; and nuclear norms. In this section, we briefly
review this progress, and discuss our algorithm of choice for this problem.
For small problem sizes, Principal Component Pursuit

minimize || Ll + 2| S|t
subjectto L+S=M

can be performed using off-the-shelf tools such as interior point methods [Grant and
Boyd 2009]. This was suggested for rank minimization in Fazel et al. [2003] and Recht
et al. [2010] and for low-rank and sparse decomposition [Chandrasekaran et al. 2009]
(see also Liu and Vandenberge [2009]). However, despite their superior convergence
rates, interior point methods are typically limited to small problems, say n < 100, due
to the O(n) complexity of computing a step direction.

The limited scalability of interior point methods has inspired a recent flurry of work
on first-order methods. Exploiting an analogy with iterative thresholding algorithms
for ¢;-minimization [Yin et al. 2008a, 2008b], Cai et al. [2010] developed an algorithm
that performs nuclear-norm minimization by repeatedly shrinking the singular values
of an appropriate matrix, essentially reducing the complexity of each iteration to the
cost of an SVD. However, for our low-rank and sparse decomposition problem, this form
of iterative thresholding converges slowly, requiring up to 10* iterations. Goldfarb and
Ma [2009] and Ma et al. [2009] suggest improving convergence using continuation
techniques, and also demonstrate how Bregman iterations [Osher et al. 2005] can be
applied to nuclear norm minimization.

The convergence of iterative thresholding has also been greatly improved using
ideas from Nesterov’s optimal first-order algorithm for smooth minimization [Nesterov
1983], which was extended to nonsmooth optimization in Nesterov [2005] and Beck and
Teboulle [2009], and applied to ¢;-minimization in Nesterov [2007], Beck and Teboulle
[2009], and Becker et al. [2011]. Based on Beck and Teboulle [2009], Toh and Yun
[2010] developed a proximal gradient algorithm for matrix completion that they termed
Accelerated Proximal Gradient (APG). A very similar APG algorithm was suggested
for low-rank and sparse decomposition in Lin et al. [2009b]. That algorithm inherits
the optimal O(1/%?) convergence rate for this class of problems. Empirical evidence
suggests that these algorithms can solve the convex PCP problem at least 50 times
faster than straightforward iterative thresholding (for more details and comparisons,
see Lin et al. [2009D]).

However, despite its good convergence guarantees, the practical performance of APG
depends strongly on the design of good continuation schemes. Generic continuation
does not guarantee good accuracy and convergence across a wide range of problem
settings.!3 In this article we have chosen to instead solve the convex PCP problem (1.1)
using an augmented Lagrange multiplier (ALM) algorithm introduced in Lin et al.
[2009a] and Yuan and Yang [2009]. In our experience, ALM achieves much higher
accuracy than APG, in fewer iterations. It works stably across a wide range of problem
settings with no tuning of parameters. Moreover, we observe an appealing (empirical)
property: the rank of the iterates often remains bounded by rank(Z,) throughout the

13In our experience, the optimal choice may depend on the relative magnitudes of the L and S terms and the
sparsity of the corruption.
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optimization, allowing them to be computed especially efficiently. APG, on the other
hand, does not have this property.
The ALM method operates on the augmented Lagrangian

KL,S,Y)=|Ll,+AISIh+ (Y, M—L-8) + %nM— L-S|3. (5.1)

A generic Lagrange multiplier algorithm [Bertsekas 1982] would solve PCP by repeat-
edly setting (Lg, Sp) = argming, s I(L, S, Y};), and then updating the Lagrange multiplier
matrix via Y11 = Y + u(M — L — Sp).

For our low-rank and sparse decomposition problem, we can avoid having to solve
a sequence of convex programs by recognizing that minz (L, S,Y) and ming (L, S,Y)
both have very simple and efficient solutions. Let S; : R — R denote the shrinkage
operator S;[x] = sgn(x) max(|x| — 7, 0), and extend it to matrices by applying it to each
element. It is easy to show that

argmsinl(L, S,Y)=8,,(M— L+ p7'Y). (5.2)

Similarly, for matrices X, let D,(X) denote the singular value thresholding operator
given by D, (X) = US,(X)V*, where X = U XV * is any singular value decomposition. It
is not difficult to show that

argminl(L, 8,Y) = Dy, (M — S + w1y, (5.3)
Thus, a more practical strategy is to first minimize / with respect to L (fixing S), then

minimize [ with respect to S (fixing L), and then finally update the Lagrange multiplier
matrix Y based on the residual M —L— S, a strategy that is summarized as Algorithm 1.

ALGORITHM 1: (Principal Component Pursuitby Alternating Directions [Lin et al. 2009a;
Yuan and Yang 2009])

initialize: Sy =Y, =0, xu > 0.

[y

2: while not converged do

3:  compute Ly 1 = Dy, (M — S, + n1Yp);

4:  compute Spy1 = S (M — Ly + wlYy);
5:  compute Y1 = Y + (M — Lpyy — Spe1);
6: end while

7: output: L, S.

Algorithm 1 is a special case of a more general class of augmented Lagrange multi-
plier algorithms known as alternating directions methods [Yuan and Yang 2009]. The
convergence of these algorithms has been well-studied (see, e.g., Lions and Mercier
[1979] and Kontogiorgis and Meyer [1989] and the many references therein, as well
as discussion in Lin et al. [2009a] and Yuan and Yang [2009]). Algorithm 1 performs
excellently on a wide range of problems: as we saw in Section 3, relatively small num-
bers of iterations suffice to achieve good relative accuracy. The dominant cost of each
iteration is computing L;,; via singular value thresholding. This requires us to com-
pute those singular vectors of M — S;, + 1~ 1Y}, whose corresponding singular values
exceed the threshold u. Empirically, we have observed that the number of such large
singular values is often bounded by rank(L), allowing the next iterate to be computed
efficiently via a partial SVD.* The most important implementation details for this
algorithm are the choice of « and the stopping criterion. In this work, we simply choose

M4Further performance gains might be possible by replacing this partial SVD with an approximate SVD, as
suggested in Goldfarb and Ma [2009] for nuclear norm minimization.
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u = ning/4||M|1, as suggested in Yuan and Yang [2009]. We terminate the algorithm
when |M — L — S| < 8| M| r, with § = 10~7.

Very similar ideas can be used to develop simple and effective augmented Lagrange
multiplier algorithms for matrix completion Lin et al. [2009a], and for the robust
matrix completion problem (1.5) discussed in Section 1.6, with similarly good per-
formance. In the preceding section, all simulations and experiments are therefore
conducted using ALM-based algorithms. For a more thorough discussion, implemen-
tation details and comparisons with other algorithms, please see Lin et al. [2009a]
and Yuan and Yang [2009].

6. DISCUSSION

This article delivers some encouraging news: one can disentangle the low-rank and
sparse components exactly by convex programming, and this provably works under
quite broad conditions. Further, our analysis has revealed rather close relationships
between matrix completion and matrix recovery (from sparse errors) and our results
even generalize to the case when there are both incomplete and corrupted entries (i.e.,
Theorem 1.2). In addition, Principal Component Pursuit does not have any free param-
eter and can be solved by simple optimization algorithms with remarkable efficiency
and accuracy. More importantly, our results may point to a very wide spectrum of new
theoretical and algorithmic issues together with new practical applications that can
now be studied systematically.

Our study so far is limited to the low-rank component being exactly low-rank, and
the sparse component being exactly sparse. It would be interesting to investigate when
either or both these assumptions are relaxed. One way to think of this is via the
new observation model M = Ly + Sy + Ny, where Ny is a dense, small perturbation
accounting for the fact that the low-rank component is only approximately low-rank
and that small errors can be added to all the entries (in some sense, this model unifies
the classical PCA and the robust PCA by combining both sparse gross errors and dense
small noise). The ideas developed in Candes and Plan [2010] in connection with the
stability of matrix completion under small perturbations may be useful here. Even more
generally, the problems of sparse signal recovery, low-rank matrix completion, classical
PCA, and robust PCA can all be considered as special cases of a general measurement
model of the form

M = A(Ly) + B(Sp) + C(Ny),

where A, B, C are known linear maps. An ambitious goal might be to understand exactly
under what conditions, one can effectively retrieve or decompose Ly and Sy from such
noisy linear measurements via convex programming.

The remarkable ability of convex optimizations in recovering low-rank matrices and
sparse signals in high-dimensional spaces suggest that they will be a powerful tool for
processing massive data sets that arise in image/video processing, web data analysis,
and bioinformatics. Such data are often of millions or even billions of dimensions so
the computational and memory cost can be far beyond that of a typical PC. Thus,
one important direction for future investigation is to develop algorithms that have
even better scalability, and can be easily implemented on the emerging parallel and
distributed computing infrastructures.

APPENDIX A

A.1. Equivalence of Sampling Models

We begin by arguing that a recovery result under the Bernoulli model automatically
implies a corresponding result for the uniform model. Denote by Punifm and Pgesy)
probabilities calculated under the uniform and Bernoulli models and let “Success” be
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the event that the algorithm succeeds. We have

n?

Pher(p)(Success) = Y Phe(p)(Success | 2| = &) Pperp (12| = k)

k=0
m—1 n?

< Z PRer(p)(1R2] = k) + Z PUnifz)(Success) Pper(p) (12| = k)
k=0 k=m

< PBex(p)(I1R2| < m) 4 Pynim)(Success),

where we have used the fact that for £ > m, Pypsr)(Success) < Pypifm(Success), and
that the conditional distribution of 2 given its cardinality is uniform. Thus,
PUnifim)(Success) > Prer(p)(Success) — Pper(p)(|1Q| < m).

€2ﬂ2
Take p = m/n? + ¢, where € > 0. The conclusion follows from PRer(p)(I1R2] <m) <e” 2.
In the other direction, the same reasoning gives

m
PBer(p)(Success) > ZPBer(p)(Success |192] = &) Pper(p)(I12] = k)
k=0
m
> Punifim(Success) Y Pherp (12| = k)
k=0

= Punifom(Success) P(|2] < m),

and choosing m such that P(|2| > m) is exponentially small, establishes the claim.

A.2. Proof of Lemma 3.1

The proof is essentially an application of Bernstein’s inequality, which states that for
a sum of uniformly bounded independent random variables with |Y, — EY;| <c,

P Y,-EYp>t) <2 ——— Al
<;( A %) > ) < exp( 202+2ct/3>’ (A.D
where o2 is the sum of the variances, 02 = ) _; Var(Y}).

Define Qg via Q¢ = {(Z, j) : §;; = 1} where {§;;} is an independent sequence of Bernoulli
variables with parameter po. With this notation, Z' = Z — p, 1oy Pq,Z is given by

7 = Z (1 — p(;lSij)Zij'PT(eie;)

i

so that Z; ; is a sum of independent random variables,

Z i = ZYL", Yii=(1- pal5ij)Zij<7’T(eie}f), €i5€;)-
ij
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We have
D Var(Yi)) = (1= polpy ' Y 1Z;j1*1(Pr(eie}), eige) I
ij ij
< (1= po)oy 1212, ) eie}, Preie))?
ij
= (1= po)og 1 ZI2 I Pr(eine’)I
2ur
= (1 - po)og 1215 =2
where the last inequality holds because of (2.2). Also, it follows from (1.2) that
[(Pr(eie}), eies)| < IIPreie)lrllPrieie;)llr < 2ur/n so that |Y;;| < ,00_1||Z||oolﬂ'/n-
Then, Bernstein’s inequality gives

16 ur

If py is as in Lemma 3.1, the union bound proves the claim.

3 €2p,
P(Z;| > €l Z]loo) < 2exp (—— p") :

A.3. Proof of Theorem 1.2

This section presents a proof of Theorem 1.2, which resembles that of Theorem 1.1.
Here and in what follows, S; = Pq,,So so that the available data are of the form
Y = Pq,,.Lo + S;. We make three observations:

—If PCP correctly recovers Ly from the input data Pg,, Lo + S;, (note that this means
that L. = Ly and S = S;), then it must correctly recover Ly from Pq, Lo + Sg,

where S is a trimmed version of Sj). The proof'is identical to that of our elimination
result, namely, Theorem 2.2. The derandomization argument then applies and it
suffices to consider the case where the signs of S; are independent and identically
distributed symmetric Bernoulli variables.

—1It is of course sufficient to prove the theorem when each entry in Qg is revealed
with probability py := 0.1, that is, when Qs ~ Ber(py).

—We establish the theorem in the case where n; = ny = n as slight modifications would
give the general case.

Further, there are now three index sets of interest:

—Qobs are those locations where data are available.
—TI' C Qqps are those locations where data are available and clean; thatis, PrY = PrLy.
—Q = Qqps \ I are those locations where data are available but totally unreliable.

The matrix S is thus supported on Q. If Qs ~ Ber(po), then by definition, @ ~
Ber(po1).

Dual Certification. We begin with two lemmas concerning dual certification.

Lemma A1, Assume |PriPr| < 1. Then (Lo, S;) is the unique solution if there is a
pair (W, F) obeying

UV*+ W = A(sgn(Sy) + F),
with PrW =0, |[W|| <1, Pr.F =0and | F|s < 1.

The proof is about the same as that of Lemma 2.4, and is discussed in very brief
terms. The idea is to consider a feasible perturbation of the form (Lo + Hy, S; — Hs)
obeying Pq,, Hi, = Pq,,.Hs, and show that this increases the objective functional unless
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H; = Hg = 0. Then, a sequence of steps similar to that in the proof of Lemma 2.4
establishes

Lo + HLlls + Al1Sy — Hsll1 = | Lolls + AlISpllx + (1 — B)|[Pre HLll« + Al PrHLll1), (A.2)

where B = max(|W|, |Fll). Finally, |Pr.Hgl|l« + A|PrHg|1 vanishes if and only if
HLGFJ‘QTZ{O}.

LEmma A.2. Assume that for any matrix M, ||PrPr. M| g < n||Pr.Pr. M| g and take
A > 4/n. Then (Lo, S)) is the unique solution if there is a pair (W, F) obeying

UV*+ W + PrD = Asgn(Sy) + F),
with PrW =0, |W| < 1/2, Pri.F =0and |Flls < 1/2, and |PrD||r < n 2.

Note that |[PrPr.M|r < n|Pr.Pr.M|r implies I't N T = {0}, or equivalently
|PriPr| < 1. Indeed if M € T+ NT, PrPr.M = M while Pr.Pr.M = 0, and thus
M=0.

Proor. It follows from (A.2) together with the same argument as in the proof of
Lemma A.2 that

, , 1 1
I Lo + Hpll« + A1Sy — Hsllx = |1 Lol + Al Spll1 + Q(HPTLHL”* + AlPrHLll1) — ﬁ”’PTHL”F

Observe now that

PrHLllF < |PrPrHLIF + || PrPr-HL|F
< PrPrHLIF + nlPr+Pr-HL| F
< PrPrHLlF + n(|Pr+PrHLIF + IIPr+ HL| F)
<(n+ DIPrHLIF + nl|Pr-HL| F.

Using both |PrH|r < PrHLlly and [|PriHp ||z < [P Hgll«, we obtain

, , 11 Aon+1
| Lo+HLll«+21So—Hsll1 > ||L0I|*+?»||So||1+<§ - ﬁ> ||7)TLHL||*+<§ - 7) PrHLl1.

The claim follows from T'*NT = {0}. O

LemMa A.3. Under the assumptions of Theorem 1.2, the assumption of Lemma A.2
is satisfied with high probability. That is, |PrPriM||g < n|Pr.Pr. M| for all M.

Proor. Set pp = po(1 — 1) and M’ = Pr.M. Since I' ~ Ber(pg), Theorem 2.6 gives
IPr — py YprPrPr| < 1/2 with high probability. Further, because ||PrPrM'|r =
|PrPr.M'||F, we have

IPrPrMlp < |ProM 5.
In the other direction,
o IPrPr M3 = pg  (Pr M, PrPrPr M)
= (PrM',PrM') + (Pr M, (py *PrPrPr — Pr)M’)

v

1 4 1 4
IPr MG — SIPr M = 5 I Pr M|

v

In conclusion, ||Pr M| g

L > 1
5 = 5 U

> |PrPrM|r >

2Py M|, and the claim follows since
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Thus far, our analysis shows that to establish our theorem, it suffices to construct a
pair (YL, WS) obeying

S _
1PrY | < 1/4, PVTVZV _10’4
IPrYL— UV (e <n-? IWS|| < 1/4,
PoyE—0 =" and PoW5S = rsgn(S)), (A.3)
rt =V, N
Por WS =0
PrYL|, < 1/4, obs ’
1PeY oo <2/ IPeWS| < 4/4.

Indeed, by definition, Y~ + WS obeys
YE4+ WS = a(sgn(S)) + F),
where F is as in Lemma A.2, and it can also be expressed as
Y4+ WS =UV*+ W +PrD,
where W and Pr D are as in this lemma as well.

Construction of the Dual Certificate YL. We use the golfing scheme to construct Y'Z.
Think of I' ~ Ber(pg) with po = po(1 — 7) as Ui<;<;,I';, where the sets I'; ~ Ber(q) are
independent, and g obeys py = 1 — (1 — ¢)’. Here, we take j, = [3logn], and observe
that g > po/jo as before. Then, starting with Yy, = 0, inductively define

Y;=Y;1+q 'Pr,Pr(UV*—Y, 1),
and set
Yi=Y,=q > PrZ1. Zj=@Pr—q 'PrPr,Pr)Z. (A4)
J

By construction, Pr. YL = 0. Now, just as in Section (3.2), because q is sufficiently large,
1Zi| <e 7 |lUV*|lx and | Z;||r < e 7/r, both inequality holding with large probability.
The proof is now identical to that in (2.5). First, the same steps show that

2
1Proy?) < | B v, = ¢ 21008
q npo

Whenever pg > Co%g”)2 for a sufficiently large value of the constant Cy (which is

possible provided that p, in (1.6) is sufficiently small), this terms obeys ||Pr. Y| < 1/4
as required. Second,

IPrY* —UV*|p = 1Z;llr < e r <n2
And third, the same steps give

_ . _j 1, |ur(logn)?
IV e <q UV o ) e/ <30 —e™) /Ti.
J

Now it suffices to bound the right-hand side by 4 = é—i ln’%of. This is automatic when

po > COM whenever Cy is sufficiently large and, thus, the situation is as before.

In conclusion, we have established that Y obeys (A.3) with high probability.
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Construction of the Dual Certificate WS. We first establish that with high probability,
IPrPall < v/t'po, T =7+10, (A.5)

where 19(7) is a continuous function of t approaching zero when t approaches zero.
In other words, the parameter r" may become arbitrary small constant by selecting t
small enough. This claim is a straight application of Corollary 2.7. We also have

IPePir s Pel <27 (A.6)
with high probability. This second claim uses the identity
PaPr o Pa = PaPr(PrPo,Pr) ' PrPo.

This is well defined since the restriction of PrPg,, . Pr to T is invertible. Indeed, Theo-
rem 2.6 gives PrPq,, Pr > 2 Pr and, therefore, ||(PrPq,, Pr )yl < 2p51. Hence,

obs obs

IPPir oy Pall < 2p5 IPaPrl?,

and (A.6) follows from (A.5).
Setting E = sgn(S))), this allows to define WS via

WS = )\,(I - P(T'*‘Qibs))(PQ - PQP(T+Q‘J)-bS)PQ)71E
= (L = Pir oy YW + W),

where W§ = AE, and Wi = RE with R = ¥ _,(PoP(r1q. /Pa). The operator R is
self-adjoint and obeys ||R| < 1?2;' with high probability. By construction, Py WS =
P%SWS = 0 and PoW5 = Asgn(S)). It remains to check that both events W9 < 1/4

and |PrW¥| s < A/4 hold with high probability.

Control of |W5|. For the first term, we have |(Z — Pipyo: )Wl < IWGll = AIE].

Because the entries of E are i.i.d. and take the value +1 each with probability pyzr/2,
and the value 0 with probability 1 — pgt, standard arguments give

IE| < 4v/npo(t + o)

with large probability. Since A = 1/,/pon, ||WOS | <47t + 19 < 1/8 with high probability,
provided 7 is small enough.

For the second term, ||(Z — P +Qébs))Wf | < A||RE]|, and the same covering argument
as before gives

2

2n
POR(E)| > t) < 2 x 6*" exp <_m

) +E(IR] = o).

Since 1 = 1/ /npy this shows that |[WS| < 1/4 with high probability, since one can
always choose o, or equivalently t" = t + 19, sufficiently small.

Control of |PrW¥| «. For (i, j) € T, we have
WS = (eief. W5) = (X, ). E),
where

X, j) = (Pa = PaPiriqs yPa)  PaPur gy ) ei€).
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The same strategy as before gives
T 2 1 .
P sup [Wjl >~ ) <2n"exp(—-— | +P| sup IXG Dlr >0
i,))eG 4 8o i.)<G
It remains to control the Frobenius norm of X(i, j). To do this, we use the identity

,PQ,P(T"'Qibs)Leiej = PaPr(PrPa,, Pr )_IPT eie; )

N 4t/ N 8urt’
IPePr i reiejllr < | —IPreiejlr <
o Po npo

with high probability. This follows from the fact that |[(PrPq,.Pr)tl < 2p, 1
and |[PePrl < +/pot’ as we have already seen. Since we also have [(Pqo —
PaPiriqs yPo) !l < =5 with high probability,

which gives

.. 1 8urt’
sup 1 XG, g < ——— [ =
G.j)el —21t'\ npo

This shows that |PrW?S || < A/4 if 7/, or equivalently 7, is sufficiently small.
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