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Abstract

In Natural Language Processing, entity linking001
(EL) has centered around Wikipedia, but yet002
remains underexplored for the job market do-003
main. Disambiguating skill mentions can help004
us get insight into the current labor market de-005
mands. In this work, we are the first to explore006
EL in this domain, specifically targeting the007
linkage of occupational skills to the ESCO tax-008
onomy (le Vrang et al., 2014). Previous efforts009
linked coarse-grained (full) sentences to a cor-010
responding ESCO skill. In this work, we link011
more fine-grained span-level mentions of skills.012
We tune two high-performing neural EL mod-013
els, a bi-encoder (Wu et al., 2020) and an au-014
toregressive model (Cao et al., 2021), on a syn-015
thetically generated mention–skill pair dataset016
and evaluate them on a human-annotated skill-017
linking benchmark. Our findings reveal that018
both models are capable of linking implicit019
mentions of skills to their correct taxonomy020
counterparts. Empirically, BLINK outperforms021
GENRE in strict evaluation, but GENRE per-022
forms better in loose evaluation (accuracy@k).1023

1 Introduction024

Labor market dynamics, influenced by technologi-025

cal changes, migration, and digitization, have led026

to the availability of job descriptions (JD) on plat-027

forms to attract qualified candidates (Brynjolfsson028

and McAfee, 2011, 2014; Balog et al., 2012). It029

is important to extract and link skills to a disam-030

biguated surface form in JDs, allowing us to quan-031

tify the current labor market dynamics and deter-032

mine the demands and needs. We attempt to tackle033

the problem of entity linking (EL) in the job mar-034

ket domain, specifically the linking of fine-grained035

span-level skill mentions to a specific surface form.036

Generally, EL is the task of linking mentions of037

entities in unstructured text documents to their re-038

spective surface-form entities in a knowledge base039

1The source code can be found at https://
anonymous.4open.science/r/el_esco-E629

(KB), most commonly Wikipedia (He et al., 2013). 040

Recent models address this problem by producing 041

entity representations from a (sub)set of KB in- 042

formation, e.g., entity descriptions (Logeswaran 043

et al., 2019; Wu et al., 2020), fine-grained entity 044

types (Raiman and Raiman, 2018; Onoe and Dur- 045

rett, 2020; Ayoola et al., 2022), or generation of the 046

input text autoregressively (Cao et al., 2021, 2022). 047

For skill linking specifically, we use the Euro- 048

pean Skills, Competences, Qualifications and Oc- 049

cupations (ESCO; le Vrang et al., 2014) taxonomy 050

due to its comprehensiveness. Previous work clas- 051

sified spans to its taxonomy code via multi-class 052

classification (Zhang et al., 2022b) without sur- 053

rounding context and neither the full breadth of 054

ESCO. Gnehm et al. (2022) approaches it as a se- 055

quence labeling task, but only uses more coarse- 056

grained ESCO concepts, and not the full taxonomy. 057

Last, others attempt to match the full sentence to 058

their respective taxonomy title (Decorte et al., 2022, 059

2023; Clavié and Soulié, 2023). 060

The latter comes with a limitation: The taxon- 061

omy title does not indicate which subspan in the 062

sentence it points to, without an exact match. We 063

define this as an implicit skill, where mentions 064

(spans) in the sentence do not have an exact string 065

match with a skill in the ESCO taxonomy. The 066

differences can range from single tokens to entire 067

phrases. For example, we can link “being able to 068

work together” to “plan teamwork”.2 If we know 069

the exact span, this implicit skill can be added to 070

the taxonomy as an alternative choice for the sur- 071

face skill. As a result, this gives us a more nuanced 072

view of the labor market skill demands. Therefore, 073

we attempt to train models to the linking of both 074

implicit and explicit skill mentions. 075

Contributions. Our findings can be summarized 076

as follows: 1 We pose the task of skill linking 077

as an entity linking problem, showing promising 078

2https://t.ly/3VUJG

1

https://anonymous.4open.science/r/el_esco-E629
https://anonymous.4open.science/r/el_esco-E629
https://t.ly/3VUJG


Instances Unique Titles UNK

Train 123,619 12,984 14,641
Dev. 480 149 233
Test 1,824 455 813

Table 1: Data Statistics. Data distribution of train, dev,
and test splits. UNK indicates skills mentions that are
not linked to a corresponding taxonomy title.

results of successful linking with two entity linking079

systems. 2 We present a qualitative analysis show-080

ing that the model successfully links implicit skills081

to their respective skill surface form in ESCO.082

2 Methodology083

Definition. In EL, we process the input document084

D = {w1, . . . , wr}, a collection of entity men-085

tions denoted asMD = {m1, . . . ,mn}, and a KB,086

ESCO in our case: E = {e1, . . . , e13890,UNK}.087

The objective of an EL model is to generate a list088

of mention-entity pairs {(mi, ei)}ni=1, where each089

entity e corresponds to an entry in a KB. We assume090

that both the titles and descriptions of the entities091

are available, which is a common scenario in EL092

research (Ganea and Hofmann, 2017; Logeswaran093

et al., 2019; Wu et al., 2020). We also assume that094

each mention in the document has a corresponding095

valid gold entity present in the knowledge base,096

including UNK. This scenario is typically referred097

to as “in-KB evaluation”. Similar to prior research098

efforts (Logeswaran et al., 2019; Wu et al., 2020),099

we also presuppose that the mentions within the100

document have already been tagged.101

Data. We use ESCO titles as ground truth labels,102

containing 13,890 skills.3 Table 1 presents the103

train, dev, and test data in our experiments. We104

leverage the train set introduced by Decorte et al.105

(2023)4 along with the dev and test sets provided106

in Decorte et al. (2022).5 The train set is syn-107

thetically generated by Decorte et al. (2023) with108

the gpt-3.5-turbo-0301 model (OpenAI,109

2023). Specifically, this involves taking each skill110

from ESCO and prompting the model to generate111

sentences resembling JD sentences that require that112

particular skill. The dev and test splits, conversely,113

are derived from actual job advertisements sourced114

from the study by Zhang et al. (2022a). These115

JDs are annotated with spans corresponding to116

3Per version 1.1.1, accessed on 01 August 2023.
4https://t.ly/edqkp
5https://t.ly/LcqQ7

specific skills, and these spans have subsequently 117

been manually linked to ESCO, as described 118

in the work of Decorte et al. (2022). In cases 119

where skills cannot be linked, two labels are used, 120

namely UNDERSPECIFIED and LABEL NOT 121

PRESENT. For the sake of uniformity, we map 122

both of these labels to a generic UNK tag. We used 123

several heuristics based on Levenshtein distance 124

and sentence similarity to find the exact subspans 125

if it exceeds certain thresholds, otherwise, it is 126

UNK. This process is outlined in Appendix A. 127

In addition, some data examples can be found 128

in Appendix B. The number of UNKs in the data 129

is also in Table 1. During inference, the UNK title 130

is a prediction option for the models. 131

Models. We use two EL models, selected for 132

their robust performance in EL on Wikipedia. 6 133

BLINK (Wu et al., 2020). BLINK uses a bi- 134

encoder architecture based on BERT (Devlin et al., 135

2019), for modeling pairs of mentions and entities. 136

The model processes two inputs: 137

[CLS]ctxtl[S]mention[E]ctxtr[SEP] 138

Where “mention”, “ctxtl”, and “ctxtr” corresponds 139

to the wordpiece tokens of the mention, the left 140

context, and the right context. The mention is de- 141

noted by special tokens [S] and [E]. The entity 142

and its description are structured as follows: 143

[CLS] title[ENT]description[SEP] 144

Here, “title” and “description” represent the word- 145

piece tokens of the skills’s title and description, 146

respectively. [ENT] is a special token to separate 147

the two representations. We train the model to max- 148

imize the dot product of the [CLS] representation 149

of the two inputs, for the correct skill in comparison 150

to skills within the same batch. For each training 151

pair (mi, ei), the loss is computed as L (mi, ei) = 152

− s (mi, ei) + log
∑B

j=1 exp (s (mi, ej)), where 153

the objective is to minimize the distance between 154

mi and ei while encouraging the model to assign a 155

higher score to the correct pair and lower scores to 156

randomly sampled incorrect pairs. Hard negatives 157

are also used during training, these are obtained by 158

finding the top 10 predicted skills for each training 159

example. These extra hard negatives are added to 160

the random in-batch negatives. 161

6For the hyperparameter setups, we refer to Appendix C.
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Train Source Acc@1 Acc@4 Acc@8 Acc@16 Acc@32

Random 0.22±0.00 0.88±0.00 1.76±0.00 3.52±0.00 7.04±0.00

TF-IDF 2.25±0.00

BLINK (bert-base) ESCO 12.74±0.49 22.81±0.79 27.70±0.82 32.44±1.33 36.46±1.07

BLINK (bert-large) ESCO 12.77±0.94 22.58±1.47 27.24±1.23 31.75±0.89 36.10±1.28

BLINK (bert-large) Wiki (0-shot) 23.30±0.00 32.89±0.00 38.16±0.00 42.60±0.00 45.56±0.00

BLINK (bert-large) Wiki + ESCO 23.55±0.14 32.63±0.16 37.38±0.09 43.25±0.13 48.98±0.21

GENRE (bart-base) ESCO 1.47±0.05 4.84±1.74 10.46±6.81 11.30±4.18 15.51±4.62

GENRE (bart-large) ESCO 2.33±0.44 5.74±1.43 8.18±2.21 11.13±2.42 15.26±2.66

GENRE (bart-large) Wiki (0-shot) 6.91±0.00 12.34±0.00 15.52±0.00 21.60±0.00 33.17±0.00

GENRE (bart-large) Wiki + ESCO 11.48±0.41 21.26±0.43 27.40±0.78 37.21±0.69 49.78±1.05

Table 2: Skill Linking Results. We show the results of the various models used. There are two base and four
large models. Training sources are either ESCO or a combination of Wikipedia and ESCO. The results are the
average and standard deviation over five seeds. For the 0-shot setup, we apply the fine-tuned models from the work
of Wu et al. (2020) and Cao et al. (2021) to the ESCO test set once. We have a random and a TF-IDF-based baseline.

GENRE (Cao et al., 2021). GENRE formulates162

EL as a retrieval problem using a sequence-to-163

sequence model based on BART (Lewis et al.,164

2020). This model generates textual entity identi-165

fiers (i.e., skill titles) and ranks each entity e ∈ E us-166

ing an autoregressive approach: s(e | x) = pθ(y |167

x) =
∏N

i=1 pθ (yi | y<i, x), where y represents the168

set of N tokens in the identifier of entity e (i.e., en-169

tity tile), and θ denotes the model parameters. Dur-170

ing decoding, the model uses a constrained beam171

search to ensure the generation of valid identifiers172

(i.e., only producing valid titles that exist within173

the KB, including UNK).174

Setup. We train a total of six models: for BLINK,175

these are BERTbase and BERTlarge (uncased; Devlin176

et al., 2019) trained on ESCO, and another large177

version trained on Wikipedia and ESCO sequen-178

tially. GENRE has the same setup, but then with179

BART (Lewis et al., 2020). Additionally, we apply180

the released models from both BLINK and GENRE181

(large, trained on Wikipedia) in a zero-shot man-182

ner and evaluate their performance. The reason we183

use Wikipedia-based models is that we hypothe-184

size this is due to many skills in ESCO also having185

corresponding Wikipedia pages (e.g., Python7 or186

teamwork8), thus could potentially help linking.187

Next, to address unknown entities (UNK), we in-188

clude them as possible label outputs. Last, our189

evaluation metric is Accuracy@k, following prior190

research (Logeswaran et al., 2019; Wu et al., 2020;191

Zaporojets et al., 2022).192

7https://en.wikipedia.org/wiki/Python_
(programming_language)

8https://en.wikipedia.org/wiki/
Teamwork

3 Results 193

Table 2 presents the results. Each model is trained 194

for five seeds, and we report the average with 195

standard deviation. We make use of a random 196

and TF-IDF-based baseline. Firstly, we observe 197

that the strict linking performance (i.e., Acc@1) is 198

rather modest for both BLINK and GENRE. But 199

most models outperform the baselines. Notably, 200

the top-performing models in this context are the 201

BERTlarge and BARTlarge models, which were fur- 202

ther fine-tuned from Wikipedia EL with ESCO. As 203

expected, scores improve considerably as we in- 204

crease the value of k. Secondly, for both BLINK 205

and GENRE, model size seems not to have a sub- 206

stantial impact when trained only on ESCO. Specif- 207

ically for BLINK, the performance remains consis- 208

tent for Acc@1 and exhibits only a slight decline 209

as we relax the number of candidates for perfor- 210

mance evaluation. For GENRE, the observed trend 211

remains largely unchanged, even with a larger k. 212

Remarkably, the zero-shot setup performance 213

of both BLINK and GENRE, when trained 214

on Wikipedia, surpasses that of models trained 215

solely on ESCO. For Wikipedia-based evaluation, 216

GENRE usually outperforms BLINK. We notice 217

the opposite in this case. For BLINK, this im- 218

provement is approximately 11 accuracy points for 219

k = 1. Meanwhile, for GENRE, we observe an 220

increase of roughly 9 accuracy points when trained 221

on both Wikipedia and ESCO. This trend persists 222

for a larger k, reaching up to a 12.5 accuracy point 223

improvement for BLINK and a 34 accuracy point 224

improvement for GENRE in the case of Acc@32. 225

Furthermore, we show that further fine-tuning the 226

Wikipedia-trained models on ESCO contributes to 227
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Mention BLINK GENRE

1 Work in a way that is patient-centred and inclu-
sive.

person centred care (K0913) work in an organised manner
(T)

2 You can ride a bike. sell bicycles (S1.6.1) drive two-wheeled vehicles
(S8.2.2)

3 It is expected that you are a super user of the MS
office tools.

use Microsoft Office (S5.6.1) tools for software configuration
management (0613)

4 Picking and packing. carry out specialised packing
for customers (S6.1.3)

perform loading and unloading
operations (S6.2.1)

5 You are expected to be able to further develop
your team - both personally and professionally.
GOLD: manage a team (S4.8.1)

manage personal professional
development (S1.14.1)

shape organisational teams
based on competencies
(S4.6.0)

6 Our games are developed using Unity so we
expect all our programmers to have solid knowledge
of mobile game development in Unity3D and C#.

C# (K0613) C# (K0613)

Table 3: We show six qualitative examples. The mention is indicated with purple and we show the predictions
(k = 1) of BLINK and GENRE. Green predictions mean correct, and red indicates wrong linking with respect to
the ground truth. We also show the ESCO ID, indicating the differences in concepts. The results show successful
linking of implicit mentions of skills. In example (5), we show how the linked results are still valid while being
different concepts. However, evaluation does not count it as a correct hit.

an improved EL performance at k = {1, 16, 32}228

for both models. For UNK-specific results, we refer229

to Appendix D. We confirm our hypothesis that230

Wikipedia has concepts that are also in ESCO, this231

gives the model strong prior knowledge of skills.232

4 Discussion233

Qualitative Analysis. We manually inspected a234

subset of the predictions. We present qualitative235

examples in Table 3. We found the following trends236

upon inspection:237

• The EL models exhibit success in linking im-238

plicit and explicit mentions to their respective239

taxonomy titles (e.g., 1 , 2 , 4 , 6 ).240

• In cases of hard skills ( 3 , 6 ), BLINK cor-241

rectly matches “MS office tools” to “using Mi-242

crosoft Office”, which is not an exact match.243

Both models predict the explicit mention “C#”244

correctly to the C# taxonomy title.245

• We found that the models predict paraphrased246

versions of skills that could also be considered247

correct ( 4 , 5 ), even being entirely different248

concepts (i.e., different ESCO IDs).249

Evaluation Limitation. We qualitatively demon-250

strate the linking of skills that are implicit and/or251

valid. Empirically, we observe that the strict link-252

ing of skills leads to an underestimation of model253

performance. We believe this limitation is rooted254

in evaluation. In train, dev, and test, there is only255

one correct gold label. We reciprocate the find- 256

ings by Li et al. (2020), where they found that a 257

large number of predictions are “technically cor- 258

rect” but limitations in Wikipedia-based evaluation 259

falsely penalized their model (i.e., a more or less 260

precise version of the same entity). Especially 5 261

in Table 3 shows this challenge for ESCO, we can 262

consider multiple links to be correct for a mention 263

given a particular context. This highlights the need 264

for appropriate EL evaluation sets, not only for 265

ESCO, but for EL in general. 266

5 Conclusion 267

We present entity linking in the job market domain, 268

using two existing high-performing neural mod- 269

els. We demonstrate that the bi-encoder architec- 270

ture of BLINK is more suited to the job market 271

domain compared to the autoregressive GENRE 272

model. While strict linking results favor BLINK 273

over GENRE, if we relax the number of candidates, 274

we observe that GENRE performs slightly better. 275

From a qualitative perspective, the performance of 276

strict linking results is modest due to limitations in 277

the evaluation set, which considers only one skill 278

correct per mention. However, upon examining the 279

predictions, we identify valid links, suggesting the 280

possibility of multiple correct links for a particular 281

mention, highlighting the need for more compre- 282

hensive evaluation. We hope this work sparks inter- 283

est in entity linking within the job market domain. 284
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Limitations285

In the context of EL for ESCO, our approach has286

several limitations. Firstly, it only supports English,287

and might not generalize to other languages.288

Secondly, our EL model is trained on synthetic289

training data, which may not fully capture the in-290

tricacies and variations present in real-world doc-291

uments. The use of synthetic data could limit its292

performance on actual, real JD texts. Nevertheless,293

we have human-annotated evaluation data.294

Moreover, in our evaluation process, we use only295

one gold-standard ESCO title as the correct answer.296

This approach may not adequately represent a real-297

world scenario, where multiple ESCO titles could298

be correct as shown in Table 3.299
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A Data Preprocessing 454

We outline the preprocessing steps for the training 455

set. In Decorte et al. (2023), there are sentence– 456

ESCO skill title pairs. The data is synthetically 457

generated by GPT-3.5. Where for each ESCO skill 458

title a set of 10 sentences is generated. A crucial 459

limitation for entity linkers is that the generated 460

sentence does not have the ESCO skill title as an 461

exact match in the sentence, but at most slightly 462

paraphrased. To find the most similar subspan in 463

the sentence to the target skill, we have to apply 464

some heuristics. In Algorithm 1, we denote our 465

algorithm to find the most similar subspan. Our 466

method is a brute force approach, where we cre- 467

ate all possible n-grams until the maximum length 468

of the sentence, and compare the target subspan 469

against each n-gram. Based on Levenshtein dis- 470

tance, we filter the results, where we only take the 471

top 80% n-grams. Then, we encode both target 472

subspan and n-gram with SentenceBERT (Reimers 473

and Gurevych, 2019), the similarity is based on 474

cosine similarity. If the similarity does not exceed 475

0.5, the candidate subspan is UNK and the ESCO 476

title will also be UNK, otherwise, we take the most 477

similar n-gram. Empirically, we found that these 478

thresholds worked best. Note that this method is 479

not error-prone, but allows us to generate implicit 480

and negative examples to train entity linkers. We 481

show two qualitative examples in Figure 1 and dis- 482

cuss the quality in Appendix B. 483

B Data Examples 484

We show a couple of data examples from the train- 485

ing (Figure 1) and development set (Figure 2). In 486

the training examples, we show an example with 487

a mention that is the same as the original ESCO 488

title (“young horse training”). In addition, we have 489

an example where there is an “implicit” mention 490

(i.e., the mention does not exactly match with the 491

label title). This shows that our algorithm works 492

to an extent. For the development example, this is 493

another implicit mention. However, these samples 494

are human annotated. There are also quite some 495

UNKs given the training data. We show that this is 496

helping the model predict UNK. 497
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Algorithm 1: Find the most similar n-gram to a target subspan
Data: sentence: The input sentence
target_subspan: The target subspan
threshold: The Levenshtein distance similarity threshold
Result: most_similar_ngram: The most similar n-gram

1 all_ngrams← GenerateAllNgrams(sentence)
2 filtered_ngrams← FilterNgrams(all_ngrams, target_subspan, threshold)
3 most_similar_ngram← None
4 max_similarity ← 0
5 for ngram in filtered_ngrams do
6 subspan_embedding ← EncodeWithSBERT(target_subspan)
7 ngram_embedding ← EncodeWithSBERT(ngram)
8 similarity ← CosineSimilarity(subspan_embedding, ngram_embedding)
9 if similarity > max_similarity and similarity > 0.5 then

10 max_similarity ← similarity
11 most_similar_ngram← ngram

12 else
13 most_similar_ngram = UNK

14 return most_similar_ngram

Table 4: UNK Linking Results. We show the results of BLINK and GENRE predicting UNK. We use the best-
performing models, based on Table 2.

Train Source Acc@1 Acc@4 Acc@8 Acc@16 Acc@32

BLINK (bert-large) UNK Wiki + ESCO 1.38±0.12 3.32±0.22 4.67±0.33 7.68±0.42 10.70±0.58

GENRE (bart-large) UNK Wiki + ESCO 1.65±0.20 4.99±0.50 9.23±0.58 16.01±0.48 24.70±2.52

C Implementation Details498

For training both BLINK9 and GENRE,10 we use499

their respective repositories. All models are trained500

for 10 epochs, for a batch size of 32 for training501

and 8 for evaluation. For both BLINK and GENRE502

we use 5% warmup. For the base models we use503

learning rate 2× 10−5 and for the large models we504

use 2 × 10−6. The maximum context and candi-505

date length is 128 for both models. Each model is506

trained on an NVIDIA A100 GPU with 40GBs of507

VRAM and an AMD Epyc 7662 CPU. The seed508

numbers the models are initialized with are 276800,509

381552, 497646, 624189, 884832. We run all mod-510

els with the maximum number of epochs (10) and511

select the best-performing one based on validation512

set performance for accuracy@1.513

9https://github.com/facebookresearch/
BLINK

10https://github.com/facebookresearch/
genre

D UNK Evaluation 514

In Table 4, we show the performance of both 515

BLINK and GENRE on the UNK label. We use the 516

best-performing models based on Table 2. Gener- 517

ally, we observe that GENRE is better in predicting 518

UNKs than BLINK. However, the exact linking re- 519

sults (i.e., Acc@1) are low. This can potentially 520

be alleviated by actively training for predicting 521

UNKs (Zhu et al., 2023). 522
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1 {
2 "context_left": "we're looking for someone who is passionate
3 about",
4 "context_right": "and eager to share their knowledge with
5 others.",
6 "mention": "young horse training",
7 label_title": "young horses training",
8 "label": "Principles & techniques of educating young horses
9 important simple body control exercises.",

10 "label_id": 2198
11 }
12 {
13 "context_left": "Hands-on experience with",
14 "context_right": "is a must-have qualification for this
15 job.",
16 "mention": "various hand-operated printing devices",
17 "label_title": "types of hand-operated printing devices",
18 "label": "Process of creating various types hand-operated
19 printing devices, such as stamps, seals, embossing labels or
20 inked pads and their applications.",
21 "label_id": 10972
22 }

Figure 1: Two Training Examples. The training examples are in the format for BLINK, there is the left context,
right context, and the mention. The label title is the ESCO skill, and the label is the description of the label title.
The label ID is the ID that refers to the label title.

1 {
2 "context_left": "You must have an",
3 "context_right": "with a high-quality mindset.",
4 "mention": "analytical proactive and structured workstyle",
5 "label_title": "work in an organised manner",
6 "label": "Stay focused on the project at hand, at any time.
7 Organise, manage time, plan, schedule and meet deadlines.",
8 "label_id": 3884
9 }

Figure 2: One Evaluation Example. The evaluation example is in the format for BLINK, there is the left context,
right context, and the mention. The label title is the ESCO skill, and the label is the description of the label title.
The label ID is the ID that refers to the label title.
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