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Abstract

We present a scalable and effective exploration strategy based on Thompson sam-
pling for reinforcement learning (RL). One of the key shortcomings of existing
Thompson sampling algorithms is the need to perform a Gaussian approximation of
the posterior distribution, which is not a good surrogate in most practical settings.
We instead directly sample the Q function from its posterior distribution, by using
Langevin Monte Carlo, an efficient type of Markov Chain Monte Carlo (MCMC)
method. Our method only needs to perform noisy gradient descent updates to learn
the exact posterior distribution of the Q function, which makes our approach easy
to deploy in deep RL. We provide a rigorous theoretical analysis for the proposed
method and demonstrate that, in the linear Markov decision process (linear MDP)
setting, it has a regret bound of Õ(d3/2H5/2

√
T ), where d is the dimension of

the feature mapping, H is the planning horizon, and T is the total number of
steps. We apply this approach to deep RL, by using Adam optimizer to perform
gradient updates. Our approach achieves better or similar results compared with
state-of-the-art deep RL algorithms on several challenging exploration tasks from
the Atari57 suite.

1 Introduction

Balancing exploration with exploitation is a fundamental problem in reinforcement learning (RL)
[Sutton and Barto, 2018]. Numerous exploration algorithms have been proposed [Jaksch et al., 2010,
Osband and Van Roy, 2017, Ostrovski et al., 2017, Azizzadenesheli et al., 2018, Jin et al., 2018].
However, there is a big discrepancy between provably efficient algorithms, which are typically limited
to tabular or linear MDPs, and more heuristic-based algorithms for exploration in deep RL, which
scale well but have no guarantees.

A generic and widely used solution to the exploration-exploitation dilemma is the use of optimism in
the face of uncertainty (OFU) [Auer et al., 2002]. Most works of this type inject optimism through
bonuses added to the rewards or estimated Q functions [Jaksch et al., 2010, Azar et al., 2017, Jin et al.,
2018, 2020]. These bonuses, which are typically decreasing functions of counts on the number of

∗Equal contribution

16th European Workshop on Reinforcement Learning (EWRL 2023).



visits of state-action pairs, allow the agent to build upper confidence bounds (UCBs) on the optimal Q
functions and act greedily with respect to them. While UCB-based methods provide strong theoretical
guarantees in tabular and linear settings, they often perform poorly in practice [Osband et al., 2013,
Osband and Van Roy, 2017]. Generalizations to non-tabular and non-linear settings have also been
explored [Bellemare et al., 2016, Tang et al., 2017, Ostrovski et al., 2017, Burda et al., 2018].

Inspired by the well-known Thompson sampling [Thompson, 1933] for multi-armed bandits, another
line of work proposes posterior sampling for RL (PSRL) [Osband et al., 2013, Agrawal and Jia,
2017], which maintains a posterior distribution over the MDP model parameters of the problem at
hand. At the beginning of each episode, PSRL samples new parameters from this posterior, solves the
sampled MDP, and follows its optimal policy until the end of the episode. However, generating exact
posterior samples is only tractable in simple environments, such as tabular MDPs where Dirichlet
priors can be used over transition probability distribution. Another closely related algorithm is
randomized least-square value iteration (RLSVI), which induces exploration through noisy value
iteration [Osband et al., 2016a, Russo, 2019, Ishfaq et al., 2021]. Concretely, Gaussian noise is added
to the reward before applying the Bellman update. This results in a Q function estimate that is equal
to an empirical Bellman update with added Gaussian noise, which can be seen as approximating the
posterior distribution of the Q function using a Gaussian distribution. However, in practical problems,
Gaussian distributions may not be a good approximation of the true posterior of the Q function.
Moreover, choosing an appropriate variance is an onerous task; and unless the features are fixed, the
incremental computation of the posterior distribution is not possible.

Algorithms based on Langevin dynamics are widely used for training neural networks in Bayesian
settings [Welling and Teh, 2011]. For instance, by adding a small amount of exogenous noise,
Langevin Monte Carlo (LMC) provides regularization and allows quantifying the degree of uncertainty
on the parameters of the function approximator. Furthermore, the celebrated stochastic gradient
descent, resembles a Langevin process [Cheng et al., 2020]. Despite its huge influence in Bayesian
deep learning, the application of LMC in sequential decision making problems is relatively unexplored.
Mazumdar et al. [2020] proposed an LMC-based approximate Thompson sampling algorithm that
achieves optimal instance-dependent regret for the multi-armed bandit (MAB) problem. Recently,
Xu et al. [2022] used LMC to approximately sample model parameters from the posterior distribution
in contextual bandits and showed that their approach can achieve the same regret bound as the best
Thompson sampling algorithms for linear contextual bandits. Motivated by the success of the LMC
approach in bandit problems, in this paper, we study the use of LMC to approximate the posterior
distribution of the Q function, and thus provide an exploration approach which is principled, maintains
the simplicity and scalability of LMC, and can be easily applied in deep RL algoprithms.

Main contributions. We propose a practical and efficient online RL algorithm, Langevin Monte
Carlo Least-Squares Value Iteration (LMC-LSVI ), which simply performs noisy gradient descent up-
dates to induce exploration. LMC-LSVI is easily implementable and can be used in high-dimensional
RL tasks, such as image-based control. We prove that LMC-LSVI achieves a Õ(d3/2H5/2

√
T ) regret

in the linear MDP setting, where d is the dimension of the feature mapping, H is the planning horizon,
and T is the total number of steps. This bound provides the best possible dependency on d for any
randomized algorithms, while achieving sublinear regret in T .

Because preconditioned Langevin algorithms [Li et al., 2016] can avoid pathological curvature
problems and saddle points in the optimization landscape, we also propose Adam Langevin Monte
Carlo Deep Q-Network (Adam LMCDQN ), a preconditioned variant of LMC-LSVI based on the
Adam optimizer [Kingma and Ba, 2014]. In experiments on both N -chain [Osband et al., 2016b]
and challenging Atari environments [Bellemare et al., 2013] that require deep exploration, Adam
LMCDQN performs similarly or better than state-of-the-art exploration approaches in deep RL.

2 Preliminary

Notation. For any positive integer n, we denote the set {1, 2, . . . , n} by [n]. For any set A, 〈·, ·〉A
denotes the inner product over set A. For a vector x ∈ Rd, ‖x‖2 =

√
x>x is the Euclidean norm of

x. � and � represent element-wise vector product and division respectively. For function growth, we
use Õ(·), ignoring poly-logarithmic factors.
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We consider an episodic discrete-time Markov decision process (MDP) of the form (S,A, H,P, r)
where S is the state space, A is the action space, H is the episode length, P = {Ph}Hh=1 are the state
transition probability distributions, and r = {rh}Hh=1 are the reward functions. Moreover, for each
h ∈ [H], Ph(· | x, a) denotes the transition kernel at step h ∈ [H], which defines a non-stationary
environment. rh : S × A → [0, 1] is the deterministic reward function at step h.2 A policy π is
a collection of H functions {πh : S → A}h∈[H] where πh(x) is the action that the agent takes in
state x at the h-th step in the episode. Moreover, for each h ∈ [H], we define the value function
V πh : S → R as the expected value of cumulative rewards received under policy π when starting from
an arbitrary state xh = x at the h-th time step. In particular, we have

V πh (x) = Eπ
[∑H

h′=h rh′(xh′ , ah′)
∣∣xh = x

]
.

Similarly, we define the action-value function (or the Q function) Qπh : S ×A → R as the expected
value of cumulative rewards given the current state and action where the agent follows policy π
afterwards. Concretely,

Qπh(x, a) = Eπ
[∑H

h′=h rh′(xh′ , ah′)
∣∣xh = x, ah = a

]
.

We denote V ∗h (x) = V π
∗

h (x) and Q∗h(x, a) = Qπ
∗

h (x, a) where π∗ is the optimal policy. To simplify
notation, we denote [PhVh+1](x, a) = Ex′∼Ph(· | x,a)Vh+1(x′). Thus, we write the Bellman equation
associated with a policy π as

Qπh(x, a) = (rh + PhV πh+1)(x, a), V πh (x) = Qπh(x, πh(x)), V πH+1(x) = 0. (1)

Similarly, the Bellman optimality equation is

Q∗h(x, a) = (rh + PhV ∗h+1)(x, a), V ∗h (x) = Q∗h(x, π∗h(x)), V ∗H+1(x) = 0. (2)

The agent interacts with the environment for K episodes with the aim of learning the optimal policy.
At the beginning of each episode k, an adversary picks the initial state xk1 , and the agent chooses a
policy πk. We measure the suboptimality of an agent by the total regret defined as

Regret(K) =
∑K
k=1

[
V ∗1 (xk1)− V πk

1 (xk1)
]
.

Langevin Monte Carlo (LMC). LMC is an iterative algorithm [Rossky et al., 1978, Roberts and
Stramer, 2002, Neal et al., 2011], which adds isotropic Gaussian noise to the gradient descent update
at each step:

wk+1 = wk − ηk∇L(wk) +
√

2ηkβ−1εk, (3)
where L(w) is the objective function, ηk is the step-size parameter, β is the inverse temperature
parameter, and εk is an isotropic Gaussian random vector in Rd. Under certain assumptions, the
LMC update will generate a Markov chain whose distribution converges to a target distribution
∝ exp(−βL(w)) [Roberts and Tweedie, 1996, Bakry et al., 2014]. In practice, one can also replace
the true gradient∇L(wk) with some stochastic gradient estimators, resulting in the famous stochastic
gradient Langevin dynamics (SGLD) [Welling and Teh, 2011] algorithm.

3 Langevin Monte Carlo for Reinforcement Learning

In this section, we propose Langevin Monte Carlo Least-Squares Value Iteration (LMC-LSVI ), as
shown in Algorithm 1. Assume we have collected data trajectories in the first k − 1 episodes as
{(xτ1 , aτ1 , r(xτ1 , aτ1), . . . , xτH , a

τ
H , r(x

τ
H , a

τ
H))}k−1

τ=1. To estimate the Q function for stage h at the k-th
episode of the learning process, we define the following loss function:

Lkh(wh) =
∑k−1
τ=1

[
rh(xτh, a

τ
h) + maxa∈AQ

k
h+1(xτh+1, a)−Q(wh;φ(xτh, a

τ
h))
]2

+ λ‖wh‖2,

where φ(·, ·) is a feature vector of the corresponding state-action pair and Q(wh;φ(xτh, a
τ
h)) denotes

any possible approximation of the Q function that is parameterized by wh and takes φ(xτh, a
τ
h) as

input. At stage h, we perform noisy gradient descent on Lkh(·) for Jk times as shown in Algorithm 1,
where Jk is also referred to as the update number for episode k. Note that the LMC-LSVI algorithm

2We study the deterministic reward functions for notational simplicity. Our results can be easily generalized
to the case when rewards are stochastic.
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displayed here is a generic one, which works for all types of function approximation of the Q function.
Similar to the specification of Langevin Monte Carlo Thompson Sampling (LMCTS) to linear bandits,
generalized linear bandits, and neural contextual bandits [Xu et al., 2022], we can also derive different
variants of LMC-LSVI for different types of function approximations by replacing the functions
Q(wh;φ(xτh, a

τ
h)) and the loss function Lkh(wh).

In this paper, we will derive the theoretical analysis of LMC-LSVI under linear function approx-
imations. In particular, when the function approximation of the Q function is linear, the model
approximation of the Q function, denoted by Qkh in Line 11 of Algorithm 1 becomes

Qkh(·, ·)← min{φ(·, ·)>wk,Jkh , H − h+ 1}+. (4)

Denoting V kh+1(·) = maxa∈AQ
k
h+1(·, a), we have ∇Lkh(wh) = 2(Λkhwh − bkh), where

Λkh =

k−1∑
τ=1

φ(xτh, a
τ
h)φ(xτh, a

τ
h)> + λI and bkh =

k−1∑
τ=1

[
rh(xτh, a

τ
h) + V kh+1(xτh+1)

]
φ(xτh, a

τ
h). (5)

By setting ∇Lkh(wh) = 0, we get the minimizer of Lkh as ŵkh = (Λkh)−1bkh.

We can prove that the iterate wk,Jkh in Equation (4) follows the following Gaussian distribution.

Proposition 3.1. The parameter wk,Jkh used in episode k of Algorithm 1 follows a Gaussian distribu-
tion N (µk,Jkh ,Σk,Jkh ), with mean and covariance matrix:

µk,Jkh = AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih,

Σk,Jkh =

k∑
i=1

1

βi
AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk ,

where Ai = I − 2ηiΛ
i
h for i ∈ [k].

Proposition 3.1 shows that in linear setting the parameter wk,Jkh follows a tractable distribution. This
proposition allows us to provide a high probability bound for the parameter wk,Jkh in Lemma A.3,
which is then used in Lemma A.8 to show that the estimated Qkh function is optimistic with high
probability.

We note that the parameter update in Algorithm 1 is presented as a full gradient descent step plus an
isotropic noise for the purpose of theoretical analysis in Section 4. However, in practice, one can
use a stochastic gradient [Welling and Teh, 2011] or a variance-reduced stochastic gradient [Dubey
et al., 2016, Xu et al., 2018] of the loss function Lkh(wk,j−1

h ) to improve the sample efficiency of
LMC-LSVI .

4 Theoretical Analysis

We now provide a regret analysis of LMC-LSVI under the linear MDP setting [Jin et al., 2020, Yang
and Wang, 2020, 2019]. First, we formally define a linear MDP.

Definition 4.1 (Linear MDP). A linear MDP is an MDP (S,A, H,P, r) with a feature φ : S ×A →
Rd, if for any h ∈ [H], there exist d unknown (signed) measures µh = (µ

(1)
h , µ

(1)
h , . . . , µ

(d)
h ) over S

and an unknown vector θh ∈ Rd, such that for any (x, a) ∈ S ×A, we have

Ph(· | x, a) = 〈φ(x, a), µh(·)〉 and rh(x, a) = 〈φ(x, a), θh〉.

Without loss of generality, we assume ‖φ(x, a)‖2 ≤ 1 for all (x, a) ∈ S × A, and
max{‖µh(S)‖2, ‖θh‖2} ≤

√
d for all h ∈ [H].

We refer the readers to Wang et al. [2020], Lattimore et al. [2020], and Van Roy and Dong [2019] for
related discussions on such a linear representation. Next, we introduce our main theorem.
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Algorithm 1 Langevin Monte Carlo Least-Squares Value Iteration (LMC-LSVI )

1: Input: step sizes {ηk > 0}k≥1, inverse temperature {βk}k≥1, loss function Lk(w)

2: Initialize w1,0
h = 0 for h ∈ [H], J0 = 0

3: for episode k = 1, 2, . . . ,K do
4: Receive the initial state sk1
5: for step h = H,H − 1, . . . , 1 do
6: wk,0h = w

k−1,Jk−1

h
7: for j = 1, . . . , Jk do
8: εk,jh ∼ N (0, I)

9: wk,jh = wk,j−1
h − ηk∇Lkh(wk,j−1

h ) +
√

2ηkβ
−1
k εk,jh

10: end for
11: Qkh(·, ·)← min{Q(wk,Jkh ;φ(·, ·)), H − h+ 1}+
12: V kh (·)← maxa∈AQ

k
h(·, a)

13: end for
14: for step h = 1, 2, . . . ,H do
15: Take action akh ← argmaxa∈AQ

k
h(skh, a), observe reward rkh(skh, a

k
h) and next state skh+1

16: end for
17: end for

Theorem 4.2. Let λ = 1, 1√
βk

= Õ(H
√
d) in Algorithm 1, and δ ∈ (0, 1). For any k ∈ [K], let

the learning rate ηk = 1/(4λmax(Λkh)), the update number Jk = 2κk log(4HKd) where κk =
λmax(Λkh)/λmin(Λkh) is the condition number of Λkh. Under Definition 4.1, the regret of Algorithm 1
satisfies

Regret(K) = Õ(d3/2H5/2
√
T ),

with probability at least 1− δ.

We compare the regret bound of our algorithm with the state-of-the-art results in the literature of
theoretical reinforcement learning in Table 1. Compared to the lower bound Ω(dH

√
T ) proved in

Zhou et al. [2021], our regret bound is worse off by a factor of
√
dH3/2 under the linear MDP setting.

However, as shown in Hamidi and Bayati [2020], the gap of
√
d in worst-case regret between UCB

and TS based method is unavoidable. When converted to linear bandits by setting H = 1, our regret
bound matches that of LMCTS [Xu et al., 2022] and the best-known regret upper bound for LinTS
from Agrawal and Goyal [2013] and Abeille et al. [2017].

Table 1: Regret upper bound for episodic, non-stationary, linear MDPs.

ComputationalAlgorithm Regret Exploration Tractability Scalability

LSVI-UCB [Jin et al., 2020] Õ(d3/2H3/2
√
T ) UCB Yes No

OPT-RLSVI [Zanette et al., 2020a] Õ(d2H2
√
T ) TS Yes No

ELEANOR [Zanette et al., 2020b] Õ(dH3/2
√
T ) Optimism No No

LSVI-PHE [Ishfaq et al., 2021] Õ(d3/2H3/2
√
T ) TS Yes No

LMC-LSVI (this paper) Õ(d3/2H5/2
√
T ) LMC Yes Yes

5 Deep Q-Network with LMC Exploration

In this section, we investigate the case where deep Q-networks (DQNs) [Mnih et al., 2015] are
used, which is used as the backbone of many deep RL algorithms and prevalent in real-world RL
applications due to its scalability and implementation ease.

While LMC and SGLD have been shown to converge to the true posterior under idealized settings
[Chen et al., 2015, Teh et al., 2016, Dalalyan, 2017], in practice, most deep neural networks often
exhibit pathological curvature and saddle points [Dauphin et al., 2014], which render the first-order
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Algorithm 2 Adam LMCDQN

1: Input: step sizes {ηk > 0}k≥1, inverse temperature {βk}k≥1, smoothing factors α1 and α2, bias
factor a, loss function Lk(w).

2: Initialize w1,0
h from appropriate distribution for h ∈ [H], J0 = 0, m1,0

h = 0 and v1,0
h = 0 for

h ∈ [H] and k ∈ [K].
3: for episode k = 1, 2, . . . ,K do
4: Receive the initial state sk1 .
5: for step h = H,H − 1, . . . , 1 do
6: wk,0h = w

k−1,Jk−1

h ,mk,0
h = m

k−1,Jk−1

h , vk,0h = v
k−1,Jk−1

h
7: for j = 1, . . . , Jk do
8: εk,jh ∼ N (0, I)

9: wk,jh = wk,j−1
h − ηk

(
∇L̃kh(wk,j−1

h ) + amk,j−1
h �

√
vk,j−1
h + λ11

)
+
√

2ηkβ
−1
k εk,jh

10: mk,j
h = α1m

k,j−1
h + (1− α1)∇L̃kh(wk,j−1

h )

11: vk,jh = α2v
k,j−1
h + (1− α2)∇L̃kh(wk,j−1

h )�∇L̃kh(wk,j−1
h )

12: end for
13: Qkh(·, ·)← Q(wk,Jkh ;φ(·, ·))
14: V kh (·)← maxa∈AQ

k
h(·, a)

15: end for
16: for step h = 1, 2, . . . ,H do
17: Take action akh ← argmaxa∈AQ

k
h(skh, a), observe reward rkh(skh, a

k
h) and next state skh+1.

18: end for
19: end for

gradient-based algorithms inefficient, such as SGLD. To mitigate this issue, Li et al. [2016] proposed
RMSprop [Tieleman et al., 2012] based preconditioned SGLD. Similarly, Kim et al. [2020] proposed
Adam based adaptive SGLD algorithm, where an adaptively adjusted bias term is included in the
drift function to enhance escape from saddle points and accelerate the convergence in the presence of
pathological curvatures.

Similarly, in sequential decision problems, there have been studies that show that deep RL algorithms
suffer from training instability due to the usage of deep neural networks [Sinha et al., 2020, Ota et al.,
2021, Sullivan et al., 2022]. Henderson et al. [2018] empirically analyzed the effects of different
adaptive gradient descent optimizers on the performance of deep RL algorithms and suggest that
while being sensitive to the learning rate, RMSProp or Adam [Kingma and Ba, 2014] provides the
best performance overall. Moreover, even though the original DQN algorithm [Mnih et al., 2015]
used RMSProp optimizer with Huber loss, Ceron and Castro [2021] showed that Adam optimizer
with mean-squared error (MSE) loss provides overwhelmingly superior performance.

Motivated by these developments both in the sampling community and the deep RL community, we
now endow DQN-style algorithms [Mnih et al., 2015] with Langevin Monte Carlo. In particular, we
propose Adam Langevin Monte Carlo Deep Q-Network (Adam LMCDQN ) in Algorithm 2, where
we replace LMC in Algorithm 1 with the Adam SGLD (aSGLD) [Kim et al., 2020] algorithm in
learning the posterior distribution.

In Algorithm 2, ∇L̃kh(w) denotes an estimate of ∇Lkh(w) based on one mini-batch of data sampled
from the replay buffer. α1 and α2 are smoothing factors for the first and second moments of
stochastic gradients, respectively. a is the bias factor and λ1 is a small constant added to avoid
zero-divisors. Here, vk,jh can be viewed as an approximator of the true second-moment matrix

E(∇L̃kh(wk,j−1
h )∇L̃kh(wk,j−1

h )>) and the bias term mk,j−1
h �

√
vk,j−1
h + λ11 can be viewed as the

rescaled momentum which is isotropic near stationary points. Similar to Adam, the bias term, with
an appropriate choice of the bias factor a, is expected to guide the sampler to converge to a global
optimal region quickly.
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6 Experiments

In this section, we present an empirical evaluation of Adam LMCDQN . First, we consider a hard
exploration problem and demonstrate the ability of deep exploration for our algorithm. We then
proceed to experiments with 8 hard Atari games, showing that Adam LMCDQN is able to outperform
several strong baselines. Our algorithm is implemented based on Tianshou’s DQN [Weng et al.,
2022]. Note that for implementation simplicity, in the following experiments, we set all the update
numbers Jk and the inverse temperature values βk to be the same number for all k ∈ [K]. Our code
is available at https://github.com/hmishfaq/LMC-LSVI.

Remark 6.1. We note that in our experiments, as baselines, we use commonly used algorithms
from deep RL literature as opposed to methods presented in Table 1. This is because while these
methods are provably efficient under linear MDP settings, they are not scalable to deep RL settings.
More precisely, these methods assume that a good feature is known in advance and Q values can
be approximated as a linear function over this feature. If the provided feature is not good and
fixed, the empirical performance of these methods is often poor. For example, LSVI-UCB [Jin
et al., 2020] computes UCB bonus function of the form ‖φ(s, a)‖Λ−1 , where Λ ∈ Rd×d is the
empirical feature covariance matrix. When we update the feature over iterations in deep RL, the
computational complexity of LSVI-UCB becomes unbearable as it needs to repeatedly compute the
feature covariance matrix to update the bonus function. In the same vein, OPT-RSLVI [Zanette et al.,
2020a] is not practical in the sense that while estimating the Q function, it needs to rely on the feature
norm with respect to the inverse covariance matrix. Lastly, even though LSVI-PHE [Ishfaq et al.,
2021] is computationally implementable in deep RL settings, it requires to sample independent and
identically distributed (i.i.d.) noise for the whole history every time to perturb the reward, which is
infeasible in most practical settings.

6.1 Demonstration of Deep Exploration

25 50 75 100
N

0

2

4

6

8

10

12

Re
tu

rn

DQN
Adam LMCDQN
Noisy-Net
Bootstrapped DQN

Figure 1: A comparison of Adam LMCDQN and
other baselines in N -chain with different chain
lengths N . All results are averaged over 20 runs
and the shaded areas represent standard errors. As
N increases, the exploration hardness increases.

We first conduct experiments in N -Chain [Os-
band et al., 2016b] to show that Adam LM-
CDQN is able to perform deep exploration. The
environment consists of a chain of N states,
namely s1, s2, . . . , sN . The agent always starts
in state s2, from where it can either move left
or right. The agent receives a small reward
r = 0.001 in state s1 and a larger reward r = 1
in state sN . The horizon length is N + 9, so
the optimal return is 10. Please refer to Ap-
pendix D.1 for a depiction of the environment.

In our experiments, we consider N to be 25, 50,
75, or 100. For each chain length, we train dif-
ferent algorithms for 105 steps across 20 seeds.
We use DQN [Mnih et al., 2015], Bootstrapped
DQN [Osband et al., 2016b] and Noisy-Net [For-
tunato et al., 2017] as the baseline algorithms.
We use DQN with ε-greedy exploration strategy, where ε decays linearly from 1.0 to 0.01 for the first
1, 000 training steps and then is fixed as 0.01. For evaluation, we set ε = 0 in DQN. We measure the
performance of each algorithm in each run by the mean return of the last 10 evaluation episodes. For
all algorithms, we sweep the learning rate and pick the one with the best performance. For Adam
LMCDQN , we sweep a and βk in small ranges. For more details, please check Appendix D.1.

In Figure 1, we show the performance of Adam LMCDQN and the baseline methods under different
chain lengths. The solid lines represent the averaged return over 20 random seeds and the shaded
areas represent standard errors. Note that for Adam LMCDQN , we set Jk = 4 for all chain lengths.
As N increases, the hardness of exploration increases, and Adam LMCDQN is able to maintain high
performance while the performance of other baselines especially Bootstrapped DQN and Noisy-Net
drop quickly. Clearly, Adam LMCDQN achieves significantly more robust performance than other
baselines as N increases, showing its deep exploration ability.
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Figure 2: The return curves of various algorithms in eight Atari tasks over 50 million training
frames. Solid lines correspond to the median performance over 5 random seeds, and the shaded areas
correspond to 90% confidence interval.

6.2 Evaluation in Atari Games

To further evaluate our algorithm, we conduct experiments in Atari games [Bellemare et al., 2013].
Specifically, 8 visually complicated hard exploration games [Bellemare et al., 2016] are selected,
including Alien, Freeway, Gravitar, H.E.R.O., Pitfall, Qbert, Solaris, and Venture. Among these
games, Alien, H.E.R.O., and Qbert are dense reward environments, while Freeway, Gravitar, Pitfall,
Solaris, and Venture are sparse reward environments, according to Bellemare et al. [2013].

Main Results We consider 7 baselines: Double DQN [Van Hasselt et al., 2016], Prioritized DQN
[Schaul et al., 2015], C51 [Bellemare et al., 2017], QR-DQN [Dabney et al., 2018a], IQN [Dabney
et al., 2018b], Bootstrapped DQN [Osband et al., 2016b] and Noisy-Net [Fortunato et al., 2017]. For
our algorithm Adam LMCDQN , we implement it based on the DQN implementation in Tianshou
[Weng et al., 2022]. Except for some unique hyper-parameters of Adam LMCDQN , we use the
default hyper-parameters of Tianshou’s DQN in Adam LMCDQN . Since a large Jk greatly increases
training time, we set Jk = 1 in Adam LMCDQN so that all experiments can be finished in a
reasonable time. We also incorporate the double Q trick [Van Hasselt, 2010, Van Hasselt et al., 2016],
which is shown to slightly boost performance. We train Adam LMCDQN for 50M frames (i.e., 12.5M
steps) and summarize results across over 5 random seeds. Please check Appendix D.2.1 for more
details about the training and hyper-parameters settings.

In Figure 2, we present the learning curves of all methods in 8 Atari games. We implement Boot-
strapped DQN and Noisy-Net based on Tianshou’s DQN and train them to gather results. For other
five baseline algorithms, we take the results from DQN Zoo [Quan and Ostrovski, 2020]3. The solid
lines correspond to the median performance over 5 random seeds, while the shaded areas represent
90% confidence intervals. Overall, the results show that our algorithm Adam LMCDQN is quite
competitive compared to the baseline algorithms. In particular, Adam LMCDQN exhibit a strong
advantage against all other methods in Gravitar and Venture.

Sensitivity Analysis In Figure 3a, we draw the learning curves of Adam LMCDQN with different
bias factors a in Qbert. The performance of our algorithm is greatly affected by the value of the bias
factor. Overall, by setting a = 0.1, Adam LMCDQN achieves good performance in Qbert as well as
in other Atari games. On the contrary, Adam LMCDQN is less sensitive to the inverse temperature
βk, as shown in Figure 3b.

Ablation Study In Appendix D.2.2, we also present results for Adam LMCDQN without applying
double Q functions. The performance of Adam LMCDQN is only slightly worse without using double
Q functions, proving the effectiveness of our approach. Moreover, we implement Langevin DQN
[Dwaracherla and Van Roy, 2020] with double Q functions and compare it with our algorithm Adam
LMCDQN . Overall, Adam LMCDQN outperforms Langevin DQN significantly in most Atari games.

3https://github.com/deepmind/dqn_zoo/blob/master/results.tar.gz
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Figure 3: (a) A comparison of Adam LMCDQN with different bias factor a in Qbert. Solid lines
correspond to the average performance over 5 random seeds, and shaded areas correspond to standard
errors. The performance of Adam LMCDQN is greatly affected by the value of the bias factor. (b) A
comparison of Adam LMCDQN with different values of inverse temperature parameter βk in Qbert.
Adam LMCDQN is not very sensitive to large inverse temperature βk.

Similar to Adam LMCDQN , there is no significant performance drop for Langevin DQN without
applying double Q functions.

7 Related Work

Posterior Sampling in Reinforcement Learning. Our work is closely related to a line of work
that uses posterior sampling, i.e., Thompson sampling in RL [Strens, 2000]. Osband et al. [2016a],
Russo [2019] and Xiong et al. [2022] propose randomized least-squares value iteration (RLSVI) with
frequentist regret analysis under tabular MDP setting. RLSVI carefully injects tuned random noise to
the value function in order to induce exploration. Recently, Zanette et al. [2020a] and Ishfaq et al.
[2021] extended RLSVI to the linear setting. While RLSVI enjoys favorable regret bound under
tabular and linear settings, it can only be applied when a good feature is known and fixed during
training, making it impractical for deep RL [Li et al., 2021]. Osband et al. [2016b, 2018] addressed
this issue by training an ensemble of randomly initialized neural networks and viewing them as
approximate posterior samples of Q functions. However, training an ensemble of neural networks is
computationally prohibitive. Another line of work directly injects noise to parameters [Fortunato
et al., 2017, Plappert et al., 2017]. Noisy-Net [Fortunato et al., 2017] learns noisy parameters using
gradient descent, whereas Plappert et al. [2017] added constant Gaussian noise to the parameters
of the neural network. However, Noisy-Net is not ensured to approximate the posterior distribution
[Fortunato et al., 2017].

Comparison to Dwaracherla and Van Roy [2020]. Proposed by Dwaracherla and Van Roy [2020],
Langevin DQN is the closest algorithm to our work. Even though Langevin DQN is also inspired by
SGLD [Welling and Teh, 2011], Dwaracherla and Van Roy [2020] did not provide any theoretical
study nor regret bound for their algorithm under any setting. On the algorithmic side, at each time
step, Langevin DQN performs only one gradient update, while we perform multiple (i.e., Jk) noisy
gradient updates, as shown in Algorithm 1 and Algorithm 2). This is a crucial difference as a large
enough value for Jk allows us to learn the exact posterior distribution of the parameters {wh}h∈[H]

up to high precision. Moreover, they also proposed to use preconditioned SGLD optimizer which is
starkly different from our Adam LMCDQN . Their optimizer is more akin to a heuristic variant of the
original Adam optimizer [Kingma and Ba, 2014] with a Gaussian noise term added to the gradient
term. Moreover, they do not use any temperature parameter in the noise term. On the contrary, Adam
LMCDQN is inspired by Adam SGLD [Kim et al., 2020], which enjoys convergence guarantees
in the supervised learning setting. Lastly, while Dwaracherla and Van Roy [2020] provided some
empirical study in the tabular deep sea environment [Osband et al., 2019a,b], they did not perform
any experiment in challenging pixel-based environment (e.g., Atari). We conducted a comparison in
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such environments in Appendix D.2.2, showing that Adam LMCDQN outperforms Langevin DQN in
several hard Atari environments.

8 Conclusion and Future Work

We proposed the LMC-LSVI algorithm, a provably efficient and practical exploration algorithm
for reinforcement learning. It uses Langevin Monte Carlo to directly sample a Q function from
the posterior distribution with arbitrary precision. Furthermore, we proposed Adam LMCDQN, a
practical variant of LMC-LSVI, that demonstrates competitive empirical performance in challenging
exploration tasks. There are several avenues for future research. The regret bound of LMC-LSVI
under linear MDP setting is far from the optimal rate by a factor of

√
dH3/2. While the

√
d gap is

unavoidable as discussed in Section 4, whether we can improve the dependency on H is an interesting
open question. We believe that the current gap of H in the regret bound is due to the proof technique
and is not inherent to Langevin style algorithms. On the empirical side, it would be interesting to see
whether LMC based approaches can be used in continuous control tasks for efficient exploration.
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A Proof of the Regret Bound of LMC-LSVI

Additional Notation. For any set A, 〈·, ·〉A denotes the inner product over set A. For a vector
x ∈ Rd, ‖x‖2 =

√
x>x is the Euclidean norm of x. For a matrix V ∈ Rm×n, we denote the operator

norm and Frobenius norm by ‖V ‖2 and ‖V ‖F respectively. For a positive definite matrix V ∈ Rd×d

and a vector x ∈ Rd, we denote ‖x‖V =
√
x>V x.

A.1 Supporting Lemmas

Before deriving the regret bound of LMC-LSVI , we first outline the necessary technical lemmas that
are helpful in our regret analysis. The first result below shows that the parameter obtained from LMC
follows a Gaussian distribution.
Proposition A.1. The parameter wk,Jkh used in episode k of Algorithm 1 follows a Gaussian distri-
bution N (µk,Jkh ,Σk,Jkh ), where the mean vector and the covariance matrix are defined as

µk,Jkh = AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih, (6)

Σk,Jkh =

k∑
i=1

1

βi
AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk , (7)

where Ai = I − 2ηiΛ
i
h for i ∈ [k].

Definition A.2 (Model prediction error). For all (k, h) ∈ [K]× [H], we define the model prediction
error associated with the reward rkh,

lkh(x, a) = rkh(x, a) + PhV kh+1(x, a)−Qkh(x, a).

Lemma A.3. Let λ = 1 in Algorithm 1. For any (k, h) ∈ [K]× [H], we have∥∥∥wk,Jkh

∥∥∥
2
≤ 16

3
Hd
√
K +

√
2K

3βKδ
d3/2,

with probability at least 1− δ, where c is a constant.
Definition A.4 (Good events). For any δ > 0, we define the following events

Gkh(δ)
def
=

{∥∥∥wk,Jkh

∥∥∥
2
≤ 16

3
Hd
√
K +

√
2K

3βKδ
d3/2

}
,

G(K,H, δ)
def
=
⋂
k≤K

⋂
h≤H

Gkh(δ).

Lemma A.5. Let λ = 1 in Algorithm 1. For any fixed δ1 > 0, conditioned on the event G(K,H, δ),
we have for all (k, h) ∈ [K]× [H],∥∥∥∥∥

k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PhV kh+1

)
(xτh, a

τ
h)
]∥∥∥∥∥

(Λk
h)−1

≤ c1H

√
d log

(
HKd

βKδδ1

)
,

with probability at least 1− δ1, for some constant c1 > 0.
Lemma A.6. Let λ = 1 in Algorithm 1. Define the following event

E(K,H, δ1)

=

{∣∣φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)
∣∣ ≤ c2H

√
d

βK
log

(
HKd

δδ1

)
‖φ(x, a)‖(Λk

h)−1 ,

∀(h, k) ∈ [H]× [K] and ∀(x, a) ∈ S ×A
}
, (8)

where c2 is a positive constant. Then under the event G(K,H, δ), we have P(E(K,H, δ1)) ≥ 1− δ1.
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Lemma A.7 (Error bound). Let λ = 1 in Algorithm 1. For any δ > 0 conditioned on the event
G(K,H, δ), for all (h, k) ∈ [H]× [K] and (x, a) ∈ S ×A, with probability at least 1− (δ1 + δ2

2),
we have

−lkh(x, a) ≤

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
‖φ(x, a)‖(Λk

h)−1 . (9)

Lemma A.8 (Optimism). Let λ = 1 in Algorithm 1. Conditioned on the event G(K,H, δ) and
E(K,H, δ1), for all (h, k) ∈ [H] × [K] and (x, a) ∈ S × A, with probability at least 1

2
√

2eπ
, we

have
lkh(x, a) ≤ 0. (10)

A.2 Regret Analysis

We first restate the main theorem as follows.

Theorem A.9. Let λ = 1, 1√
βk

= Õ(H
√
d) in Algorithm 1 and δ ∈ (0, 1). For any k ∈ [K], let

the learning rate ηk = 1/(4λmax(Λkh)), the update number Jk = 2κk log(4HKd) where κk =
λmax(Λkh)/λmin(Λkh) is the condition number of Λkh. Under Definition 4.1, the regret of Algorithm 1
satisfies

Regret(K) = Õ(d3/2H5/2
√
T ),

with probability at least 1− δ.

Proof of Theorem A.9. By Lemma 4.2 in Cai et al. [2019], it holds that

Regret(T ) =

K∑
k=1

(
V ∗1 (xk1)− V π

k

1 (xk1)
)

=

K∑
k=1

H∑
t=1

Eπ∗
[
〈Qkh(xh, ·), π∗h(· | xh)− πkh(· | xh)〉

∣∣x1 = xk1
]

︸ ︷︷ ︸
(i)

+

K∑
k=1

H∑
t=1

Dkh︸ ︷︷ ︸
(ii)

+

K∑
k=1

H∑
t=1

Mk
h︸ ︷︷ ︸

(iii)

+

K∑
k=1

H∑
h=1

(
Eπ∗

[
lkh(xh, ah) | x1 = xk1

]
− lkh(xkh, a

k
h)
)

︸ ︷︷ ︸
(iv)

, (11)

where Dkh andMk
h are defined as

Dkh := 〈(Qkh −Qπ
k

h )(xkh, ·), πkh(·, xkh)〉 − (Qkh −Qπ
k

h )(xkh, a
k
h), (12)

Mk
h := Ph((V kh+1 − V π

k

h+1))(xkh, a
k
h)− (V kh+1 − V π

k

h+1)(xkh). (13)

Next, we will bound the above terms respectively.

Bounding Term (i): For the policy πkh at time step h of episode k, we will prove that

K∑
k=1

H∑
h=1

Eπ∗ [〈Qkh(xh, ·), π∗h(· | xh)− πkh(· | xh)〉 | x1 = xk1 ] ≤ 0. (14)

To this end, note that πkh acts greedily with respect to action-value function Qkh. If πkh = π∗h, then the
difference π∗h(· | xh)− πkh(· | xh) is 0. Otherwise, the difference is negative since πkh is deterministic
with respect to Qkh. Concretely, πkh takes a value of 1 where π∗h would take a value of 0. Moreover,
Qkh would have the greatest value at the state-action pair where πkh equals 1. This completes the
proof.

Bounding Terms (ii) and (iii): From (4), note that we truncate Qkh to the range [0, H − h + 1].
This implies for any (h, k) ∈ [K] × [H], we have |Dkh| ≤ 2H . Moreover, E[Dkh|Fkh ] = 0, where
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Fkh is a corresponding filtration. Thus, Dkh is a martingale difference sequence. So, applying
Azuma-Hoeffding inequality, we have with probability 1− δ/3,

K∑
k=1

H∑
h=1

Dkh ≤
√

2H2T log(3/δ),

where T = KH . Similarly, we can show thatMk
h is a martingale difference sequence. Applying

Azuma-Hoeffding inequality, we have with probability 1− δ/3,

K∑
k=1

H∑
h=1

Mk
h ≤

√
2H2T log(3/δ).

Therefore, by applying union bound, we have that for any δ > 0, with probability 1− 2δ/3, it holds
that

K∑
k=1

H∑
h=1

Dkh +

K∑
k=1

H∑
h=1

Mk
h ≤ 2

√
2H2T log(3/δ), (15)

where T = KH .

Bounding Term (iv):

Define event

Ekh(δ1, δ2)

=

{
− lkh(x, a) ≤

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
‖φ(x, a)‖(Λk

h)−1

:= gkh(φ(x, a))

}
. (16)

By Lemma A.7, we know P (E(K,H, δ1, δ2)) ≥ 1 − (δ1 + δ2
2) where E(K,H, δ1, δ2) =⋂

k≤K
⋂
h≤H E

k
h(δ1, δ2). Define the set

Ukh = {a : lkh(x, π∗)− lkh(x, a) ≤ gkh(φ(x, a))} (17)

Note that conditional on event E(K,H, δ1, δ2), we have P (U) ≥ 1/(2
√

2eπ), where U =⋂
k≤K

⋂
h≤H Ukh .

Let ā = arg mina∈Uk
h
gkh(φ(x, a)). The regret is

lkh(x, π∗)− lkh(x, a) = lkh(x, π∗)− lkh(x, ā) + lkh(x, ā)− lkh(x, a)

≤ gkh(φ(x, ā)) + gkh(φ(x, ā)) + gkh(φ(x, a)),

where the first part in the inequality is due to the definition of ā, and the next two terms are due to the
assumption that E(K,H, δ1, δ2) holds. Now we have

gkh(φ(x, a)) = E[gkh(φ(x, a))|a ∈ U ]P (a ∈ U) + E[gkh(φ(x, a))|a /∈ U ]P (a /∈ U) (18)

≥ 1

2
√

2eπ
gkh(φ(x, ā)). (19)

Then we have the following inequality

lkh(x, π∗)− lkh(x, a) ≤ (
√

2eπ + 1)gkh(φ(x, a)). (20)
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Now we have

K∑
k=1

H∑
h=1

(
Eπ∗ [lkh(xh, ah) | x1 = xk1 ]− lkh(xkh, a

k
h)
)

=

K∑
k=1

H∑
h=1

Eπ∗ [lkh(xh, π
∗)− lkh(xkh, a

k
h) | x1 = xk1 ]

≤
K∑
k=1

H∑
h=1

(
√

2eπ + 1)gkh(φ(xkh, a
k
h))

= (
√

2eπ + 1)

K∑
k=1

H∑
h=1

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
‖φ(xkh, a

k
h)‖(Λk

h)−1

= (
√

2eπ + 1)

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
K∑
k=1

H∑
h=1

‖φ(xkh, a
k
h)‖(Λk

h)−1

≤ (
√

2eπ + 1)

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
H∑
h=1

√
K

(
K∑
k=1

‖φ(xkh, a
k
h)‖2(Λk

h)−1

)1/2

≤ (
√

2eπ + 1)

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
H
√

2dK log(1 +K)

= (
√

2eπ + 1)

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)√
2dHT log(1 +K)

= Õ(d3/2H5/2
√
T ).

Here the first, the second, and the third inequalities follow from (20), Cauchy-Schwarz inequality

and Lemma C.4 respectively. The last equality follows from 1√
βk

= c3H
√
d log(HKdδδ1

) which we
defined in Lemma A.8. Therefore, for any δ1 > 0, conditioned on the event G(K,H, δ), we have

K∑
k=1

H∑
h=1

(
Eπ∗ [lkh(xh, ah) | x1 = xk1 ]− lkh(xkh, a

k
h)
)
≤ Õ(d3/2H5/2

√
T ) (21)

with probability at least 1− (δ1 + δ2
2).

Note that by Lemma A.3 the good event G(K,H, δ′) happens with probability 1 − Tδ′ where
T = KH . Using Lemma A.8, the good event G(K,H, δ′) occurs and it holds that

K∑
k=1

H∑
h=1

(
Eπ∗ [lkh(xh, ah) | x1 = xk1 ]− lkh(xkh, a

k
h)
)
≤ Õ(d3/2H5/2

√
T )

with probability at least (1 − Tδ′)(1 − (δ1 + δ2
2)). Setting δ′ = δ

6T and δ1 = δ2 = δ/12, we can
show that

(1− Tδ′)(1− (δ1 + δ2
2)) > 1− δ/3.

The martingale inequalities from Equation (15) occur with probability 1− 2δ/3. By Equation (14)
and applying union bound, we get that the final regret bound is Õ(d3/2H5/2

√
T ) with probability at

least 1− δ.

B Proof of Supporting Lemmas

In this section, we provide the proofs of the lemmas that we used in the regret analysis of LMC-
LSVI in the previous section.
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B.1 Proof of Proposition A.1

Proof of Proposition A.1. First note that for linear MDP, we have

∇Lkh(wkh) = 2(Λkhw
k
h − bkh).

The update rule is:

wk,jh = wk,j−1
h − ηk∇Lkh(wk,j−1

h ) +
√

2ηkβ
−1
k εk,jh ,

which leads to

wk,Jkh = wk,Jk−1
h − 2ηk

(
Λkhw

k,Jk−1
h − bkh

)
+
√

2ηkβ
−1
k εk,Jkh

=
(
I − 2ηkΛkh

)
wk,Jk−1
h + 2ηkb

k
h +

√
2ηkβ

−1
k εk,Jkh

=
(
I − 2ηkΛkh

)Jk
wk,0h +

Jk−1∑
l=0

(
I − 2ηkΛkh

)l(
2ηkb

k
h +

√
2ηkβ

−1
k εk,Jk−lh

)

=
(
I − 2ηkΛkh

)Jk
wk,0h + 2ηk

Jk−1∑
l=0

(
I − 2ηkΛkh

)l
bkh +

√
2ηkβ

−1
k

Jk−1∑
l=0

(
I − 2ηkΛkh

)l
εk,Jk−lh .

Note that in Line 6 of Algorithm 1, we warm-start from previous episode and set wk,0h = w
k−1,Jk−1

h .
Denoting Ai = I − 2ηiΛ

i
h, we note that Ai is symmetric. Moreover, when the step size is chosen

such that 0 < ηi < 1/(2λmax(Λih)), Ai satisfies I � Ai � 0. Therefore, we further have

wk,Jkh = AJkk w
k−1,Jk−1

h + 2ηk

Jk−1∑
l=0

AlkΛkhŵ
k
h +

√
2ηkβ

−1
k

Jk−1∑
l=0

Alkε
k,Jk−l
h

= AJkk w
k−1,Jk−1

h + (I −Ak)
(
A0
k +A1

k + . . .+AJk−1
k

)
ŵkh +

√
2ηkβ

−1
k

Jk−1∑
l=0

Alkε
k,Jk−l
h

= AJkk w
k−1,Jk−1

h +
(
I −AJkk

)
ŵkh +

√
2ηkβ

−1
k

Jk−1∑
l=0

Alkε
k,Jk−l
h

= AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih +

k∑
i=1

√
2ηiβ

−1
i AJkk . . . A

Ji+1

i+1

Ji−1∑
l=0

Aliε
i,Ji−l
h ,

where in the first equality we used bkh = Λkhŵ
k
h, in the second equality we used the definition of Λkh,

and in the third equality we used the fact that I + A + . . . + An−1 = (I − An)(I − A)−1. We
recall a property of multivariate Gaussian distribution: if ε ∼ N (0, Id×d), then we have Aε+ µ ∼
N (µ,AAT ) for any A ∈ Rd×d and µ ∈ Rd. This implies wk,Jkh follows the Gaussian distribution
N (µk,Jkh ,Σk,Jkh ), where

µk,Jkh = AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih. (22)

We now derive the covariance matrix Σk,Jkh . For a fixed i, denote Mi =
√

2ηiβ
−1
i AJkk . . . A

Ji+1

i+1 .
Then we have,

Mi

Ji−1∑
l=0

Aliε
i,Ji−l
h =

Ji−1∑
l=0

MiA
l
iε
i,Ji−l
h ∼ N

(
0,

Ji−1∑
l=0

MiA
l
i(MiA

l
i)
>

)
∼ N

(
0,Mi

(
Ji−1∑
l=0

A2l
i

)
M>i

)
.
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Thus we further have

Σk,Jkh =

k∑
i=1

Mi

(
Ji−1∑
l=0

A2l
i

)
M>i

=

k∑
i=1

2ηiβ
−1
i AJkk . . . A

Ji+1

i+1

(
Ji−1∑
l=0

A2l
i

)
A
Ji+1

i+1 . . . AJkk

=

k∑
i=1

2ηiβ
−1
i AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

) (
I −A2

i

)−1
A
Ji+1

i+1 . . . AJkk

=

k∑
i=1

1

βi
AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

)(
Λih
)−1

(I +Ai)
−1A

Ji+1

i+1 . . . AJkk .

This completes the proof.

B.2 Proof of Lemma A.3

Before presenting the proof, we first need to prove the following two technical lemmas.
Lemma B.1. For any (k, h) ∈ [K]× [H], we have

‖ŵkh‖ ≤ 2H
√
kd/λ.

Proof of Lemma B.1. We have

‖ŵkh‖ =

∥∥∥∥∥(Λkh)−1
k−1∑
τ=1

[
rτh(xτh, a

τ
h) + V kh+1(xτh+1)

]
· φ(sτh, a

τ
h)

∥∥∥∥∥
≤ 1√

λ

√
k − 1

(
k−1∑
τ=1

∥∥[rτh(xτh, a
τ
h) + V kh+1(xτh+1)

]
· φ(xτh, a

τ
h)
∥∥2

(Λk
h)−1

)1/2

≤ 2H√
λ

√
k − 1

(
k−1∑
τ=1

‖φ(xτh, a
τ
h)‖2(Λk

h)−1

)1/2

≤ 2H
√
kd/λ,

where the first inequality follows from Lemma C.5, the second inequality is due to 0 ≤ V kh ≤ H and
the reward function being bounded by 1, and the last inequality follows from Lemma C.3.

Lemma B.2. Let λ = 1 in Algorithm 1. For any (h, k) ∈ [H]× [K] and (x, a) ∈ S ×A, we have∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣ ≤ (5

√
2d log (1/δ)

3βK
+

4

3

)
‖φ(x, a)‖(Λk

h)−1 ,

with probability at least 1− δ2.

Proof of Lemma B.2. By the triangle inequality, we have∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣ ≤ ∣∣∣φ(x, a)>
(
wk,Jkh − µk,Jkh

)∣∣∣+∣∣∣φ(x, a)>
(
µk,Jkh − ŵkh

)∣∣∣ . (23)

Bounding the term
∣∣∣φ(x, a)>

(
wk,Jkh − µk,Jkh

)∣∣∣: we have∣∣∣φ(x, a)>
(
wk,Jkh − µk,Jkh

)∣∣∣ ≤ ∥∥∥∥φ(x, a)>
(

Σk,Jkh

)1/2
∥∥∥∥

2

∥∥∥∥(Σk,Jkh

)−1/2 (
wk,Jkh − µk,Jkh

)∥∥∥∥
2

.

Since wk,Jkh ∼ N (µk,Jkh ,Σk,Jkh ), we have
(

Σk,Jkh

)−1/2 (
wk,Jkh − µk,Jkh

)
∼ N (0, Id×d). Thus, we

have

P
(∥∥∥∥(Σk,Jkh

)−1/2 (
wk,Jkh − µk,Jkh

)∥∥∥∥
2

≥
√

4d log (1/δ)

)
≥ δ2. (24)
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When we choose ηk ≤ 1/(4λmax(Λkh)) for all k, we have

1

2
I < Ak = I − 2ηkΛkh <

(
1− 2ηkλmin(Λkh)

)
I,

3

2
I < I +Ak = 2I − 2ηkΛkh < 2I.

(25)

Also note that Ak and (Λkh)−1 commute. Therefore, we have

A2Jk
k

(
Λkh
)−1

=
(
I − 2ηkΛkh

)
. . .
(
I − 2ηkΛkh

) (
I − 2ηkΛkh

) (
Λkh
)−1

=
(
I − 2ηkΛkh

)
. . .
(
I − 2ηkΛkh

) (
Λkh
)−1 (

I − 2ηkΛkh
)

= AJkk
(
Λkh
)−1

AJkk .

(26)

Recall the definition of Σk,Jkh . Then

φ(x, a)>Σk,Jkh φ(x, a)

=

k∑
i=1

1

βi
φ(x, a)>AJkk . . . A

Ji+1

i+1

(
I −A2Ji

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk φ(x, a)

≤ 2

3βi
φ(x, a)>AJkk . . . A

Ji+1

i+1

((
Λih
)−1 −AJkk

(
Λih
)−1

AJkk

)
A
Ji+1

i+1 . . . AJkk φ(x, a)

=
2

3βK

k∑
i=1

φ(x, a)>AJkk . . . A
Ji+1

i+1

((
Λih
)−1 −

(
Λi+1
h

)−1
)
A
Ji+1

i+1 . . . AJkk φ(x, a)

− 2

3βK
φ(x, a)>AJkk . . . AJ11

(
Λ1
h

)−1
AJ11 . . . AJkk φ(x, a) +

2

3βK
φ(x, a)>

(
Λkh
)−1

φ(x, a),

where the first inequality is due to (25) and the last equality is due to setting βi = βK for all i ∈ [K].
By Sherman-Morrison formula and (5), we have(

Λih
)−1 −

(
Λi+1
h

)−1
=
(
Λih
)−1 −

(
Λih + φ(xih, a

i
h)φ(xih, a

i
h)>
)−1

=

(
Λih
)−1

φ(xih, a
i
h)φ(xih, a

i
h)>

(
Λih
)−1

1 + ‖φ(xih, a
i
h)‖2

(Λi
h)−1

.

This implies

φ(x, a)>AJkk . . . A
Ji+1

i+1

((
Λih
)−1 −

(
Λi+1
h

)−1
)
A
Ji+1

i+1 . . . AJkk φ(x, a)

= φ(x, a)>AJkk . . . A
Ji+1

i+1

(
Λih
)−1

φ(xih, a
i
h)φ(xih, a

i
h)>

(
Λih
)−1

1 + ‖φ(xih, a
i
h)‖2

(Λi
h)−1

A
Ji+1

i+1 . . . AJkk φ(x, a)

≤
(
φ(x, a)>AJkk . . . A

Ji+1

i+1

(
Λih
)−1

φ(xih, a
i
h)
)2

≤
∥∥∥AJkk . . . A

Ji+1

i+1

(
Λih
)−1/2

φ(x, a)
∥∥∥2

2
·
∥∥∥(Λih)−1/2

φ(xih, a
i
h)
∥∥∥2

2

≤
k∏

j=i+1

(
1− 2ηjλmin

(
Λjh

))2Jj ∥∥φ(xih, a
i
h)
∥∥2

(Λi
h)−1 ‖φ(x, a)‖2(Λi

h)−1 ,

where the last inequality is due to (25). So, we have

φ(x, a)>Σk,Jkh φ(x, a) ≤ 2

3βK

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))2Jj ∥∥φ(xih, a
i
h)
∥∥2

(Λi
h)−1 ‖φ(x, a)‖2(Λi

h)−1

+
2

3βK
‖φ(x, a)‖2(Λk

h)−1 .
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Using the inequality
√
a2 + b2 ≤ a+ b for a, b > 0, we thus get

‖φ(x, a)‖
Σ

k,Jk
h

≤
√

2

3βK

(
‖φ(x, a)‖(Λk

h)−1+

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj ∥∥φ(xih, a
i
h)
∥∥

(Λi
h)−1 ‖φ(x, a)‖(Λi

h)−1

)
(27)

Let’s denote the R.H.S. of (27) as ĝkh(φ(x, a)).

Therefore, it holds that

P
(∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>µk,Jkh

∣∣∣ ≥ 2ĝkh(φ(x, a))
√
d log (1/δ)

)
≤ P

(∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>µk,Jkh

∣∣∣ ≥ 2
√
d log (1/δ)‖φ(x, a)‖

Σ
k,Jk
h

)
≤ P

(∥∥∥∥φ(x, a)>
(

Σk,Jkh

)1/2
∥∥∥∥

2

∥∥∥∥(Σk,Jkh

)−1/2 (
wk,Jkh − µk,Jkh

)∥∥∥∥
2

≥ 2
√
d log (1/δ)‖φ(x, a)‖

Σ
k,Jk
h

)
≤ δ2,

(28)

where the last inequality follows from (24).

Bounding the term φ(x, a)>
(
µk,Jkh − ŵkh

)
: Recall that,

µk,Jkh = AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih

= AJkk . . . AJ11 w1,0
h +

k−1∑
i=1

AJkk . . . A
Ji+1

i+1

(
ŵih − ŵi+1

h

)
−AJkk . . . AJ11 ŵ1

h + ŵkh

= AJkk . . . AJ11

(
w1,0
h − ŵ

1
h

)
+

k−1∑
i=1

AJkk . . . A
Ji+1

i+1

(
ŵih − ŵi+1

h

)
+ ŵkh.

This implies that

φ(x, a)>
(
µk,Jkh − ŵkh

)
= φ(x, a)>AJkk . . . AJ11

(
w1,0
h − ŵ

1
h

)
︸ ︷︷ ︸

I1

+φ(x, a)>
k−1∑
i=1

AJkk . . . A
Ji+1

i+1

(
ŵih − ŵi+1

h

)
︸ ︷︷ ︸

I2
(29)

In Algorithm 1, we choose w1,0
h = 0 and ŵ1

h = (Λ1
h)−1b1h = 0. Thus we have, I1 = 0. Using

inequalities in (25) and Lemma B.1, we have

I2 ≤

∣∣∣∣∣φ(x, a)>
k−1∑
i=1

AJkk . . . A
Ji+1

i+1

(
ŵih − ŵi+1

h

)∣∣∣∣∣
=

∣∣∣∣∣
k−1∑
i=1

φ(x, a)>AJkk . . . A
Ji+1

i+1

(
ŵih − ŵi+1

h

)∣∣∣∣∣
≤
k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2‖ŵih − ŵi+1

h ‖2

≤
k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2

(
‖ŵih‖2 + ‖ŵi+1

h ‖2
)

≤
k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2

(
2H
√
id/λ+ 2H

√
(i+ 1)d/λ

)

≤ 4H
√
Kd/λ

k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2.
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So, it holds that

φ(x, a)>
(
µk,Jkh − ŵkh

)
≤ 4H

√
Kd/λ

k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2. (30)

Substituting (28) and (30) into (23), we get with probability at least 1− δ2,∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣
≤ 4H

√
Kd/λ

k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2 + 2

√
2d log (1/δ)

3βK
‖φ(x, a)‖(Λk

h)−1

+ 2

√
2d log (1/δ)

3βK

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj ∥∥φ(xih, a
i
h)
∥∥

(Λi
h)−1 ‖φ(x, a)‖(Λi

h)−1 .

(31)

Let’s denote the R.H.S. of (31) as Q. Recall that, for any j ∈ [K], we require ηj ≤ 1/(4λmax(Λjh)).
Choosing ηj = 1/(4λmax(Λjh)) yields(

1− 2ηjλmin(Λjh)
)Jj

= (1− 1/(2κj))
Jj ,

where κj = λmax(Λjh)/λmin(Λjh). In order to have (1− 1/(2κj))
Jj < ε, we need to pick Jj such

that

Jj ≥
log (1/ε)

log
(

1
1−1/(2κj)

) .
Now we use the well-known fact that e−x > 1 − x for 0 < x < 1. Since 1/(2κj) ≤ 1/2,
we have log (1/(1− 1/2κj)) ≥ 1/2κj . Thus, it suffices to set Jj ≥ 2κj log (1/ε) to ensure
(1 − 1/2κj)

Jj ≤ ε. Also, note that since Λih > I , we have 1 ≥ ‖φ(x, a)‖2 ≥ ‖φ(x, a)‖(Λi
h)−1 .

Setting ε = 1/(4HKd) and λ = 1, we obtain

Q ≤
k−1∑
i=1

εk−i4H

√
Kd

λ
‖φ(x, a)‖2 + 2

√
2d log (1/δ)

3βK

(
‖φ(x, a)‖(Λk

h)−1 +

k−1∑
i=1

εk−i‖φ(x, a)‖2

)

≤
k−1∑
i=1

εk−i4H

√
Kd

λ

√
k‖φ(x, a)‖(Λk

h)−1

+ 2

√
2d log (1/δ)

3βK

(
‖φ(x, a)‖(Λk

h)−1 +

k−1∑
i=1

εk−i
√
k‖φ(x, a)‖(Λk

h)−1

)

≤
k−1∑
i=1

εk−i−1‖φ(x, a)‖(Λk
h)−1 + 2

√
2d log (1/δ)

3βK

(
‖φ(x, a)‖(Λk

h)−1 +

k−1∑
i=1

εk−i−1‖φ(x, a)‖(Λk
h)−1

)

≤

(
5

√
2d log (1/δ)

3βK
+

4

3

)
‖φ(x, a)‖(Λk

h)−1 ,

where the second inequality is due to ‖φ(x, a)‖(Λk
h)−1 ≥ 1/

√
k‖φ(x, a)‖2 and the fourth inequality

is due to
∑k−1
i=1 ε

k−i−1 =
∑k−2
i=0 ε

i < 1/(1− ε) ≤ 4/3. So, we have

P

(∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣ ≤ (5

√
2d log (1/δ)

3βK
+

4

3

)
‖φ(x, a)‖(Λk

h)−1

)
≥ P

(∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣ ≤ Q)
≥ 1− δ2.

This completes the proof.
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Proof of Lemma A.3. From Proposition A.1, we know wk,Jkh follows Gaussian distribution
N (µk,Jkh ,Σk,Jkh ). Thus we can write,

∥∥∥wk,Jkh

∥∥∥
2

=
∥∥∥µk,Jkh + ξk,Jkh

∥∥∥
2
≤
∥∥∥µk,Jkh

∥∥∥
2

+
∥∥∥ξk,Jkh

∥∥∥
2
,

where ξk,Jkh ∼ N (0,Σk,Jkh ).

Bounding ‖µk,Jkh ‖2: From Proposition A.1, we have,

∥∥∥µk,Jkh

∥∥∥
2

=

∥∥∥∥∥AJkk . . . AJ11 w1,0
h +

k∑
i=1

AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih

∥∥∥∥∥
2

≤
k∑
i=1

∥∥∥AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih

∥∥∥
2
,

where the inequality follows from the fact that we set w1,0
h = 0 in Algorithm 1 and triangle inequality.

Denoting the Frobenius of a matrix X by ‖X‖F , we have

k∑
i=1

∥∥∥AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih

∥∥∥
2

≤
k∑
i=1

∥∥∥AJkk . . . A
Ji+1

i+1

(
I −AJii

)∥∥∥
F

∥∥ŵih∥∥2

≤ 2H

√
Kd

λ

k∑
i=1

∥∥∥AJkk . . . A
Ji+1

i+1

(
I −AJii

)∥∥∥
F

≤ 2H

√
Kd

λ

k∑
i=1

√
d
∥∥∥AJkk . . . A

Ji+1

i+1

(
I −AJii

)∥∥∥
2

≤ 2Hd

√
K

λ

k∑
i=1

‖Ak‖Jk2 . . . ‖Ai+1‖Ji+1

2

∥∥∥(I −AJii )∥∥∥
2

≤ 2Hd

√
K

λ

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin(Λjh)

)Jj (
‖I‖2 + ‖AJii ‖2

)

≤ 2Hd

√
K

λ

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin(Λjh)

)Jj (
‖I‖2 + ‖Ai‖Ji2

)

≤ 2Hd

√
K

λ

k∑
i=1

k∏
j=i+1

(
1− 2ηjλmin(Λjh)

)Jj (
1 +

(
1− 2ηiλmin(Λih)

)Ji)

≤ 2Hd

√
K

λ

k∑
i=1

(
k∏

j=i+1

(
1− 2ηjλmin(Λjh)

)Jj
+

k∏
j=i

(
1− 2ηjλmin(Λjh)

)Jj )
,

where the second inequality is from Lemma B.1, the third inequality is due to the fact that
rank(AJkk . . . A

Ji+1

i+1 (I − AJii )) ≤ d, the fourth one uses the submultiplicativity of matrix norm,
and the fifth one is from Lemma C.6 and (25).
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As in Lemma B.2, setting Jj ≥ 2κj log (1/ε) where κj = λmax(Λjh)/λmin(Λjh) and ε = 1/(4HKd),
λ = 1, we further get

k∑
i=1

∥∥∥AJkk . . . A
Ji+1

i+1

(
I −AJii

)
ŵih

∥∥∥
2
≤ 2Hd

√
K

λ

k∑
i=1

(
εk−i + εk−i+1

)
≤ 4Hd

√
K

λ

∞∑
i=0

εi

= 4Hd

√
K

λ

(
1

1− ε

)
≤ 4Hd

√
K

λ
· 4

3

=
16

3
Hd

√
K

λ
.

Thus, setting λ = 1, we have

‖µk,Jkh ‖2 ≤
16

3
Hd
√
K.

Bounding ‖ξk,Jkh ‖2: Since ξk,Jkh ∼ N (0,Σk,Jkh ), using Lemma C.1, we have

P

(∥∥∥ξk,Jkh

∥∥∥
2
≤
√

1

δ
Tr
(

Σk,Jkh

))
≥ 1− δ.

Recall from Proposition A.1, that

Σk,Jkh =

k∑
i=1

1

βi
AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk .

Thus,

Tr
(

Σk,Jkh

)
=

k∑
i=1

1

βi
Tr
(
AJkk . . . A

Ji+1

i+1

(
I −A2Ji

i

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk

)
≤

k∑
i=1

1

βi
Tr
(
AJkk

)
. . .Tr

(
A
Ji+1

i+1

)
Tr
(
I −A2Ji

i

)
Tr
((

Λih
)−1
)

Tr
(

(I +Ai)
−1
)

× Tr
(
A
Ji+1

i+1

)
. . .Tr

(
AJkk

)
,

where we used Lemma C.7. Note that if matrix A and B are positive definite matrix such that
A > B > 0, then Tr(A) > Tr(B). Also, recall from (25) that, when ηk ≤ 1/(4λmax(Λkh)) for all k,
we have

1

2
I < Ak = I − 2ηkΛkh <

(
1− 2ηkλmin(Λkh)

)
I,

3

2
I < I +Ak = 2I − 2ηkΛkh < 2I.

So, we have AJii <
(
1− 2ηkλmin(Λkh)

)Jj
I and

Tr
(
AJii

)
≤ Tr

((
1− 2ηkλmin(Λkh)

)Jj
I
)

≤ d
(
1− 2ηkλmin(Λkh)

)Jj
≤ dε

=
d

4HKd
≤ 1,
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where third inequality follows from the fact that in Lemma B.2, we chose Jj such that(
1− 2ηjλmin(Λjh)

)Jj
≤ ε and the first equality follows from the choice of ε = 1/(4HKd).

Similarly, we have I −A2Ji
i <

(
1− 1

22Ji

)
I and thus,

Tr
(
I −A2Ji

i

)
≤
(

1− 1

22Ji

)
d < d.

Likewise, using (I +Ai)
−1 ≤ 2

3I , we have

Tr
(
(I +Ai)

−1
)
≤ 2

3
d.

Finally, note that all eigenvalues of Λih are greater than or equal to 1, which implies all eigenvalues of
(Λih)−1 are less than or equal to 1. Since the trace of a matrix is equal to the sum of its eigenvalues,
we have

Tr
(
(Λih)−1

)
≤ d · 1 = d.

Using the above observations and the choice of βi = βK for all i ∈ [K], we have

Tr
(

Σk,Jkh

)
≤

K∑
i=1

1

βk
· 2

3
· d3 =

2

3βK
Kd3.

Thus we have

P
(∥∥∥ξk,Jkh

∥∥∥
2
≤
√

1

δ
· 2

3βK
Kd3

)
≥ P

(∥∥∥ξk,Jkh

∥∥∥
2
≤
√

1

δ
Tr
(

Σk,Jkh

))
≥ 1− δ.

So, with probability at least 1− δ, we have

∥∥∥wk,Jkh

∥∥∥
2
≤ 16

3
Hd
√
K +

√
2K

3βKδ
d3/2,

which completes the proof.

B.3 Proof of Lemma A.5

Proof of Lemma A.5. Under the event, G(K,H, δ), for all (k, h) ∈ [K]× [H], we have

∥∥∥wk,Jkh

∥∥∥
2
≤ 16

3
Hd
√
K +

√
2K

3βKδ
d3/2.

Combining Lemma C.8 and Lemma C.10, we have that for any ε > 0 and δ1 > 0, with probability at
least 1− δ1,∥∥∥∥∥

k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PhV kh+1

)
(xτh, a

τ
h)
]∥∥∥∥∥

(Λk
h)−1

≤

4H2

d
2

log

(
k + λ

λ

)
+ d log

16Hd
√
K +

√
6K
βKδ

d3/2

ε

+ log
1

δ1

+
8k2ε2

λ

1/2

≤ 2H

d
2

log

(
k + λ

λ

)
+ d log

16Hd
√
K +

√
6K
βKδ

d3/2

ε

+ log
1

δ1

1/2

+
2
√

2kε√
λ

.

(32)
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Setting λ = 1, ε = H
√
d

K
√
βK

, we get

∥∥∥∥∥
k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PhV kh+1

)
(xτh, a

τ
h)
]∥∥∥∥∥

(Λk
h)−1

≤ 2H
√
d

1

2
log(k + 1) + log

16Hd
√
K +

√
6K
βKδ

d3/2

H
√
d

K
√
βK

+ log
1

δ1

1/2

+ 2
√

2H
√
d/
√
βK

≤ c1H

√
d

βK
log

(
HKd

δδ1

)
,

for some constant c1 > 0.

B.4 Proof of Lemma A.6

Proof of Lemma A.6. We denote the inner product over S by 〈·, ·〉S . Using Definition 4.1, we have

PhV kh+1(x, a) = φ(x, a)>〈µh, V kh+1〉S
= φ(x, a)>

(
Λkh
)−1

Λkh〈µh, V kh+1〉S

= φ(x, a)>
(
Λkh
)−1

(
k−1∑
τ=1

φ(xτh, a
τ
h)φ(xτh, a

τ
h)> + λI

)
〈µh, V kh+1〉S

= φ(x, a)>
(
Λkh
)−1

(
k−1∑
τ=1

φ(xτh, a
τ
h)(PhV kh+1)(xτh, a

τ
h) + λI〈µh, V kh+1〉S

)
.

(33)

Using (33) we obtain,

φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)

= φ(x, a)>
(
Λkh
)−1

k−1∑
τ=1

[
rτh(xτh, a

τ
h) + V kh+1(xτh+1)

]
· φ(xτh, a

τ
h)− rkh(x, a)

− φ(x, a)>
(
Λkh
)−1

(
k−1∑
τ=1

φ(xτh, a
τ
h)(PhV kh+1)(xτh, a

τ
h) + λI〈µh, V kh+1〉S

)

= φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PhV kh+1

)
(xτh, a

τ
h)
])

︸ ︷︷ ︸
(i)

+ φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)

)
− rkh(x, a)︸ ︷︷ ︸

(ii)

− λφ(x, a)>(Λkh)−1〈µh, V kh+1〉S︸ ︷︷ ︸
(iii)

. (34)

We now provide an upper bound for each of the terms in (34).
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Term(i). Using Cauchy-Schwarz inequality and Lemma A.5, with probability at least 1 − δ1, we
have

φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PhV kh+1

)
(xτh, a

τ
h)
])

≤

∥∥∥∥∥
k−1∑
τ=1

φ(xτh, a
τ
h)
[(
V kh+1 − PV kh+1

)
(xτh, a

τ
h)
]∥∥∥∥∥

(Λk
h)−1

‖φ(x, a)‖(Λk
h)−1

≤ c1H

√
d

βK
log

(
HKd

δδ1

)
‖φ(x, a)‖(Λk

h)−1 . (35)

Term (ii). First note that,

φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)

)
− rkh(x, a)

= φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)

)
− φ(x, a)>θh

= φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)− Λkhθh

)

= φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)−

k−1∑
τ=1

φ(xτh, a
τ
h)φ(xτh, a

τ
h)>θh − λIθh

)

= φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)−

k−1∑
τ=1

φ(xτh, a
τ
h)rh(xτh, a

τ
h)− λIθh

)
= −λφ(x, a)>(Λkh)−1θh. (36)

Here we used the definition rh(x, a) = 〈φ(x, a), θh〉 from Definition 4.1. Applying Cauchy-Schwarz
inequality, we further get,

−λφ(x, a)>(Λkh)−1θh ≤ λ‖φ(x, a)‖(Λk
h)−1‖θh‖(Λk

h)−1

≤
√
λ‖φ(x, a)‖(Λk

h)−1‖θh‖2

≤
√
λd‖φ(x, a)‖(Λk

h)−1 .

(37)

Here we used the observation that the largest eigenvalue of (Λkh)−1 is at most 1/λ and ‖θh‖2 ≤
√
d

from Definition 4.1. Combining (36) and (37), we get,

φ(x, a)>(Λkh)−1

(
k−1∑
τ=1

rτh(xτh, a
τ
h)φ(xτh, a

τ
h)

)
− rkh(x, a) ≤

√
λd‖φ(x, a)‖(Λk

h)−1 . (38)

Term(iii). Applying Cauchy-Schwarz inequality, we get,

λφ(x, a)>(Λkh)−1〈µh, V kh+1〉S ≤ λ‖φ(x, a)‖(Λk
h)−1‖〈µh, V kh+1〉S‖(Λk

h)−1

≤
√
λ‖φ(x, a)‖(Λk

h)−1‖〈µh, V kh+1〉S‖2

≤
√
λ‖φ(x, a)‖(Λk

h)−1

(
d∑
τ=1

‖µτh‖21

) 1
2

‖V kh+1‖∞

≤ H
√
λd‖φ(x, a)‖(Λk

h)−1 ,

(39)

30



where the the last inequality follows from
∑d
τ=1 ‖µτh‖21 ≤ d in Definition 4.1. Combining (35), (38)

and (39), and letting λ = 1, we get, with probability at least 1− δ1∣∣φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)
∣∣

≤

(
c1H

√
d

βK
log

(
HKd

δδ1

)
+
√
λd+H

√
λd

)
‖φ(x, a)‖(Λk

h)−1

= c2H

√
d

βK
log

(
HKd

δδ1

)
‖φ(x, a)‖(Λk

h)−1 ,

where c2 is some positive constant

B.5 Proof of Lemma A.7

Proof of Lemma A.7. First note that,

−lkh(x, a) = Qkh(x, a)− rkh(x, a)− PhV kh+1(x, a)

= min{φ(x, a)>wk,Jkh , H − h+ 1} − rkh(x, a)− PhV kh+1(x, a)

≤ φ(x, a)>wk,Jkh − rkh(x, a)− PhV kh+1(x, a)

= φ(x, a)>wk,Jkh − φ(x, a)>ŵkh + φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)

≤
∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣︸ ︷︷ ︸
(i)

+
∣∣φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)

∣∣︸ ︷︷ ︸
(ii)

.

Applying Lemma B.2, for any (h, k) ∈ [H]× [K] and (x, a) ∈ S ×A, we have

∣∣∣φ(x, a)>wk,Jkh − φ(x, a)>ŵkh

∣∣∣ ≤ (5

√
2d log (1/δ2)

3βK
+

4

3

)
‖φ(x, a)‖(Λk

h)−1 ,

with probability at least 1− δ2
2 .

Applying Lemma A.6, conditioned on the event G(K,H, δ), for all (h, k) ∈ [H]× [K] and (x, a) ∈
S ×A, we have

∣∣φ(x, a)>ŵkh − rkh(x, a)− PhV kh+1(x, a)
∣∣ ≤ c2H

√
d

βK
log

(
HKd

δδ1

)
‖φ(x, a)‖(Λk

h)−1 ,

with probability 1− δ1. So, with probability 1− (δ1 + δ2
2),

−lkh(x, a) ≤ (i) + (ii)

≤

(
c2H

√
d

βK
log

(
HKd

δδ1

)
+ 5

√
2d log (1/δ2)

3βK
+ 4/3

)
‖φ(x, a)‖(Λk

h)−1 .

This completes the proof.

B.6 Proof of Lemma A.8

Proof of Lemma A.8. We want to show Qkh(x, a) ≥ rkh(x, a) + PhV kh+1(x, a) with high probability.
We note that

Qkh(x, a) = min{φ(x, a)>wk,Jkh , H − h+ 1} ≤ φ(x, a)>wk,Jkh .

Based on the mean and covariance matrix defined in Proposition A.1, we have that φ(x, a)>wk,Jkh

follows the distribution N (φ(x, a)>µk,Jkh , φ(x, a)>Σk,Jkh φ(x, a)).
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Define, Zk =
rkh(x,a)+PhV

k
h+1(x,a)−φ(x,a)>µ

k,Jk
h√

φ(x,a)>Σ
k,Jk
h φ(x,a)

. When |Zk| < 1, by Lemma C.2, we have

P
(
φ(x, a)>wk,Jkh ≥ rkh(x, a) + PhV kh+1(x, a)

)
= P

φ(x, a)>wk,Jkh − φ(x, a)>µk,Jkh√
φ(x, a)>Σk,Jkh φ(x, a)

≥
rkh(x, a) + PhV kh+1(x, a)− φ(x, a)>µk,Jkh√

φ(x, a)>Σk,Jkh φ(x, a)


≥ 1

2
√

2π
exp (−Z2

k/2)

≥ 1

2
√

2eπ
.

We now show that |Zk| < 1 under the event G(K,H, δ). First note that by triangle inequality, we
have ∣∣∣rkh(x, a) + PhV kh+1(x, a)− φ(x, a)>µk,Jkh

∣∣∣
≤
∣∣rkh(x, a) + PhV kh+1(x, a)− φ(x, a)>ŵkh

∣∣+
∣∣∣φ(x, a)>ŵkh − φ(x, a)>µk,Jkh

∣∣∣ .
By definition of the event E(K,H, δ1) from Lemma A.6, we have,

∣∣rkh(x, a) + PhV kh+1(x, a)− φ(x, a)>ŵkh
∣∣ ≤ c2H

√
d

βK
log

(
HKd

δδ1

)
‖φ(x, a)‖(Λk

h)−1 ,

From (30), we have∣∣∣φ(x, a)>ŵkh − φ(x, a)>µk,Jkh

∣∣∣ ≤ 4H
√
Kd/λ

k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin

(
Λjh

))Jj
‖φ(x, a)‖2.

As in proof of Lemma B.2, setting ηj = 1/(4λmax(Λjh)), Jj ≥ 2κj log(1/ε), we have for all j ∈ [K],(
1− 2ηjλmin

(
Λjh

))Jj
≤ ε. Setting ε = 1/(4HKD), we have,

∣∣∣φ(x, a)>ŵkh − φ(x, a)>µk,Jkh

∣∣∣ ≤ 4H
√
Kd

k−1∑
i=1

εk−i‖φ(x, a)‖2

≤
k−1∑
i=1

εk−i−1 1

4HKd
4H
√
Kd
√
K‖φ(x, a)‖(Λk

h)−1

≤
k−1∑
i=1

εk−i−1‖φ(x, a)‖(Λk
h)−1

≤
k−2∑
i=0

εi‖φ(x, a)‖(Λk
h)−1

≤ 1

1− ε
‖φ(x, a)‖(Λk

h)−1

≤ 4

3
‖φ(x, a)‖(Λk

h)−1 .

So, we have∣∣∣rkh(x, a) + PhV kh+1(x, a)− φ(x, a)>µk,Jkh

∣∣∣ ≤ (c2H
√

d

βK
log

(
HKd

δδ1

)
+

4

3

)
‖φ(x, a)‖(Λk

h)−1 .

(40)
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Now, recall the definition of Σk,Jkh from Proposition A.1:

φ(x, a)>Σk,Jkh φ(x, a)

=

k∑
i=1

1

βi
φ(x, a)>AJkk . . . A

Ji+1

i+1

(
I −A2Ji

) (
Λih
)−1

(I +Ai)
−1
A
Ji+1

i+1 . . . AJkk φ(x, a)

≥
k∑
i=1

1

2βi
φ(x, a)>AJkk . . . A

Ji+1

i+1

(
I −A2Ji

) (
Λih
)−1

A
Ji+1

i+1 . . . AJkk φ(x, a),

where we used the fact that 1
2I < (I + Ak)−1. Recall that in (26), we showed A2Jk

k

(
Λkh
)−1

=

AJkk
(
Λkh
)−1

AJkk . So,

φ(x, a)>Σk,Jkh φ(x, a)

≥
k∑
i=1

1

2βi
φ(x, a)>AJkk . . . A

Ji+1

i+1

((
Λih
)−1 −AJkk

(
Λih
)−1

AJkk

)
A
Ji+1

i+1 . . . AJkk φ(x, a)

=
1

2βK

k−1∑
i=1

φ(x, a)>AJkk . . . A
Ji+1

i+1

(
(Λih)−1 − (Λi+1

h )−1
)
A
Ji+1

i+1 . . . AJkk φ(x, a)

− 1

2βK
φ(x, a)>AJkk . . . AJ11 (Λ1

h)−1AJ11 . . . AJkk φ(x, a) +
1

2βK
φ(x, a)>(Λkh)−1φ(x, a),

where we used the choice of 1
βi

= 1
βK

for all i ∈ [K]. By Sherman-Morrison formula and (5), we
have (

Λih
)−1 −

(
Λi+1
h

)−1
=
(
Λih
)−1 −

(
Λih + φ(xih, a

i
h)φ(xih, a

i
h)>
)−1

=

(
Λih
)−1

φ(xih, a
i
h)φ(xih, a

i
h)>

(
Λih
)−1

1 + ‖φ(xih, a
i
h)‖2

(Λi
h)−1

,

which implies∣∣∣φ(x, a)>AJkk . . . A
Ji+1

i+1

(
(Λih)−1 − (Λi+1

h )−1
)
A
Ji+1

i+1 . . . AJkk φ(x, a)
∣∣∣

=

∣∣∣∣∣φ(x, a)>AJkk . . . A
Ji+1

i+1

(
Λih
)−1

φ(xih, a
i
h)φ(xih, a

i
h)>

(
Λih
)−1

1 + ‖φ(xih, a
i
h)‖2

(Λi
h)−1

A
Ji+1

i+1 . . . AJkk φ(x, a)

∣∣∣∣∣
≤
(
φ(x, a)>AJkk . . . A

Ji+1

i+1 (Λih)−1φ(xih, a
i
h)
)2

≤
∥∥∥AJkk . . . A

Ji+1

i+1 (Λih)−1/2φ(x, a)
∥∥∥2

2

∥∥∥(Λih)−1/2φ(xih, a
i
h)
∥∥∥2

2

≤
k∏

j=i+1

(
1− 2ηjλmin(Λjh)

)2Jj
‖φ(xih, a

i
h)‖2(Λi

h)−1‖φ(x, a)‖2(Λi
h)−1 ,

where we used 0 < 1/i ≤ ‖φ(x, a)‖(Λi
h)−1 ≤ 1. Therefore, we have

φ(x, a)>Σk,Jkh φ(x, a)

≥ 1

2βK
‖φ(x, a)‖2(Λk

h)−1 −
1

2βK

k∏
i=1

(
1− 2ηiλmin(Λih)

)2Ji ‖φ(x, a)‖2(Λ1
h)−1

− 1

2βK

k−1∑
i=1

k∏
j=i+1

(
1− 2ηjλmin(Λjh)

)2Jj
‖φ(xih, a

i
h)‖2(Λi

h)−1‖φ(x, a)‖2(Λi
h)−1 .
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Similar to the proof of Lemma B.2, when we choose Jj ≥ κj log(3
√
k), we have

‖φ(x, a)‖
Σ

k,Jk
h

≥ 1

2βK

(
‖φ(x, a)‖(Λk

h)−1 −
‖φ(x, a)‖2

(3
√
k)k

−
k−1∑
i=1

1

(
√

3k)k−i
‖φ(x, a)‖2

)

≥ 1

2βK

(
‖φ(x, a)‖(Λk

h)−1 −
1

3
√
k
‖φ(x, a)‖2 −

1

6
√
k
‖φ(x, a)‖2

)
≥ 1

4βK
‖φ(x, a)‖(Λk

h)−1 ,

(41)

where we used the fact that λmin((Λkh)−1) ≥ 1/k. Therefore, according to (40) and (41), it holds that

|Zk| =

∣∣∣∣∣∣r
k
h(x, a) + PhV kh+1(x, a)− φ(x, a)>µk,Jkh√

φ(x, a)>Σk,Jkh φ(x, a)

∣∣∣∣∣∣
≤
c2H

√
d
βK

log
(
HKd
δδ1

)
+ 4

3

1
4βK

,

(42)

which implies |Zk| < 1 when 1√
βk

= c3H
√
d log(HKdδδ1

) for some constant c3 > 0.

C Auxiliary Lemmas

C.1 Gaussian Concentration

In this section, we present some auxiliary technical lemmas that are of general interest instead of
closely related to our problem setting.

Lemma C.1. Given a multivariate normal distribution X ∼ N (0,Σd×d), we have,

P

(
‖X‖2 ≤

√
1

δ
Tr(Σ)

)
≥ 1− δ.

Proof of Lemma C.1. From the properties of multivariate Gaussian distribution, X = Σ1/2ξ for
ξ ∼ N (0, Id×d). As Σ1/2 is symmetric, it can be decomposed as Σ1/2 = QΛQ>, where Q is
orthogonal and Λ is diagonal. Hence,

P
(
‖X‖2 ≤ C

2
)

= P
(
‖X‖22 ≤ C

2
)

= P
(∥∥QΛQT ξ

∥∥2

2
≤ C2

)
= P

(∥∥ΛQT ξ
∥∥2

2
≤ C2

)
,

since orthogonal transformation preserves the norm. Another property of standard Gaussian distribu-
tion is that it is spherically symmetric. That is, Qξ d

= ξ for any orthogonal matrix Q. So,

P
(∥∥ΛQT ξ

∥∥2

2
≤ C2

)
= P

(
‖Λξ‖22 ≤ C

2
)
,

as Q> is also orthogonal. Observe that ‖Λξ‖22 =
∑d
i=1 λ

2
i ξ

2
i is the sum of the independent χ2

1-

distributed variables with E
(
‖Λξ‖22

)
=
∑d
i=1 λ

2
i = Tr(Λ2) =

∑d
i=1 Var(Xi). From Markov’s

inequality,

P
(
‖Λξ‖22 ≤ C

2
)
≥ 1− 1

C2
· E
(
‖Λξ‖22

)
.

So,

δ =
1

C2
· E
(
‖Λξ‖22

)
⇔ C =

√√√√1

δ

d∑
i=1

Var(Xi) =

√
1

δ
Tr(Σ),

which completes the proof.
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Lemma C.2 (Abramowitz and Stegun [1964]). Suppose Z is a Gaussian random variable Z ∼
N (µ, σ2), where σ > 0. For 0 ≤ z ≤ 1, we have

P(Z > µ+ zσ) ≥ 1√
8π
e
−z2

2 , P(Z < µ− zσ) ≥ 1√
8π
e
−z2

2 .

And for z ≥ 1, we have
e−z

2/2

2z
√
π
≤ P(|Z − µ| > zσ) ≤ e−z

2/2

z
√
π
.

C.2 Inequalities for summations

Lemma C.3 (Lemma D.1 in Jin et al. [2020]). Let Λh = λI +
∑t
i=1 φiφ

>
i , where φi ∈ Rd and

λ > 0. Then it holds that
t∑
i=1

φ>i (Λh)−1φi ≤ d.

Lemma C.4 (Lemma 11 in Abbasi-Yadkori et al. [2011]). Using the same notation as defined in this
paper

K∑
k=1

∥∥φ(skh, a
k
h)
∥∥2

(Λk
h)−1 ≤ 2d log

(λ+K

λ

)
.

Lemma C.5 (Lemma D.5 in Ishfaq et al. [2021]). Let A ∈ Rd×d be a positive definite matrix where
its largest eigenvalue λmax(A) ≤ λ. Let x1, . . . , xk be k vectors in Rd. Then it holds that

∥∥∥A k∑
i=1

xi

∥∥∥ ≤ √λk( k∑
i=1

‖xi‖2A

)1/2

.

C.3 Linear Algebra Lemmas

Lemma C.6. Consider two symmetric positive semidefinite square matrices A and B. If A ≥ B,
then ‖A‖2 ≥ ‖B‖2.

Proof of Lemma C.6. Note that A−B is also positive semidefinite. Now,

‖B‖2 = sup
‖x‖=1

x>Bx ≤ sup
‖x‖=1

(
x>Bx+ x>(A−B)x

)
= sup
‖x‖=1

x>Ax = ‖A‖2. (43)

This completes the proof.

Lemma C.7 ([Horn and Johnson, 2012]). If A and B are positive semi-definite square matrices of
the same size, then

0 ≤ [Tr(AB)]2 ≤ Tr(A2) Tr(B2) ≤ [Tr(A)]2[Tr(B)]2.

C.4 Covering numbers and self-normalized processes

Lemma C.8 (Lemma D.4 in Jin et al. [2020]). Let {si}∞i=1 be a stochastic process on state space
S with corresponding filtration {Fi}∞i=1. Let {φi}∞i=1 be an Rd-valued stochastic process where
φi ∈ Fi−1, and ‖φi‖ ≤ 1. Let Λk = λI +

∑k
i=1 φiφ

>
i . Then for any δ > 0, with probability at least

1− δ, for all k ≥ 0, and any V ∈ V with sups∈S |V (s)| ≤ H , we have

∥∥∥ k∑
i=1

φi
{
V (si)− E[V (si) | Fi−1]

}∥∥∥2

Λ−1
k

≤ 4H2
[d

2
log
(k + λ

λ

)
+ log

Nε
δ

]
+

8k2ε2

λ
,

where Nε is the ε-covering number of V with respect to the distance dist(V, V ′) = sups∈S |V (s)−
V ′(s)|.
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Lemma C.9 (Covering number of Euclidean ball, Vershynin [2018] ). For any ε > 0, the ε-covering
number, Nε, of the Euclidean ball of radius B > 0 in Rd satisfies

Nε ≤
(

1 +
2B

ε

)d
≤
(3B

ε

)d
.

Lemma C.10. Let V denote a class of functions mapping from S to R with the following parametric
form

V (·) = min

{
max
a∈A

φ(·, a)>w,H

}
,

where the parameter w satisifies ‖w‖ ≤ B and for all (x, a) ∈ S ×A, we have ‖φ(x, a)‖ ≤ 1. Let
NV,ε be the ε-covering number of V with respect to the distance dist(V, V ′) = supx |V (x)− V ′(x)|.
Then

logNV,ε ≤ d log (1 + 2B/ε) ≤ d log (3B/ε).

Proof of Lemma C.10. Consider any two functions V1, V2 ∈ V with parameters w1 and w2 respec-
tively. Since both min{·, H} and maxa are contraction maps, we have

dist(V1, V2) ≤ sup
x,a

∣∣φ(x, a)>w1 − φ(x, a)>w2

∣∣
≤ sup
φ:‖φ‖≤1

∣∣φ>w1 − φ>w2

∣∣
= sup
φ:‖φ‖≤1

∣∣φ>(w1 − w2)
∣∣

≤ sup
φ:‖φ‖≤1

‖φ‖2‖w1 − w2‖2

≤ ‖w1 − w2‖,

(44)

Let Nw,ε denote the ε-covering number of {w ∈ Rd | ‖w‖ ≤ B}. Then, Lemma C.9 implies

Nw,ε ≤
(

1 +
2B

ε

)d
≤
(3B

ε

)d
.

Let Cw,ε be an ε-cover of {w ∈ Rd | ‖w‖ ≤ B}. For any V1 ∈ V , there exists w2 ∈ Cw,ε such that
V2 parameterized by w2 satisfies dist(V1, V2) ≤ ε. Thus, we have,

logNV,ε ≤ logNw,ε ≤ d log(1 + 2B/ε) ≤ d log(3B/ε),

which concludes the proof.

D Experiment Details

In this section, we provide more implementation details about experiments in N -Chain and Atari
games. Our code is available at https://github.com/hmishfaq/LMC-LSVI. In total, all experi-
ments (including hyper-parameter tuning) took about 2 GPU (V100) years and 20 CPU years.

D.1 N -Chain

There are two kinds of input features φ1hot(st) = (1{x = st}) and φtherm(st) = (1{x ≤ st}) in
{0, 1}N . Osband et al. [2016b] found that φtherm(st) has lightly better generalization. So following
Osband et al. [2016b], we use φtherm(st) as the input features.

For both DQN and Adam LMCDQN , the Q function is parameterized with a multi-layer perception
(MLP). The size of the hidden layers in the MLP is [32, 32], and ReLU is used as the activation
function. Both algorithms are trained for 105 steps with an experience replay buffer of size 104. We
measure the performance of each algorithm by the mean return of the last 10 test episodes. The
mini-batch size is 32, and we update the target network for every 100 steps. The discount factor
γ = 0.99.

DQN is optimized by Adam, and we do a hyper-parameter sweep for the learning rate with grid search.
Adam LMCDQN is optimized by Adam SGLD with α1 = 0.9, α2 = 0.99, and λ1 = 10−8. For
Adam LMCDQN , besides the learning rate, we also sweep the bias factor a, the inverse temperature
βk, and the update number Jk. We list the details of all swept hyper-parameters in Table 2.
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Figure 4: N-Chain environment Osband et al. [2016b].

Table 2: The swept hyper-parameter in N -Chain.
HYPER-PARAMETER VALUES

LEARNING RATE ηk {10−1, 3× 10−2, 10−2, 3× 10−3, 10−3, 3× 10−4, 10−4}
BIAS FACTOR a {1.0, 0.1, 0.01}
INVERSE TEMPERATURE βk {1016, 1014, 1012, 1010, 108}
UPDATE NUMBER Jk {1, 4, 16, 32 }

D.2 Atari

D.2.1 Experiment Setup

We implement DQN and Adam LMCDQN with tianshou framework [Weng et al., 2022]. Both
algorithms use the same network structure, following the same observation process as in Mnih et al.
[2015]. To be specific, the observation is 4 stacked frames and is reshaped to (4, 84, 84). The raw
reward is clipped to {−1, 0,+1} for training, but the test performance is based on the raw reward
signals.

Unless mentioned explicitly, we use most of the default hyper-parameters from tianshou’s DQN 4.
For each task, there is just one training environment to reduce the exploration effect of training in
multiple environments. There are 5 test environments for a robust evaluation. The mini-batch size is
32. The buffer size is 1M . The discount factor is 0.99.

For DQN, we use the ε-greedy exploration strategy, where ε decays linearly from 1.0 to 0.01 for the
first 1M training steps and then is fixed as 0.05. During the test, we set ε = 0. The DQN agent is
optimized by Adam with a fixed learning rate 10−4.

For our algorithm Adam LMCDQN , since a large Jk significantly increases training time, so we set
Jk = 1 so that all experiments can be finished in a reasonable time. The Adam LMCDQN agent is
optimized by Adam SGLD with learning rate ηk = 10−4, α1 = 0.9, α2 = 0.99, and λ1 = 10−8. We
do a hyper-parameter sweep for the bias factor a and the inverse temperature βk, as listed in Table 3

Table 3: The swept hyper-parameter in Atari games.
HYPER-PARAMETER VALUES

BIAS FACTOR a {1.0, 0.1, 0.01}
INVERSE TEMPERATURE βk {1016, 1014, 1012}

D.2.2 Additional Results

Our implementation of Adam LMCDQN applies double Q networks by default. In Figure 5, we
compare the performance of Adam LMCDQN with and without applying double Q functions. The
performance of Adam LMCDQN is only slightly worse without using double Q functions, proving the
effectiveness of our approach. Similarly, there is no significant performance difference for Langevin
DQN [Dwaracherla and Van Roy, 2020] with and without double Q functions, as shown in Figure 6.

4https://github.com/thu-ml/tianshou/blob/master/examples/atari/atari_dqn.py
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Figure 5: The return curves of Adam LMCDQN in Atari over 50 million training frames, with and
without double Q functions. Solid lines correspond to the median performance over 5 random seeds,
while shaded areas correspond to 90% confidence interval. The performance of Adam LMCDQN is
only slightly worse without using double Q functions, proving the effectiveness of our approach.
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Figure 6: The return curves of Langevin DQN in Atari over 50 million training frames, with and
without double Q functions. Solid lines correspond to the median performance over 5 random seeds,
while shaded areas correspond to 90% confidence interval. There is no significant performance
improvement by applying double Q functions in Langevin DQN.

Moreover, we also compare Langevin DQN with our algorithm Adam LMCDQN in Figure 7. Both
algorithms incorporate the double Q trick by default. Overall, Adam LMCDQN outperforms Langevin
DQN in most Atari games.
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Figure 7: The return curves of Adam LMCDQN and Langevin DQN in Atari over 50 million training
frames. Solid lines correspond to the median performance over 5 random seeds, while shaded areas
correspond to 90% confidence interval. Overall, Adam LMCDQN outperforms Langevin DQN in
most Atari games.
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