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Abstract

Natural Question Answering (QA) datasets
play a crucial role in developing and evaluat-
ing the capabilities of large language models
(LLMs), ensuring their effective usage in real-
world applications. Despite the numerous QA
datasets that have been developed, there is a
notable lack of region-specific datasets gener-
ated by native users in their own languages.
This gap hinders the effective benchmarking
of LLMs for regional and cultural specifici-
ties. In this study, we propose a scalable frame-
work, NativQA, to seamlessly construct cul-
turally and regionally aligned QA datasets in
native languages, for LLM evaluation and tun-
ing. Moreover, to demonstrate the efficacy of
the proposed framework, we designed a multi-
lingual natural QA dataset, MultiNativQA, con-
sisting of ~72K QA pairs in seven languages,
ranging from high to extremly low resource,
based on queries from native speakers covering
18 topics. We benchmark the MultiNativQA
dataset with open- and closed-source LLMs.
We made both the framework NativQA and
MultiNativQA dataset publicly available for the
community.'

1 Introduction

Recent advancements in Large Language Models
(LLMs) have revolutionized the landscape of artifi-
cial intelligence, significantly pushing the state-of-
the-art for a broad array of Natural Language Pro-
cessing (NLP) and Speech Processing tasks, such
as machine translation, question answering, auto-
matic speech recognition, text-to-speech generation
among others. Their potential in language under-
standing and generation, across multiple (high- and
low-resourced) languages has attracted researchers
to benchmark the LLM capabilities across diverse
tasks, domains, and disciplines (OpenAl, 2023;
Touvron et al., 2023a,a). Moreover, the rapid in-
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Figure 1: Distribution of the MultiNativQA dataset
across different languages.

tegration of LLMs with various applications ne-
cessitates measuring cultural discrepancies in the
responses generated by LLMs to ensure alignment
with users’ cultural values and contexts. Evaluat-
ing the generalization capabilities of LLMs across
different tasks and languages has recently garnered
significant attention. The HELM project (Liang
et al., 2022) assessed English LLMs across vari-
ous metrics and scenarios. BIG-Bench (Srivastava
et al., 2023) introduced a large-scale evaluation
with 214 tasks, including low-resource languages.
Recently, GPT-2.5 (Radford et al., 2019), Chat-
GPT (OpenAl, 2023), and BLOOM (Scao et al.,
2022) were evaluated by Bang et al. (2023); Ahuja
et al. (2023); Hendy et al. (2023).

Such evaluations have been conducted on stan-
dard QA, NLP, and/or speech datasets. LLM de-
velopers measure different capabilities of their
released models, such as common sense reason-
ing (e.g., HellaSwag (Zellers et al., 2019)), world
knowledge (e.g., MMLU (Hendrycks et al., 2020)
and Natural Questions (Kwiatkowski et al., 2019),
TriviaQA (Joshi et al., 2017)), and reading compre-
hension (e.g., SQUAD (Rajpurkar et al., 2016)).

Interestingly, most of these datasets are in En-
glish. Hence, multilingual and non-English LLMs



Lang Q/A | Example (Native) English Translation
Arabic Q U2, Jsb b ialas F X{}i}?ﬁ? is the area of Qatar length and
A .c_lJ-'l g ; 200 by ko, ; 100 Jlp l=ls (50 d._ Its area is about 100 km in width and ex-
tends 200 km in the Gulf.
Q @ T [U5TS IS0 BIEW CTROICE SPTHS | Which famous political person recently
Assamese farsifaig s1qr Feramta @sma Ffafe 7 joined from BJP to Congress in Assam?
A Eﬂﬁﬂﬁ P TR CTROITICT SPTTG [ACSI#9 9147 | Aminul Haque Laskar recently joined
FLUAZS @S SR Congress from BJP in Assam.
Banela Q TSN WIS SAed T 7 What is the area of Sholakia field?
= A IS CTrerrfear WWWW q QFJI The current area of Sholakia Eidgah field
is 7 acres.
Fnelish Q Does UDST offer scholarships? NA
A Public schools in Qatar receive government funding | NA
and provide free tuition to all citizens.
o Q AR F BeAeT @ BT g‘TﬂEﬁ e What is the auspicious time to keep
Hindi . .
Kalash in Navratri?
A | A9 B T I YE 94 BT TGS KIS Y T S 8. | The Kalash is established on the Prati-
SH IR Y FRITY I TCTATIHT BT G 30T ﬂEﬂ 9€ | pada date of Chaitra Shukla Paksha. This
6 IR 2 ﬁ:ﬁ-;éa,—\r\ﬂqg 10 S9TaR 15 fFe a@ & | time the best time for Chaitra Navratri is
from 6.02 am to 10.15 am.
Nepali Q | AUt wawaT QT’TT drel 1 Ei Which is the biggest lake in Nepal?
P A AqTeTD! T QR} qTel HUTTAT SogahY IINT ATt 81 The largest lake in Nepal is Rara Lake in
Karnali Province.
Turkish Q Istanbul’da g6l var mui? Is there any lake in Istanbul?
A Istanbul’da dort dogal gol bulunmaktadir. Bunlarin | There are four natural lakes in Istanbul.
yam sira, baraj golleri de vardir. In addition, there are also reservoir lakes.

Figure 2: Examples of questions and answers in different languages.

have been evaluated by using machine translation,
with or without human involvement, to translate
the existing English datasets into corresponding
languages. For example, to evaluate Jais (Sengupta
et al., 2023) and AceGPT (Huang et al., 2023),
evaluation datasets have been translated into Ara-
bic. Other examples on translated datasets include
Korean MMLU (Son et al., 2024) and Okapi (Lai
et al., 2023b), a translation of three benchmark
datasets in 26 languages. Machine translation has
its drawbacks in terms of accuracy, but most no-
tably, inability to reflect cultural and regional speci-
ficities of a targeted language.

Consequently, we believe that using
automatically-translated datasets is not ideal
for an evaluation that truly reflects real users needs
and tasks, and captures their cultural and regional
interests and preferences as conveyed through
their native languages. At the same time, the
typical alternative of developing datasets in new
languages by human annotators is a costly and
time-consuming process.

Therefore, we propose a framework, NativQA,
specifically designed to seamlessly develop region-
ally and culturally specific datasets following a
human-machine collaborative approach. Datasets
developed through NativQA serve two primary
functions: (i) evaluating the LLM performance
over real users information needs and interests ex-
pressed in their native languages, and (ii) facili-
tating fine-tuning and instruction tuning of LLMs
to adapt to cultural contexts. Moreover, to show
the efficacy of the NativQA framework, we devel-

oped a natural question-answering (QA) dataset,

MultiNativQA, including ~72K QA pairs in seven

low to high resource languages (as shown in Fig-

ure 1), covering 18 different topics from various

regions (see examples in Figure 2).

Our contribution in this study is as follows:

* We propose the NativQA framework for develop-
ing culture- and region-specific natural question-
answering datasets. This framework helps en-
hance LLM inclusivity and provides comprehen-
sive culturally-aligned benchmark datasets.

* We develop and release a dataset, MultiNativQA,
in seven languages with a size of over 72K QA
pairs, covering 18 different topics based on real
queries from native speakers.

* We establish baselines and provide evaluation re-
sults over the MultiNativQA dataset using differ-
ent open and closed models, promoting research
in this area.

2 NativQA Framework

Figure 3 presents the NativQA framework consist-
ing of three inter-connected modules — Query Col-
lection, QA Collection and QA Validation.

2.1 Query Collection (QC)

The objective of this module is to gather open-
ended queries focusing on various predetermined
topics derived from common concepts in everyday
communication. We believe that the set of topics
should be manually constructed, as this step re-
quires identifying topics that are culture- or region-
dependent (e.g., Events, Literature, etc.) (see Table
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Figure 3: NativQA framework, demonstrating the data collection and annotation process.

2). Next, query collection can start by recruiting na-
tive speakers in the target countries. Each speaker
is encouraged to write M queries per topic, in their
native (or second) language, focusing on issues
they might encounter as residents of a correspond-
ing major city.

Once the initial collection of queries, @, is
completed, the next step is to expand the set with
synthesized queries, (J;. The aim of expanding
the set is to increase variability in sub-topics and
writing styles in the final set of queries. For @,
we opt to prompt LLM to generate z = 10 similar
queries for each input query, ¢!, € Q,,. Finally,
we de-duplicate () against @),,, using exact string
matching, resulting in the final set of seed queries,

QO = QmUQs

2.2 QA Collection (QAC)

The next step is to collect QA pairs that potentially
cover topics represented by (Jp, using a search en-
gine, e.g., Google. We specifically select Google,
since when a query is issued against it, it can return
a data structure called “People also ask" that lists
few questions asked by real users and potentially
relevant to the initial user query, as shown in Fig-
ure 4. Moreover, the questions are associated with
answers extracted by the search engine and links to
the answers sources.

Our QA curation module implements Algo-
rithm 1, using the seed queries )y along with the
number of iteration, Ny, as input. For each it-
eration ¢ € Ny, we collect QA pairs Pé 4» and
related queries Sf, .; for each query, ¢ € @, and
then pass it to the filtering module and update the
current query set (). We repeat the process for all
the iterations to obtain the final QA set, Sg4 for
enriched queries Q).

wild life in Qatar X $ & Q

Google

Al Images Videos News Maps i More Tools

Within 5 mi Open now Top rated Endangered animals

Wikipedia

W
https:/ien wikipedia.org » wiki » Wildiife_of Qatar

Wildlife of Qatar
The country's terrestrial wildlife includes numerous
reptiles which mainly consist of lizard species, and arthropods.

small nocturnal mammals, a number of

People also ask :

What wild animals live in Qatar? v

What is the typical animal of Qatar? v

Figure 4: Google’s QA list in response to a query.

2.3 QA Validation (QAV)

The last step of the NativQA framework is to vali-
date the QA pairs, considering at least two aspects:
(i) the quality and answerability of questions, and
(ii) reliability and completeness of answers. We
validate the QA pairs through the following steps.

Domain Reliability Checking (DRC). The an-
swers collected by our approach include a link to
the web page from which an answer was extracted.
Thus, our answer validation step starts by a semi-
supervised approach that aims to keep QA pairs
based on the reliability of the Web domain where
the answer appears. We hypothesize that answers
from web pages of a reliable domain are likely to
be trustworthy. In our approach, unique domains
for the QA pairs in Sg 4 are listed. Next, annotators
manually annotate each domain by reliability based
on an annotation guideline we designed for this
task, inspired by several relevant studies (Selejan
et al., 2016; Flanagin and Metzger, 2007; Metzger
and Flanagin, 2015). We then only keep the QA
pairs with answers from reliable sources.

For developing large-scale fine- and instruction-
tuning data, this approach is practical and scalable



Algorithm 1 Collecting QA pairs using seed
queries Q. Pé 4 QA pair, Sf;el: related queries.
QA(*) and RQ (*) are functions that return ques-
tions and answers, and related queries, respectively,
which are obtained from the search engine for a

given query.

1: Input:

2: Seed queries: Qo = {q1,92,...,qn}
3: Number of iterations: Njter

4: Output:

5: Set of QA pairs: Sga

6: Set of queries: @

7: Soa <+ 0

8: Q< Qo

9: for ¢ from 1 to Niter do

10 Pha+ 0

11: S, «0

12: for g € Q do

13: (Q71, A7) < QA(q)

14: Pha+ PhaU{(d,d') | ¢ € Q,d € A7}
15: S;L.‘el <~ S:‘El U RQ(q)

16: end for

17: P} 4 + filter_duplicates( P} 4)
18: SQA%SQAUP&?A

190 Q+Q%,uSl,

20: end for

21: return Sga

because it reduces manual effort required to ob-
tain reliable answers. However, even if a domain
is considered reliable (e.g., BBC, Guardian), this
does not guarantee that the search engine effec-
tively extracted an answer that accurately satisfies
a given question. Thus, we added two more steps to
validated the selected QA pairs as discussed below.

QA Annotation (QAA). Given the curated ques-
tions with answers from reliable sources, in this
step, we opt for the manual checking and editing of
answers for the remaining QA pairs. For each QA
pair, we apply three types of annotations. (i) Ques-
tion validation: human annotators should verify
questions quality, and filter out lower-quality ques-
tions. Specifically, we define a “good question” as
one that is fact-seeking, and can be answered with
an entity or explanation. While a “bad question”
is either ambiguous or incomprehensible, depends
on clear false presupposition, opinion-seeking, or
does not seek factual information. (ii) Answer cat-
egorization: for a good question, annotators are
asked to categorize answers based on correctness
(see Section 3.2.2) by examining each QA pair and
assessing whether the answer provides sufficient in-
formation to satisfy the question. (iii) Answer edit-
ing: If an answer is not fully answering a question,
annotator must edit the answer by adding more con-

Lang. Cat. City CC #SQ #QA FQA
Arabic M Doha QA 3,664 12,311 7,548
Assamese X  Assam IN 900 21,009 572
Bangla L  Dhaka BD 889 13,688 10,724
Bangla L  Kolkata IN 900 13,378 10,969
English H  Dhaka BD 1,339 17,744 7,075
English H Doha QA 3,414 25,621 12,806
Hindi M  Delhi IN 1,184 16,328 13,720
Nepali L Kathmandu NP 1,222 11,503 581
Turkish M  Istanbul TR 900 23,143 8,027
Total - - 14,412 154,725 72,022

Table 1: List of languages with initial seed queries along
with the number of QA pairs collected per language
from different locations. CC: Country code, Lang.: Lan-
guage, SQ: Seed Query. F. QA: Final QA set. Cat.:
Categorization in terms of high (H), medium (M), low
(L), and extremely low (X) as per (Lai et al., 2023a).

tent from the answer source Web page such that the
answer is complete. We limit the annotators to us-
ing the provided source Web pages to maintain the
scope and reliability of answers we collect during
this phase.

In the following section, we illustrate the effec-
tiveness and scalability of the NativQA framework
by showcasing steps to create the large-scale and
multilingual MultiNativQA dataset.

3 MultiNativQA Dataset

Our MultiNativQA dataset encompasses 7 lan-
guages, ranging from high- to extremely low-
resource on 7 different location/cities, covering
18 predetermined topics (see Table 1 for details).
MultiNativQA captures linguistic diversity, by in-
cluding several dialects for dialect-rich languages
like Arabic.> We also added two linguistic vari-
ations of Bangla to reflect differences between
speakers in Bangladesh and West Bengal, India.
Furthermore, we opted to cover English queries
from Dhaka and Doha, where English is commonly
used as a second language.

3.1 Implementing NativQA Framework

Query Collection: For multilingual query collec-
tion, we started with various predetermined topics
(see Table 2) derived from common concepts in
everyday lives of users. Next, we asked the native
speakers to write 10 to 50 queries per topic focus-
ing on issues they encounter in their major cities

’In addition to Modern Standard Arabic (MSA), used
formally and officially, we incorporated six Arabic dialects:
Egyptian, Jordanian, Khaliji, Sudanese, Tunisian, and Yemeni,
representing the diverse linguistic landscape of Doha, Qatar.



and then extended to urban areas. As there was no
strict limit on the number of queries, some topics
exceeded 50 queries. Then, we prompted GPT-4
to generate 10 similar queries based on each input
query. The resultant number of seed queries, after
de-duplication, for each language are reported in
Table 1.

QA Collection: Consequently, we use the QAC
Module to enrich queries and QA pairs for each
language and its respective city. For each language,
we ran our collection algorithm for 3-7 iterations
(Niter) based on the convergence rate. After the
QAC, we collected ~154K QA pairs across all
languages as presented in Table 1 (column #QA).
QA Validation: The QAV is the final step of the
NativQA framework. It includes two sub-steps:
DRC and QAA. We implemented DRC across all
target languages and cities. As for QAA, we only
implement this sub-step for the evaluation (test)
split of the MultiNativQA dataset. This is because
the QAA is often time-consuming and costly but
highly effective for designing evaluation datasets.
However, due to resource constraints, we annotated
the Arabic and Bangla datasets for QA A, and anno-
tations for other languages are currently ongoing.

Query Topics

Animal, Business, Cloth, Education, Events,
Food & Drinks, General, Geography, Immigration Related,
Language, Literature, Names & Persons, Plants, Religion,
Sports & Games, Tradition, Travel, Weather

Table 2: Selected topics used as seed to collect manual
queries.

3.2 Annotation Guidelines
3.2.1 Domain Reliability

The objective for the domain reliability annotation
task is to verify the credibility of the source do-
main, which can be used to judge the factuality and
reliability of answers sourced from that domain.
We adopt the following definition of the credibil-
ity of the domain/website: “A credible webpage
is one whose information one can accept as the
truth without needing to look elsewhere. If one
can accept information on a page as true at face
value, then the page is credible; if one needs to go
elsewhere to check the validity of the information
on the page, then it is less credible” (Schwarz and
Morris, 2011).

Annotators were tasked to review each web do-
main to determine its credibility and assign one of

the following four reliability labels:

* Very reliable: The information is accepted with-
out additional verification.

* Partially reliable: The information may need
further verification.

* Not sure: Unable to verify or judge the website
for any reason.

* Completely unreliable: The website and the
information appear unreliable.
In Section A.1 (in Appendix), we provide addi-

tional details of the instructions.

3.2.2 QA Annotation

This phase of the NativQA framework involves
three types of annotations. Below, we discuss the
guidelines for each type.

1. Question selection: The purpose of this task
is to evaluate the quality of the questions. The
annotators assessed whether the questions are fac-
tual or meet the criteria discussed below. We de-
fined two types of questions inspired by the NQ
dataset (Kwiatkowski et al., 2019).

* Good question: A good question is a fact-
seeking question that can be answered with an
entity or explanation.
* Bad question: A question is considered a bad
question if it meets any of the following criteria:
— Ambiguous or based on a false presupposition,
making it incomprehensible.

— Opinion-seeking, such as “Can you give me
your thoughts on. .. ?”

— Does not ask for factual information.

Based on whether a question is marked as good
or bad, the annotator’s subsequent tasks will vary.
If a question is marked as good, the annotator will
review the answer, its source page, and perform
answer categorization tasks. Otherwise, further
annotation is skipped, and the annotator proceeds
to the next QA pair.

2. Answer categorization: An answer can be
categorized into one of these categories: (i) correct
answer, (ii) partially correct answer, and (iii) in-
correct answer, and (iv) the answer can’t be found
in the source page. Complete definition for each
category is provided in Section A.2.

3. Answer editing: The purpose of this step is to
ensure that the answer accurately responds to the
question and is correct, fluent, and informative. If
the answer was incomplete, annotators are required



to check the answer source page and extract con-
tent from it that can complete the answer (if such
content is available in the page).

3.3 Annotation Task Setup

The annotation team consists of native speakers of
the respective languages, who worked on the en-
tire process starting from query collection to QA
pair annotation. The annotators have diverse edu-
cational backgrounds, ranging from undergraduate
students to those holding undergraduate or gradu-
ate degrees. The team was trained and monitored
by an in-house expert annotator. To ensure qual-
ity, periodic checks of random annotation samples
were conducted, and feedback was provided. De-
pending on the availability of the annotators for a
language, we opted to go for one to three annotators
for the domain reliability task. For the DRC task,
three annotators were assigned to Arabic, Bangla,
and English, while Assamese and Nepali each had
one. When multiple annotators label a domain, the
majority label is used as its final label. For other
languages, domains were automatically matched
with those already identified as reliable by annota-
tors. For the QAA task, Arabic and Bangla, each
QA pair was annotated by two annotators, while
Assamese and Nepali each had one.

3.4 Annotation Platform

We utilized our in-house annotation platform for
the annotation task. Separate annotation interfaces
(as presented in Section B) were designed for each
phase and each language. To facilitate the annota-
tion process, the annotation interface included the
annotation guidelines throughout the phases.

3.5 Annotation Agreement

To evaluate the reliability of manual annotations,
we computed the Inter-Annotator Agreement (IAA)
using a Fleiss’” Kappa coefficient (k) for the domain
reliability task for Arabic, Bangla, and English.
The Kappa (x) values for these languages are 0.53,
0.66, and 0.37, respectively, which correspond to
fair to substantial agreement according to Landis
and Koch'’s scale (Landis and Koch, 1977). Note
that we selected the final label where the majority
agreed, meaning that we have above 66% agree-
ment on the final label.

For the QA annotation task, we have two sce-
narios: (i) For languages with two annotators, we
first directly select only the questions where both
annotators agree. For the disagreed cases, another

Lang Train Dev Test Total
Arabic 5,284 747 1,517 7,548
Assamese - - 572 572
Bangla-BD 7,507 1,062 2,155 10,724
Bangla-IN 7,678 1,086 2,205 10,969
English-QA 8,964 1,268 2,574 12,806
English-BD 4,952 701 1,422 7,075
Hindi 9,604 1,358 2,758 13,720
Nepali - - 581 581
Turkish 5,619 795 1,613 8,027
Total 49,608 7,017 15,397 72,022

Table 3: Data split distribution for different languages.

annotator revises them; ultimately, we select based
on the agreement of at least two annotators. For the
answer editing, 75.79% (Bangla) to 88.5% (Arabic)
of the cases were agreed upon by both annotators,
computed based on exact string matching; (ii) Lan-
guages with single annotator, we directly relied on
their annotations.

3.6 Statistics and Analysis

In Figure 1, we report the initial collection of data
distribution across languages, irrespective of the
country they were collected from. English, Ara-
bic, and Bangla are higher in proportion due to
the fact that (i) English consists of data collected
from Qatar and Bangladesh, (ii) Arabic consists
of queries from different dialects, and (iii) Bangla
consists of data from Bangladesh and India. As
table 1 shows, our annotation process resulted in
a decrease in QA set size by half (comparing ini-
tial QA set (column #QA) to final QA set (column
F.QA)). We also faced a significant drop for As-
samese and Nepali. This drop is due to the fact that
the search engine returned QA pairs in non-native
languages (in these cases, either Hindi or English)
rather than the native language. As part of our pro-
cess, we filtered out QA pairs that are not in the
target language. We identify the native language
using a language detection tool® and then manually
revise them.

In Figure 10 and 11 (in Appendix), we report
topic wise distribution for all languages and regions.
It appears that we have a very good coverage of
topics for all languages.

4 Experimental Setup

To establish baselines over MultiNativQA, we
benchmark LL.Ms performance in the QA task over

3http: //fasttext.cc/docs/en/
language-identification.html
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Models |BLEU Rou. MET. BLEU Rou. MET. BLEU Rou. MET. BLEU Rou. MET. BLEU Rou. MET.

Arabic Bangla-IN English-BD Hindi Turkish
GPT-40 | 0.315 0.052 0.107| 0.248 0.019 0.108| 0.325 0.276 0.231| 0.337 0.056 0.168| 0.305 0.247 0.131
GPT-4 0.275 0.039 0.090| 0.225 0.021 0.093| 0.325 0.278 0.234| 0.296 0.048 0.148| 0.288 0.228 0.119
Gemini | 0.239 0.037 0.102| 0.291 0.015 0.014| 0.202 0.230 0.217| 0.288 0.044 0.167| 0.259 0.226 0.124
LLama-3| 0.143 0.026 0.054| 0.051 0.004 0.047| 0.285 0.215 0.183| 0.112 0.027 0.080| 0.098 0.145 0.067
Mistral | 0.190 0.016 0.050| 0.148 0.005 0.049| 0.012 0.016 0.017| 0.023 0.005 0.015| 0.054 0.046 0.031
Assamese Bangla-BD English-QA Nepali
GPT-40 | 0.110 0.028 0.110| 0.231 0.012 0.103| 0.333 0.268 0.216| 0.300 0.005 0.114
GPT-4 0.086 0.019 0.085| 0.210 0.011 0.085| 0.331 0.268 0.217| 0.280 0.004 0.090
Gemini | 0.107 0.500 0.221| 0.271 0.009 0.095| 0.236 0.241 0.212| 0.114 0.071 0.111
LLama-3| 0.016 0.004 0.040| 0.053 0.002 0.045| 0.287 0.219 0.183| 0.058 0.000 0.048
Mistral | 0.099 0.004 0.032| 0.143 0.004 0.049| 0.039 0.039 0.032| 0.006 0.002 0.009

Table 4: Reported results for different languages with different LLMs. MET.: METEOR, Rou.: Rougel. Bold

results are best per column per language.

it. Our experiments setup is described next.

Data Splits. The dataset for each language is split
into training, development, and test sets using strat-
ified sampling, considering topics as labels, with
proportions of 70%, 10%, and 20%, respectively.
Due to the small size of the Nepali and Assamese
sets, we use their full datasets as a testing sets. De-
tails of the final splits are in Table 3.

Models. We experiment with both open and close
LLMs. For the close models we use GPT-40, GPT-
4 (version 0314) (Achiam et al., 2023), and Gem-
ini*. For open models, we opt for llama-3-8b-
instruct®, and mistral-7b-instruct®. We use zero-
shot learning as our setup with all models. For
reproducibility, we set the temperature to zero, and

designed the prompts using concise instructions.

Evaluation Metrics. We measure the perfor-
mance the models using standard metrics com-
monly used for QA evaluation, such as BLEU,
ROUGE and Meteor.

5 Results

Open vs Close LLMs Table 4 shows the com-
plete results for each LLM and language. We
observe that closed models, especially GPT-4o,
clearly outperform all other models across major-
ity of languages’ with an average BLEU score of
0.278. This performance is then followed by GPT-4
and Gemini, with BLEU scores of 0.258 and 0.223,
respectively. Results also show that in terms of

*gemini-1.5-flash-preview-0514

5https ://ai.meta.com/blog/meta-1lama-3/

Shttps://huggingface.co/mistralai/
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Figure 5: Average BLEU scores by language. X-Low:
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open models, considering BLEU scores, Mistral
is outperforming LLama3 in majority of the lan-
guages such as Arabic, Assamese, and Bangla (BD,
IN).

High- vs Low-resource Languages We also look
at the the average performance of models per lan-
guage (Reporting average BLEU scores in Figure
5). The average performance over English sur-
passes that over other languages, which is expected
given that English is the highest resource language
among those we consider. Medium-resource lan-
guages such as Arabic, Turkish, and Hindi rank
just below English in terms of performance. As-
samese, categorized as an extremely low-resource
language, exhibits very poor performance. Overall,
the representation and/or richness of digital content
for a language is reflected in the performance of
the models.

6 Related Work

LLMs have consistently showcased impressive ca-
pabilities spanning diverse disciplines and tasks
and there have been efforts to evaluate the perfor-
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mance of LLMs on standard NLP tasks (Achiam
et al., 2023; Touvron et al., 2023b; Bubeck et al.,
2023; Bang et al., 2023; Ahuja et al., 2023; Hendy
et al., 2023). In a variety of domains, including
finance (Wu et al., 2023), law (Liu et al., 2023),
medicine (Wang et al., 2023a; Singhal et al., 2023),
programming (Li et al., 2022) and intellectual prop-
erty (Ni et al., 2024). NLP tasks has also been
benchmarked in many studies. For example, Lai
et al. (2023a) evaluated ChatGPT by considering
seven different NLP tasks and covering 37 diverse
languages with high, medium, low, and extremely
low resource settings. While there have been sev-
eral efforts to develop resources and benchmark
LLMs with those resources, most of the prior works
are limited to English. Furthermore, regarding the
evaluation for other languages, translated forms are
commonly used. With our effort we aimed to ad-
dress this gap by proposing a framework (NativQA)
and a dataset.

Existing QA Datasets There are many QA
datasets in different languages. Below, we discuss
the most widely used datasets. Kwiatkowski et al.
(2019) and Yang et al. (2018) proposed two extrac-
tive QA datasets including Natural Questions(NQ),
both containing long-form answers for questions
that include large-scale question-answer pairs. The
generated long answer’s faithfulness is estimated
by measuring the ratio of the golden short answer
span contained in it. Joshi et al. (2017) devel-
oped TriviaQA dataset, which consists of 650K
question-answer-evidence triples. These triples are
created by merging 95K question-answer pairs.
Rajpurkar et al. (2016) developed SquAD, which is
a collection of 100K crowdsourced questions and
answers paired with shortened Wikipedia articles.
To develop the dataset, paragraphs/passages
were given to annotators, and they were asked to
write QA pairs based on the passage. HelpSteer
(Wang et al., 2023b) is another QA dataset, which
comprises a 37K sample dataset with multiple
attributes of helpfulness preference that covers
verbosity, accuracy, coherence, and complexity in
addition to overall helpfulness.

Evaluations of LLMs for QA For benchmark-
ing there are many notable datasets covering world
knowledge (Hendrycks et al., 2020), commonsense
reasoning (Zellers et al., 2019), reading compre-
hension (Bandarkar et al., 2023), factuality (Lin
et al., 2022), and others. These datasets are usually

Dataset Domain Size

NQ (Kwiatkowski et al., 2019) 1 En Wiki 323K

# of Lang Lang

HotpotQA (Yang et al., 2018) En Wiki 113K
TriviaQA (Joshi et al., 2017) En Wiki, Web 650K
SquAD (Rajpurkar et al., 2016) En Wiki 100K

1
1
1
HelpSteer (Wang et al., 2023b) 1 En
1
7

Helpfulness 37K

BanglaRQA (Ekram et al., 2022) Bn Wiki 3k
. N Ar, As, Bn,

MultiNativQA dataset En, Hi, Np, Tr Open 72K

Table 5: Existing most notable QA datasets in compare
to ours (MultiNativQA).

transformed into multiple-choice questions. Addi-
tionally, standard QA datasets have also been used
for LLM evaluation (Hu et al., 2020). Kamalloo
et al. (2023) performed the analysis of different
open-domain QA models, including LLMs by man-
ually judging answers on a benchmark dataset of
NQ-open (Lee et al., 2019), and reported a sys-
tematic study of lexical matching. Their investiga-
tion shows that LLMs attain state-of-the-art perfor-
mance but fail in lexical matching when candidate
answers become longer.

In Table 5, we report the most notable existing
QA datasets along with ours. Compared to existing
datasets, MultiNativQA dataset is novel in terms
of the number of languages, wide coverage of top-
ics, and being native to the region and culturally
aligned.

7 Conclusions

In this study, we propose the NativQA frame-
work, which enables constructing culturally and
regionally-aligned natural QA datasets. Resulting
datasets can aid in training/fine-tuning and eval-
uating LLMs over native and culturally-aligned
real users information needs and tasks. The pro-
posed framework is scalable and reduces human
involvement in a dataset construction by automat-
ing several processes. We show the efficacy of the
NativQA framework, by designing and developing
a multilingual native QA dataset, MultiNativQA.
We further enrich our study by benchmarking QA
performance of five open and closed LLMs over
MultiNativQA. Our results demonstrate that the
latest closed model, GPT-40, shows superior per-
formance in general across languages. Our study
is an ongoing effort; therefore, we aim to extend
the framework to include more languages and im-
plement more measures to improve the quality of
both the framework and the dataset. In future, the
dataset will be used to tune LL.Ms to improve cul-
tural and regional alignment.



8 Limitations

While the proposed framework enables the devel-
opment of datasets with cultural and native infor-
mation, it currently has several limitations. Firstly,
the NativQA framework still relies on human-in-
the-loop processes, from seed query creation to
manual revision of QA pairs. This dependency
limits large-scale data collection. Although we
consider the human-in-the-loop setting a limitation,
we also note that ensuring a high-quality dataset
without it would be challenging. Secondly, the
semi-supervised approach to dataset development
is a reasonable starting point; however, full super-
vision would ensure higher quality. Thirdly, in our
current study, we relied on one search engine. This
can be extended to include other search engines and
use a mixture of engines to enrich QA pair collec-
tion. Fourth, due to resource limitations, including
the availability of language-specific annotators, we
have successfully annotated QA pairs for the test
sets in Arabic and Bangla. Annotation for other
languages including development and training sets
is a part of our ongoing efforts. Finally, our study
is currently limited to benchmarking various open
and closed models. Future research will focus on
fine-tuning and training new models.

Ethics and Broader Impact

The proposed NativQA framework does not involve
collecting any personally identifiable information.
Additionally, the proposed dataset does not include
any information that can offend or harm any in-
dividual, entity, organization, or society. There-
fore, we do not foresee any issues that may lead
to potential risks. Human annotators were paid
through external companies at standard payment
rates applicable to their region. Information about
human annotators is not part of the dataset, and
their identities remain confidential. The proposed
framework and dataset will be released publicly for
non-commercial research purposes. Therefore, we
strongly believe that they will be beneficial for the
research community.
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Appendix
A Query on Search Engine

In Figure 6, we show an example of a query to a
search engine, that demonstrates related queries
under “People also ask”, which we have also con-
sidered as queries in the several iterations of QA
pair collection.

A.1 Domain Reliability

General Characteristics Below are the charac-
teristics that we have considered as criteria for a
domain to be more reliable:

Overall Design:
* The domain has a professional, polished, and
attractive design. It has interactive features,
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is well organized, easy to navigate, loads fast,
and has good response speed.

* There are no errors or broken links.

* It might have paid access to information.

* The domain name suffix is considered trust-
worthy (e.g., “.gov”).

* Absence/limited advertising. If advertising
is present, they are good quality ads for rep-
utable and decent products and organizations.

* The domain might be sponsored by or shows
links to reputable organizations.

* Presence of privacy and security policies sec-
tion or page. Presence of an About page, con-
tact info, and address.

* If videos, images, and graphics are used on
the website, they are high-quality and profes-
sional.

Content Quality:

* Author/entity names, qualifications, creden-
tials, and contact information are present, and
they are relevant to the topic of the content.

* Author/entity is reputable.

 Contains date stamp

* Presents information that is current and up to
date.

* Has citations, especially to scientific data or
references, and shows links to external author-
ities.

* Content is relevant to the target topic and cur-
rent events.

* Professional-quality, clear writing, good for-
matting of text.

* Content appears accurate, lacks bias, factu-
ally correct, plausibility, and uses appropriate
objective language.

* Free of misspellings, grammar mistakes, etc.

* The information provided is at an appropriate
level, not too generic or elementary.

General Instructions: We also provided the fol-
lowing general instructions to guide the annotation
process.

* Do not spend more than five minutes per given
Web domain.

» Explore/observe/look at ALL elements in the
domain’s home page from top to bottom.

* Repeat points 1-2 on other pages from the
same domain, and look at their content, struc-
ture, design, author, etc. You are not required
to read these pages in full, reading the first
1-2 paragraphs is enough.
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* During annotation, consider the annotation
criteria mentioned in this guideline, and eval-
uate each source based on those aspects. A
“reliable website” might not meet all those cri-
teria. It is your job to measure the website’s
reliability guided by these elements.

You should evaluate a source based on that
source only and what it presents. You should
not navigate or search for outside sources even
if some are linked inside the given domain/-
page.

* Please use “Not sure” very sparingly in rare
cases when you are extremely unsure. It is
preferable to always choose one of the other
three labels.

For social media websites (e.g., X, Facebook)
choose: Very Reliable.

For shopping websites, use the criteria listed
in this guideline to decide. Some shopping
websites are very reliable.

For famous people’s websites, use the criteria
listed in this guideline to decide.

Websites that are in any other language ONLY
(for example, only in En when you are work-
ing on a Bangla queries), for such cases
choose: Not Sure.

A.2 Definitions of Answer Categorization

Below we provide the definition of the categories
that are defined for the answer categorization task.

* Correct answer: When the answer aligns with
the information provided by the source. Note that
the answer must be complete and address all parts
of the question, but it does not need to match the
source webpage verbatim. The answer can be a
long, detailed response or a short snippet.

e Partially correct answer: When the answer
does not address all parts of the question. In this
case, the goal is to edit the answer using informa-
tion from the source page. This involves directly
copying text from the source webpage. Minimal
editing may be needed to make the answer more
comprehensive.

* Incorrect answer: When the answer text does
not address the question. In this case, the goal
is to edit the answer using information from the
source page.

* Cannot find answer: When the answer is not
available on the provided link/page.



* You have completed: [ out of [EEE]

Figure 7: An example of the annotation interface for
domain reliability checking.

Question

Question Type
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Is this question related to Qatar?

E‘:\;\‘;

Editing Guidelines

*You have completed: [ out of [EEER

Figure 8: Annotation interface for Question selection.

B Annotation Interface

In Figure 7, we present an example of domain re-
liability checking, which consists of a URL of the
domain, annotation guidelines, and four different
options associated with the four categories we de-
fined for this annotation task. Annotators select
one of these options and submit.

In Figure 8 and 9 we demonstrate the two steps
of question selection and answer editing and cat-
egorization tasks, respectively. Depending on the
type of question selected, the annotator will be able
to choose whether to edit the answer or not.

C Dataset: Additional Details

In Figure 10 and 11 we present the topic-wise
data distribution for different datasets associated
with various languages. Starting with the Ara-
bic dataset, the predominant topic is names, com-
prising 10.2% of the data, a trend that also holds
true for Assamese (8.2%). For Bangla, whether
from Bangladesh or India, the major topic is gen-
eral, representing 8.8% and 10.0% respectively. In
Bangladesh, religion (10.4%) is the major topic
for English, whereas in Qatar, general dominates
at 26.6%. For Nepali, the leading topic is Busi-
ness (22.9%), for Hindi it is Travel (8.2%), and for
Turkish, names is the primary topic at 8.6%.
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Figure 9: Annotation interface for Answer editing and
answer categorization.

D Data Release and License

The NativQA dataset will be publicly released un-
der the Creative Commons Attribution Non Com-
mercial Share Alike 4.0: https://creativecommons.
org/licenses/by-nc-sa/4.0/.


https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
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Figure 10: Topic wise distribution in different languages such as Arabic, Assamese, Bangladeshi Bangla, Indian
Bangla, English in Bangladesh, and English in Qatar.
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Figure 11: Topic wise distribution in different languages such as Nepali, Hindi and Turkish
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