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Abstract

The advent of Machine Learning as a Service (MLaaS) has heightened the trade-off
between model explainability and security. In particular, explainability techniques,
such as counterfactual explanations, inadvertently increase the risk of model ex-
traction attacks, enabling unauthorized replication of proprietary models. In this
paper, we formalize and characterize the risks and inherent complexity of model
reconstruction, focusing on the “oracle” queries required for faithfully inferring
the underlying prediction function. We present the first formal analysis of model
extraction attacks through the lens of competitive analysis, establishing a founda-
tional framework to evaluate their efficiency. Focusing on models based on additive
decision trees (e.g., decision trees, gradient boosting, and random forests), we in-
troduce novel reconstruction algorithms that achieve provably perfect fidelity while
demonstrating strong anytime performance. Our framework provides theoretical
bounds on the query complexity for extracting tree-based models, offering new
insights into the security vulnerabilities of their deployment.

1 Introduction

Recent research has shown that sharing trained machine learning (ML) models can lead to the
reconstruction of sensitive training data, posing significant privacy risks [see, e.g., Boenisch et al.,
2023, Carlini et al., 2024, Ferry et al., 2024]. Applications in fields such as medical diagnostics,
financial services, and personalized advertising often handle large amounts of private data, making
them attractive targets for data reconstruction attacks. These attacks exploit vulnerabilities in the
model to recover confidential information from the training dataset, thereby undermining the privacy
guarantees that organizations seek to uphold. Consequently, organizations may prefer to utilize
Machine Learning as a Service (MLaaS) to leverage powerful models without directly exposing them,
balancing the benefits of advanced analytics with the need to protect sensitive information.

While MLaaS platforms provide accessible and scalable ML solutions, they must address the growing
demand for explainability in their decision-making processes. Regulatory frameworks such as the
EU AI Act’s Article 131 further mandate greater transparency across a wide range of applications. In
response, MLaaS providers increasingly incorporate explainability techniques to elucidate model
behavior and ensure fairness. Notably, counterfactual explanations specify the changes an input
example must undergo to alter its prediction, thereby directly offering a form of recourse in many
real-life applications. However, studies have shown that querying a model’s explanations can enable
attackers to replicate its parameters and architecture, effectively copying the original model [Tramèr
et al., 2016, Wang et al., 2022, Aïvodji et al., 2020, Öksüz et al., 2024]. This reveals a critical tension
between the need for transparency and the protection of model integrity and intellectual property.

1https://artificialintelligenceact.eu/article/13/
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Model extraction attacks were proposed against a variety of ML models in recent years [Oliynyk
et al., 2023]. While very few of them are functionally equivalent (i.e., they provably reconstruct the
black-box model’s decision boundary), they often rely on strong assumptions, such as access to a
leaf identifier in the case of decision tree models [Tramèr et al., 2016]. Moreover, the majority of
the literature focuses solely on empirically evaluating the fidelity of the extracted model w.r.t. the
target black-box, lacking a rigorous framework for analyzing attack complexities and thoroughly
characterizing their worst-case scenarios. Finally, while counterfactual explanations constitute a
promising attack surface and were exploited to conduct model extraction attacks [Aïvodji et al., 2020,
Wang et al., 2022, Dissanayake and Dutta, 2024], existing approaches rely on training surrogate
models without functional equivalence guarantees.

In this study, we address these limitations through the following key contributions:

• We define a rigorous framework to characterize the complexity of model extraction attacks,
utilizing competitive analysis (a notion from online optimization) to evaluate the difficulty
of reconstructing models under various conditions.

• We introduce a novel algorithm (TRA) specifically designed to efficiently extract axis-
parallel decision boundary models (including, but not limited to, tree ensemble models)
through locally optimal counterfactual explanations.

• We provide a comprehensive theoretical analysis of our proposed method, offering guaran-
tees on query complexity and demonstrating 100% fidelity in the extracted models.

• We conduct extensive experiments to validate our theoretical findings, presenting an average-
case and anytime performance analysis of TRA compared to state of the art reconstruction
methods. These experiments not only confirm our theoretical results, but also provide
practical insights into the effectiveness and limitations of our approach.

These contributions collectively highlight and permit us to better characterize security vulnerabilities
in deploying explainable tree ensembles.

2 Online Discovery, Model Extraction Attacks and Competitive Analysis

Online discovery problems have long been a focus of research in theoretical computer science, where
the goal is to uncover the structure of an unknown environment through a sequence of queries or
observations [Ghosh and Klein, 2010, Deng et al., 1991]. A classic example arises in map exploration:
an agent (e.g., a robot) navigates a space cluttered with obstacles, with only a limited “line of sight”
at each position. The agent’s objective is to construct a complete representation (e.g., map) of its
surroundings while minimizing resources such as travel distance or exploration time.

Model extraction attacks on MLaaS platforms exhibit striking parallels to these online exploration
tasks. In a typical model extraction attack, an adversary queries a predictive model (the “black
box”) to gain information about its internal decision boundaries, effectively learning the decision
function through a limited set of inputs and outputs. Drawing an analogy to the map exploration
scenario, each query in a model extraction attack can be likened to a “probe” in the space of features
that reveals partial information about the region—namely, the predicted label or a counterfactual
explanation identifying the closest boundary capable of changing the prediction. Figure 1 illustrates
this connection by contrasting a rover’s sensor sweep in a polygon exploration task with a query to
locate a counterfactual explanation in a machine-learning model.

Online discovery problems & Model extraction attacks. Online discovery typically assumes an
agent that can move freely in the physical world while receiving feedback about obstacles in its
vicinity. In model extraction, the “environment” is the model’s input space, and the queries return
a point that lies on the nearest decision boundary (or provides the counterfactual boundary itself).
Thus, while map exploration may allow richer geometric observations (e.g., an entire sensor sweep of
obstacles), counterfactual-based model extraction often yields more constrained information (e.g.,
only the nearest boundary for a given input). Despite these differences, both problems share a
common hallmark: the true structure (environment or decision boundaries) is unknown a priori and
must be inferred online via carefully chosen queries.

Competitive Analysis. A central tool for analyzing online discovery problems is competitive
analysis [Karlin et al., 1986], which compares the performance of an online algorithm — one that
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Figure 1: Illustration of the connection between online discovery problems and model extraction
attacks. Left (adapted from Tee and Han [2021]): an autonomous robot maps an unknown 2D
environment (e.g., a house) with limited-range sensors (e.g., LIDAR and laser distance measurements).
Right: model extraction attacks recover the model’s decision boundary via counterfactual queries.

adapts its decisions based solely on information acquired so far — to an optimal offline algorithm
with complete foresight. Formally, we measure the ratio between: (i) the complexity (e.g., number of
queries, computational cost) incurred by the online algorithm to achieve its goal and (ii) the minimal
complexity that an offline algorithm, with complete foresight, would require to accomplish the same
task. A constant ratio implies a constant-competitive algorithm; in more complex settings, the ratio
may grow with problem parameters.

By applying competitive analysis to model extraction attacks, we can quantify how many queries (i.e.,
counterfactuals or label predictions) are needed to guarantee perfect fidelity in model reconstruction
under worst-case conditions, complementing empirical investigations. Moreover, competitive analysis
encourages us to ask: How many queries, relative to an all-knowing attacker, does one need in order to
prove with certainty that a specific model has been recovered? This yields a principled measure of the
difficulty of extracting tree-based models, analogous to classic results in online map discovery [Deng
et al., 1991, Hoffmann et al., 2001, Ghosh and Klein, 2010, Fekete and Schmidt, 2010].

Overall, this perspective paves the way for a unified view: model extraction attacks can be seen as
online exploration in the feature space. Our work, therefore, provides new theoretical results for
tree-based model extraction, and invites cross-pollination between the literature on online discovery
algorithms and emerging threats in machine learning security.

3 Method

3.1 Problem Statement

We consider an input as an m-dimensional vector in the input space X = X1×X2×· · ·×Xm ⊆ Rm,
and the output belongs to the categorical space Y . Let F denote the set of all axis-parallel decision
boundary models, including decision trees and their ensembles, such as random forests [Breiman,
2001]. A machine learning (ML) classification model f ∈ F is defined as a function f : X 7→ Y .
For simplicity and without loss of generality, we focus our discussion on decision trees, as any
axis-parallel decision boundary model can be represented as a decision tree [Vidal and Schiffer, 2020].
The input space X may comprise both categorical and continuous features.

Definition 3.1. Let d be a distance function and P(X ) denote the set of all subsets of X . A
counterfactual explanation oracleOd is defined as a functionOd : F ×X ×P(X ) 7→ X . For a given
model f ∈ F , an instance x ∈ X , and an input subspace E ⊆ X , x′ = Od(f, x, E) is a counterfactual
explanation such that x′ ∈ E and f(x′) ̸= f(x). This counterfactual is locally optimal if:

∃ ϵ > 0 such that ∀ v ∈ Rm \ {0}, ∥v∥ ≤ ϵ, f(x) = f(x′ + v) or d(x, x′ + v) ≥ d(x, x′).

Intuitively, this condition ensures that any small perturbation (v) of x′ either gives an invalid counter-
factual (having the same label as x) or increases the distance to the original input x.

For an adversary with black-box access to a target model f (i.e., through a prediction API), a model
extraction attack aims to retrieve the exact model’s parameters [Tramèr et al., 2016]. However,
this goal is often too strict as many models might encode the same prediction function and thus
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remain indistinguishable through counterfactual or prediction queries. Consequently, a more tractable
objective, known as functionally equivalent extraction (Definition 3.2), focuses on reconstructing a
model encoding the exact same function over the input space [Jagielski et al., 2020].

Definition 3.2. A functionally equivalent extraction attack aims to reconstruct a model f̂ ∈ F such
that it is functionally identical to the target model f ∈ F across the entire input space X . Formally,
the attack seeks to find f̂ satisfying Equation (1) using as few queries as possible.

∀x ∈ X , f̂(x) = f(x) (1)

A common way to empirically evaluate such attacks is through the fidelity [Aïvodji et al., 2020] of
the model reconstructed by the attacker, coined the surrogate model. It is defined as the proportion
of examples (from a given dataset) for which the surrogate agrees with the target model. To
theoretically bound the efficiency of a model extraction attack, we additionally rely on the notion of
c-competitiveness from the online discovery literature, formalized in Definition 3.3.

Definition 3.3. Let A denote an online model extraction attack algorithm. Define Qf
A as the number

of queries required by A to extract the decision boundary of model f , and let Qf
opt represent the

minimal (optimal) number of queries necessary to extract f by an omniscient offline algorithm. The
algorithm A is said to be c-competitive if, for any model f ∈ F :

Qf
A ≤ c ·Qf

opt

In this work, we focus on functionally equivalent model extraction attacks of axis-parallel decision
boundary models. We assume that for each query x to the API, the attacker obtains (i) the label f(x)
of the query and (ii) a locally optimal counterfactual explanation x′.

3.2 Tree Reconstruction Attack algorithm

We now introduce our proposed Tree Reconstruction Attack (TRA), detailed in Algorithm 1. TRA
is a divide-and-conquer based algorithm that aims to reconstruct a decision tree fn with n split levels
by systematically exploring the input space X , using only a black-box API returning predictions and
locally optimal counterfactuals. A split level is defined as a particular value for a given feature that
divides the input space into two subspaces. Note that multiple nodes within different branches of a
decision tree can share the same split level.

Algorithm Overview. TRA operates by maintaining a query list Q that initially contains the entire
input space X . The algorithm iteratively processes each input subset E ⊆ X from Q, until Q is
empty, ensuring that all decision boundaries of the target model f are identified and replicated in the
reconstructed tree. More precisely, at each iteration, TRA first retrieves the subset E on top of the
priority queueQ. It computes its geometric center x using the center function (line 5). It then queries
the oracle Od with the target model f , input x, and subset E to obtain a counterfactual explanation
x′ = Od(f, x, E) (line 8). The set of feature indices where x′ differs from x, i.e., {i | x′

i ̸= xi} is
consequently identified. For each differing feature i, TRA splits the input subset E into two subspaces
based on the split value x′

i (SPLIT function, detailed in Algorithm 2 in the Appendix B). The resulting
subspaces are added to Q for further exploration (line 9). If no counterfactual explanation x′ exists
within E , TRA assigns the label y = f(x) to E , indicating that it corresponds to a leaf node in the
reconstructed tree (line 11).

Illustrative Example. To illustrate TRA’s operation, consider the axis-parallel decision boundary
model illustrated on the right side of Figure 2b. Initially, TRA begins with the entire input space
X = [0, 1]2. In the first iteration, the algorithm selects the center point x(1) = (0.5, 0.5) of X and
queries the counterfactual explanation oracle O∥.∥2

, which returns a counterfactual x′(1) = (0.5, 0.4)
that differs from x(1) in the second feature (x2). This results in the first split of the input space (to
E1 = [0, 1]×]0.4, 1] and E2 = X \ E1) based on the condition x2 ≤ 0.4, as shown on the left side of
Figure 2b. In the subsequent iterations, TRA focuses on the resulting subspaces. For example, within
the subset where x2 > 0.4, TRA identifies another split at x1 ≤ 0.7, further partitioning the space.
After three iterations, the reconstructed decision tree (shown in Figure 2a) accurately captures part
of the decision boundaries of the target model, effectively distinguishing between different regions
in the input space. The gray hatched zones (or “?” nodes) represent regions that have not yet been
explored and remain in the query list Q.
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Algorithm 1 Tree Reconstruction Attack (TRA)

1: Input: Oracle Od, target model f : X 7→ Y .
2: Q ← {X} {Initialize query list with the entire input space}
3: repeat
4: E ← Q.pop(0) {Retrieve the next input subset to investigate}
5: x← center(E) {Compute the center point of E}
6: y ← f(x) {Obtain the label of the center point}
7: if Od(f, x, E) exists then
8: x′ ← Od(f, x, E) {Obtain counterfactual explanation}
9: Q ← insert(SPLIT(E , x, x′)) {Split E and add the resulting subspaces to Q (Alg. 2)}

10: else
11: Assign label y to the subset E {No counterfactual found; E is a leaf node}
12: end if
13: until Q is empty

x2 ≤ 0.4

? x1 ≤ 0.7

c1 ?

(a) Decision tree reconstructed by
TRA after 3 iterations.

0

1

10.7

0.4
•x(1)
×

x′(1)

•x(2) ×x′(2)

x1

x2

0

1

1
x1

x2

(b) Decision boundary of the model extracted by TRA after 3 iterations
(Left) and of the target model f : [0, 1]2 → { c1 , c2 } (Right).

Figure 2: Illustrative example of the execution of TRA.

Proposition 3.4. Let fn be a decision tree with n split levels across a m-dimensional input space
X = X1 ×X2 × · · · × Xm. Denote si as the number of split levels in fn over the i-th feature, such
that

∑m
i=1 si = n. The worst-case complexity of Algorithm 1 is O

(∏m
i=1

(si + 1)
)
.

Corollary 3.5. The worst-case complexity of Algorithm 1 is O
((
1 + n

m

)m)
.

The proofs of Proposition 3.4 and Corollary 3.5 are provided in the Appendix A. Proposition 3.4
establishes a first simple upper bound on the complexity of Algorithm 1. Intuitively, consider a
two-dimensional decision boundary that partitions the space in a chessboard-like pattern of size
s1 × s2. A comprehensive mapping of such space necessitates at least s1 × s2 queries (one in each
sub-square), a requirement that holds for multi-class classification scenarios and in high-dimension.

Query Selection Analysis. An important hyperparameter of TRA is the strategy used to select query
points within the input space. By default, TRA selects the geometrical center of the current input
subset E as the query point. Alternatively, one could choose other points such as the lower/upper
left/right corners, or even a random point. In the following, we present theoretical results analyzing
the impact of different query selection strategies on the algorithm’s performance. To this end, we
leverage the notion of competitive analysis for online discovery problems discussed in Section 2.

Proposition 3.6. For (n,m) ∈ N2, Algorithm 1 achieves a competitive ratio of C(n,m)
TRA , defined as:

C
(n,m)
TRA =

2
∏m

j=1(sj + 1)− 1

n+ 1
≤

2
(
1 + n

m

)m − 1

n+ 1
,

where si is the number of split levels along the i-th feature within the tree fn.

Proposition 3.7. For all n > 0 and m ≥ 2, no divide-and-conquer-based algorithm can achieve a
competitive ratio better than C

(n,m)
TRA .

The proofs of Propositions 3.6 and 3.7 are provided in Appendix A. Proposition 3.6 provides the
competitive ratio achieved by the TRA algorithm, while Proposition 3.7 establishes that the choice of
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query position does not affect the competitive ratio for any divide-and-conquer algorithm iteratively
partitioning the input space. These propositions demonstrate that TRA not only offers a competitive
approach to tree reconstruction under various query selection strategies, but also sets a theoretical
limit that cannot be surpassed by other methods with a similar divide-and-conquer structure.

Anytime Behavior. Since the query budget is often not known in advance and may vary depending
on the target model, it is crucial for an extraction attack to operate in an anytime fashion—that is,
to produce a usable classifier even if interrupted before completion. TRA satisfies this property by
assigning provisional labels at each input space split (line 9 of Algorithm 1): one subregion inherits
the query’s label, the other the counterfactual’s. This guarantees that a valid decision tree classifier
is available at any point during execution. The quality of intermediate classifiers depends on the
ordering of the priority queue Q. In practice, preliminary experiments suggested good anytime
performance using breadth-first search (BFS), which distributes the exploration evenly. While the
design of alternative priority strategies is a promising research direction to enhance TRA’s anytime
performance, the choice of exploration order does not impact the total number of queries required
for exact reconstruction —this is solely determined by the algorithm’s divide-and-conquer structure.
Finally, we note that the fraction of total volume corresponding to the leaf regions that have already
been fully explored by TRA at a given iteration directly lower bounds the proportion of feature space
for which functional equivalence can be guaranteed in an anytime manner. In the case of a uniform
data distribution over the feature space, this value also lower bounds the anytime surrogate fidelity,
and one could use it to early stop TRA as soon as a target fidelity level is achieved.

4 Experiments

We now empirically evaluate the efficiency and effectiveness of our proposed TRA extraction attack
and benchmark it against existing model extraction techniques. We first introduce the experimental
setup, before discussing the results.

4.1 Experimental Setup

Datasets. We use five binary classification datasets, selected from related works on model extraction
attacks [Aïvodji et al., 2020, Wang et al., 2022, Tramèr et al., 2016] and encompassing a variety of
feature types, dimensionalities, and classification tasks, as summarized in Table 1. More precisely, we
consider the COMPAS dataset [Angwin et al., 2016], as well as the Adult Income (Adult), Default of
Credit Card Clients (Credit Card), German Credit and Student Performance (SPerformance) datasets
from the UCI repository [Dua and Graff, 2017]. Categorical features are one-hot encoded, while
numerical, discrete (ordinal) and binary ones are natively handled by both tree building procedures
and reconstruction attacks. Each dataset is partitioned into training, validation, and test sets with
proportions of 60%, 20%, and 20%, respectively.

Table 1: Summary of the datasets used in our experiments. For each dataset, m is the number of
features after pre-processing, encompassing mN numerical, mB binary, mC categorical (before
one-hot encoding) and mD discrete (ordinal) ones. Each of the mC categorical features is one-hot
encoded into cj binary dimensions, where cj is the number of categories of feature j. As a result, the
total number of features becomes: m = mN +mB +mD +

∑mC

j=1 cj .

Dataset #Samples m mN mB mC mD

Adult 45222 41 2 2 4 3
COMPAS 5278 5 0 3 0 2
Credit Card 29623 14 0 3 0 11
German Credit 1000 19 1 0 3 5
SPerformance 395 43 0 13 4 13

Training the target tree-based models. We train two types of tree-based target models implemented
in the scikit-learn library [Pedregosa et al., 2011]: decision trees and random forests. For decision
trees, we experiment with varying max_depth parameters ranging from 4 to 10, as well as trees
without maximum depth constraint (max_depth set to None). The random forests experiments focus
on the COMPAS dataset, employing different numbers of trees (5, 25, 50, 75 and 100) to assess
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scalability and robustness. To prevent overfitting, we utilize the validation set for hyperparameter
tuning and apply cost-complexity pruning where applicable. All the details of training procedures
and hyperparameters configurations are discussed in Appendix C.1.

Baselines. We benchmark TRA against three state-of-the-art model extraction attacks. First,
PATHFINDING [Tramèr et al., 2016] is the only functionally equivalent model extraction attack
against decision trees. While it does not rely on counterfactual examples, it assumes access to a leaf
identifier indicating in which leaf of the target decision tree the query example falls. It is thus not
applicable to random forests. Second, CF [Aïvodji et al., 2020] leverages counterfactual explanations
to build a labeled attack set and train a surrogate model mimicking the target one. Third, DUALCF
[Wang et al., 2022] enhances the CF approach by additionally computing the counterfactuals of
the counterfactuals themselves, which has been shown to improve fidelity. We adapt the number of
queries (which must be pre-fixed for both CF and DUALCF) to the complexity of the target model as
it is set to 50 times the number of nodes in the target decision tree. PATHFINDING is configured with
ϵ = 10−5 (pre-fixed precision of the retrieved splits) to achieve approximate functional equivalence.

We evaluate three surrogate model variants for CF and DUALCF: a multilayer perceptron (MLP), and
two models from the same hypothesis class as the target model (i.e., a decision tree or a random forest),
one of them sharing the exact same hyperparameters, and the other using default hyperparameter
values. These variants reflect different levels of adversarial knowledge: the hypothesis class, the
exact hyperparameters, or neither. Both CF and DUALCF were originally evaluated using heuristic
counterfactual explanations from the DiCE [Mothilal et al., 2020] algorithm. To assess the impact
of explanation optimality on the attack’s performance, and to ensure fair comparisons, we tested
these baselines using either DiCE or the OCEAN framework [Parmentier and Vidal, 2021], which
formulates counterfactual search as a mixed-integer linear program and guarantees optimality.

Complete experimental results across all configurations of CF and DUALCF are reported in Ap-
pendix C.2. They demonstrate that fitting surrogate models of the same hypothesis class facilitates the
extraction of both decision trees and random forests. However, knowledge of their hyperparameters
does not provide any advantage to either attack. Finally, the non-optimal counterfactuals provided
by DiCE lead to better fidelity results than the optimal ones computed by OCEAN for these two
attacks. This can be explained by their heuristic nature, which leads to the building of more diverse
counterfactuals, not necessarily lying next to a decision boundary. In the next section, we display
results only for the best-performing configuration for both CF and DUALCF, achieved by training a
surrogate model of the same hypothesis class and using DiCE counterfactuals.

Evaluation. We assess each model extraction attack using two metrics: fidelity and number of
queries made to the prediction and counterfactual oracle API during the attack. Fidelity measures the
proportion of inputs for which the extracted model agrees with the target model, quantifying attack
success. We compute fidelity over 3000 points sampled uniformly from the input space, providing a
broad evaluation across the entire feature domain. For completeness, we also report fidelity measured
on a test set (i.e., drawn from the data distribution) for our experiments using random forest target
models, in Appendix C.3, which shows the same performance trends.

Counterfactual oracle. As discussed in Section 3.2, TRA requires the use of a locally optimal coun-
terfactual oracle. Since global optimality is a sufficient condition, we use the popular OCEAN oracle
for simplicity in our main experiments with TRA. In Appendix D, we report the performance of TRA
using a simple heuristic oracle that produces locally optimal explanations. These experiments show
that the choice of oracle (optimal or heuristic) has minimal impact on reconstruction performance.

All experiments are run on a computing cluster with homogeneous nodes using Intel Platinum 8260
Cascade Lake @ 2.4GHz CPU. Each run uses four threads and up to 4GB of RAM each (multi-
threading is only used by the OCEAN oracle). We repeat each experiment five times with different
random seeds and report average values. The source code to reproduce all our experiments and
figures is accessible at https://github.com/vidalt/Tree-Extractor, under an MIT license.

4.2 Results

Result 1. TRA outperforms existing approaches in terms of number of queries and anytime
fidelity to extract decision trees. Figure 3 presents the average fidelity of surrogate models obtained
from the four studied model extraction attacks on decision trees, as a function of the number of
queries, for the Adult and COMPAS datasets. Here, each point on a curve is the mean fidelity over
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Figure 3: Anytime performance of all the considered model extraction attacks against decision trees.
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Figure 4: Performance of the functionally equivalent model extraction attacks against decision trees.
We report the number of queries required to fully reconstruct the trees as a function of their size.

all 40 extraction tasks (eight tree depths × five seeds), so when it reaches 1.00, all target trees were
perfectly reconstructed. Results for additional datasets, provided in Figure 12 (Appendix C.4), exhibit
the same trends. Across all cases, TRA consistently achieves higher fidelity for any fixed query
budget and converges to perfect fidelity orders of magnitude faster. Notably, unlike CF and DUALCF,
TRA and PATHFINDING provide formal guarantees of functional equivalence.

Result 2. TRA achieves state-of-the-art performance for functionally equivalent extraction
of decision trees. Figure 4 shows the number of queries required by PATHFINDING and TRA to
achieve functionally equivalent model extraction, as a function of the number of nodes in the target
models. Results for the Adult and COMPAS datasets are presented, with additional datasets provided
in Figure 13 (Appendix C.4). TRA consistently requires orders of magnitude fewer queries than
PATHFINDING to reconstruct the target models with perfect fidelity.
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Figure 5: Anytime performance of the consid-
ered model extraction attacks against random
forests, on the COMPAS dataset.

Result 3. TRA theoretically and empirically out-
performs existing approaches to extract random
forests. Figure 5 presents the average fidelity of the
three considered model extraction attacks against ran-
dom forests, plotted against the number of performed
queries for the COMPAS dataset. The results show
that TRA achieves higher fidelity with fewer coun-
terfactual queries and converges significantly faster
to perfect fidelity. Moreover, TRA is the only attack
that certifies functional equivalence for tree ensem-
bles. Additional results in Figure 14 (Appendix C.4)
indicate that TRA scales efficiently with the size of
the target random forest, as the number of required
queries grows sub-linearly with the total number of
nodes. This is due to structural redundancies in large
forests, allowing the extracted model to be repre-
sented with perfect fidelity as a more compact decision tree [Vidal and Schiffer, 2020].
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Result 4. TRA is effective with either globally or locally optimal counterfactuals. We report in
Appendix D results from experiments where TRA is run with a simple oracle generating heuristic
counterfactuals that are only locally optimal. The results (also provided within Figure 6 for the
COMPAS dataset) show that TRA’s performance is largely unaffected by the lack of global optimality.
In some cases, locally optimal counterfactuals even improve early-stage (anytime) performance by
introducing greater diversity in the explored input space. This highlights the practical applicability of
TRA in real-world scenarios. Indeed, any valid but possibly sub-optimal counterfactual explanation
can be post-processed (through bisection line-searches over each feature using simple prediction
queries) into a locally optimal one lying on the decision boundary. Therefore, as long as the
counterfactual oracle is reliable (i.e., returns a counterfactual whenever one exists), the returned
explanation reveals a direction in which the prediction changes, which is then sufficient to locate a
nearby decision boundary and conduct an efficient model extraction attack with TRA.
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Figure 6: Comparison of the performance of TRA using either OCEAN or a simpler heuristic
counterfactual oracle (Algorithm 3 in Appendix D) to extract decision trees (COMPAS dataset).

Result 5. TRA often requires far fewer queries in practice than its theoretical worst-case
bound. Across all datasets we evaluated, the number of counterfactual queries TRA uses to recover
a functionally equivalent model is substantially below the worst case of Proposition 3.4. Table 2
reports the empirical query counts and the corresponding theoretical worst-case numbers for depth-9
decision trees (means over multiple random seeds). As evidenced, the former are consistently orders
of magnitude smaller than the latter, suggesting that TRA is, on average, considerably more efficient
than its theoretical worst-case.

Table 2: Empirical counterfactual query counts used by TRA versus the theoretical worst-case bound
from Proposition 3.4 on decision trees of maximum depth 9. Empirical values are averaged over
multiple random seeds.

Dataset Empirical # queries Worst-case # queries (Prop. 3.4)

SPerformance 1.16e+ 03 3.02e+ 08
Adult 3.70e+ 04 2.45e+ 14
German Credit 5.18e+ 01 2.86e+ 03
Credit Card 6.97e+ 04 6.49e+ 11
COMPAS 1.53e+ 02 1.07e+ 03

5 Related Works

The flourishing literature on privacy in machine learning encompasses a wide variety of inference
attacks, considering different setups and objectives [Cristofaro, 2020, Rigaki and García, 2024]. This
paper focuses on model extraction attacks [Tramèr et al., 2016], which aim at reconstructing the
decision boundary of a black-box target model as accurately as possible, given a prediction API. As
highlighted in recent surveys [Gong et al., 2020, Oliynyk et al., 2023], various attacks have been
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proposed in recent years, targeting a broad spectrum of hypothesis classes. Hereafter, we focus on
those targeting axis-parallel decision boundary models or exploiting counterfactual explanations.

Tramèr et al. [2016] propose the only functionally equivalent model extraction attack targeting
regression or decision trees: PATHFINDING. It assumes that each query reply contains a unique
identifier for the associated leaf. In a nutshell, PATHFINDING identifies the decision boundaries of
each leaf in the target tree by varying the values of each feature. While effective, this method requires
a large number of queries, though partial input queries can sometimes mitigate this overhead. In
contrast, TRA does not make strong assumptions regarding the target model’s prediction API, is
able to extract any axis-parallel decision boundary model (beyond decision trees), and uses orders of
magnitude fewer queries by exploiting counterfactual explanations.

While many recent works have focused on generating counterfactual explanations [Guidotti, 2024],
these explanation techniques have also been shown to facilitate privacy attacks [Pawelczyk et al.,
2023]. Aïvodji et al. [2020] introduce CF, a model extraction attack that leverages counterfactual
explanations. Their approach constructs a labeled dataset by querying both predictions and counter-
factuals from the target model, which is then used to train a surrogate. Wang et al. [2022] extend
this method with DUALCF, which improves fidelity by additionally querying the counterfactuals of
the counterfactual explanations. However, neither CF nor DUALCF provide fidelity guarantees, and
they also do not leverage the structural properties of the target model. Dissanayake and Dutta [2024]
employ polytope theory to show that a sufficient number of optimal counterfactual explanations can
approximate convex decision boundaries. They propose a model extraction attack against locally
Lipschitz continuous models, with fidelity guarantees dependent on the Lipschitz constants of the
target and surrogate models. However, functional equivalence cannot be strictly certified, and as the
authors acknowledge, these guarantees do not apply to axis-parallel models (such as decision trees),
which lack local Lipschitz continuity and convexity. Also note that their approach relies on globally
optimal counterfactuals (whereas TRA accommodates locally optimal ones).

Finally, while beyond the scope of this paper, other explanation-based model extraction attacks have
been explored, including those relying on gradient-based [Milli et al., 2019, Miura et al., 2024] and
other feature-based methods [Öksüz et al., 2024].

6 Conclusions and Discussion

We introduced the first functionally equivalent model extraction attack against decision trees and
tree ensembles, leveraging locally optimal counterfactual explanations. In addition to its rigorous
functional equivalence guarantee, the proposed method achieves higher fidelity than prior approaches
while requiring fewer queries. We also leveraged well-established tools from online discovery to
enable a formal analysis of model extraction, drawing an analogy between the two fields. We
illustrated the applicability and relevance of this analysis by providing bounds on our attack’s
efficiency compared to the best achievable strategy, relying on the notion of competitive ratio. This
perspective is essential for formally characterizing and comparing model extraction attacks.

Our study demonstrates that optimal counterfactual explanations can be systematically exploited
to reconstruct tree ensembles via query APIs, as they inherently reveal decision boundaries. This
raises significant concerns, especially as explainability is increasingly mandated by regulations. In
many real-world applications, counterfactual explanations serve as a natural mechanism to meet
transparency requirements by providing recourse information. We discuss the broader societal impacts
of our work in Appendix E.

The research perspectives connected to our work are numerous. First, we believe that competitive
analysis provides a valuable foundation for studying model extraction attacks, and future work should
adopt the same lenses to evaluate other target models. Besides this, both the algorithms and their
theoretical bounds could be refined. Improving input space exploration while mitigating worst-case
query complexity is a key direction, including strategies such as dynamically reordering TRA’s priority
queue to avoid worst-case scenarios, or adopting completely different exploration methods (beyond
divide-and-conquer-based algorithms). Finally, investigating the impacts of privacy-preserving
mechanisms for counterfactual explanations [Vo et al., 2023] on model extraction attacks’ success is
a crucial direction towards conciliating trustworthiness and privacy through ML explainability APIs.
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A Proofs

Proposition 3.4. Let fn be a decision tree with n split levels across a m-dimensional input space
X = X1 ×X2 × · · · × Xm. Denote si as the number of split levels in fn over the i-th feature, such
that

∑m
i=1 si = n. The worst-case complexity of Algorithm 1 is O

(∏m
i=1

(si + 1)
)
.

Proof of Proposition 3.4. We prove the proposition by induction on the number of split levels n. For
clarity and precision, we denote the number of splits in the i-th dimension for a decision tree with n

split levels as s(n)i , rather than simply using si.

• Base Case (n = 1): For n = 1, there exists a single feature j with s
(1)
j = 1 and s

(1)
i = 0

for all i ̸= j. The number of queries required is at most 3 = 2s
(1)
j + 1 = O(s

(1)
j ).

• Inductive Step: Assume the statement holds for all trees with up to n split levels. Consider
a tree fn+1 with n+ 1 split levels. Let 1 ≤ j ≤ m be the feature index of the first detected
split (xj ≤ α) where α ∈ R, dividing X into two subspaces:

X 1
j = {x ∈ X | xj ≤ α}, X 2

j = {x ∈ X | xj > α}.

Each subspace contains subtrees fn1
and fn2

with n1, n2 ≤ n split levels, respec-
tively. By the inductive hypothesis, the number of queries for each subtree is respectively
O
(∏m

i=1
(s

(n1)
i + 1)

)
and O

(∏m
i=1

(s
(n2)
i + 1)

)
.

Since s
(n+1)
j = s

(n1)
j + s

(n2)
j + 1 and s

(nq)
i = s

(n+1)
i for i ̸= j (and q ∈ {1, 2}), the total

number of queries for fn+1 is:

O

(
m∏
i=1

(s
(n+1)
i + 1)

)
.

Therefore, the query count for extracting fn is O
(∏m

i=1
(s

(n)
i + 1)

)
.

Corollary 3.5. The worst-case complexity of Algorithm 1 is O
((
1 + n

m

)m)
.

Proof of Corollary 3.5. We build on the worst-case complexity demonstrated in Proposition 3.4, and
we solve the following optimization problem:

max
s
(n)
1 ,...,s

(n)
m

m∏
i=1

(s
(n)
i + 1) s.t.

m∑
i=1

s
(n)
i = n and s

(n)
i ≥ 1 ∀i ∈ {1, . . . ,m}.

Since maximizing a positive value is equivalent to maximizing its logarithm, we transform the
objective into:

max
s
(n)
1 ,...,s

(n)
m

m∑
i=1

log(s
(n)
i + 1).

Applying the Karush-Kuhn-Tucker (KKT) conditions [Boyd and Vandenberghe, 2004], we find that
the maximum occurs when s

(n)
i = n

m for all i. Substituting back, the worst-case complexity becomes
O
((

n
m + 1

)m)
.

Proposition 3.6. For (n,m) ∈ N2, Algorithm 1 achieves a competitive ratio of C(n,m)
TRA , defined as:

C
(n,m)
TRA =

2
∏m

j=1(sj + 1)− 1

n+ 1
≤

2
(
1 + n

m

)m − 1

n+ 1
,

where si is the number of split levels along the i-th feature within the tree fn.
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Proof of Proposition 3.6 . Let n > 0, m ≥ 1, denote α1, ..., αn the tree split levels (decision
thresholds) and for each feature j = 1, ...,m, let sj represent the number of splits in the j-th
dimension, ordered such that s1 ≥ s2 ≥ · · · ≥ sm. Without loss of generality, assume that the split
levels are grouped by dimension. Specifically, splits α1 to αs1 occur in the first dimension, splits
αs1+1 to αs1+s2 in the second dimension, and so on. Additionally, within each dimension, the split
levels are sorted in increasing order, i.e.,

∀1 ≤ j ≤ m,

j−1∑
i=1

si + 1 ≤ p ≤
j∑

i=1

si, αp < αp+1.

1. Proof of Upper Bound: In the best-case scenario, where each split level appears exactly
once in the decision tree (i.e., there is no redundancy among the tree nodes), the omniscient
algorithm (a.k.a optimal algorithm) would require at least n+ 1 queries to reconstruct the
tree:

Qf
opt ≥ n+ 1 (2)

This includes one query for each leaf to verify its label and certify functional equivalence.
Note that this assumes that the omniscient algorithm has correctly guessed the location of
each split level and directly queried for counterfactuals over each leaf region.

Conversely, in the worst-case scenario, such as a chessboard-like decision tree where
splits are evenly distributed across multiple features, the TRA algorithm must explore
all possible regions created by these splits. For a two-dimensional tree, this results in
s1 + s2(s1 + 1) + (s1 + 1)(s2 + 1) queries, where s1 and s2 are the number of splits along
each feature. The s1 splits along the first dimension are first detected, then the s2 splits
along the second dimension are re-discovered at every sub-division performed along the
first dimension, and finally (s1 + 1)(s2 + 1) queries are required to individually verify
each sub-square (leaf node). Extending this to m dimensions, the number of queries grows
multiplicatively with the number of splits per feature, leading to:

Qf
TRA ≤

m∑
i=1

si

i−1∏
j=1

(sj + 1) +

m∏
j=1

(sj + 1) = 2

m∏
j=1

(sj + 1)− 1

Therefore, the competitive ratio C
(n,m)
TRA is bounded above by:

C
(n,m)
TRA = supf∈F

(
Qf

TRA

Qf
opt

)
≤

2
∏m

j=1(sj + 1)− 1

n+ 1
(3)

2. Proof of Lower Bound: We hereafter build an adversarial example, i.e., one that maximizes
the ratio of the number of queries that TRA must perform to extract the target decision
tree, compared to what an optimal offline algorithm could achieve. This example therefore
constitutes a (feasible) lower bound for the competitive ratio of TRA.

Consider a tree with n splits. An adversary (dynamically building the worst-case instance
the online algorithm is run on) can arrange the splits such that the first split detected by TRA
is the last decision node in the tree. Specifically, the adversary ensures that the initial split
does not reduce the complexity of identifying the remaining n splits.

Consider the following adversarial example: for each 1 ≤ p ≤ n and 1 ≤ j ≤ m, let the
dimension that αp splits on be j, and set

αp =

{ p
(s1+1) , if j = 1,
p−

∑j−1
i=1 si

2(sj+1) + 1
2 + ϵ, otherwise,

where ϵ > 0. This adversarial example ensures that within any hyper-rectangle defined by
split level boundaries, for j = 1, ...,m− 1 if there are splits in both the j-th and j + 1-th
dimensions, then there exists a split in the j-th dimension that is closer to the center of the
hyper-rectangle than any split in the j+1-th dimension. As a consequence, TRA will always
detect the splits of the j-th dimension before those of the j + 1-th dimension. Therefore,
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the adversary can design a decision tree with a single branch (as illustrated in the right
tree of Figure 7) that begins by splitting on the split levels in reverse (decreasing) order of
dimensions (see a 2D example in Figure 7). For this specific example, TRA will require

2

m∏
j=1

(sj + 1)− 1

queries, whereas the optimal offline algorithm only needs n+ 1 queries.

Therefore, by the definition of competitive ratio:

C
(n,m)
TRA ≥

2
∏m

j=1(sj + 1)− 1

n+ 1
(4)

Hence, by (3) and (4), we have:

C
(n,m)
TRA =

2
∏m

j=1(sj + 1)− 1

n+ 1

x1

x2

0

1

1α1 α2 αs1

αs1+1

αn

. . .

...

...

s1

s2
x2 ≤ αn

x2 ≤ αn−1

. . .

x2 ≤ αs1+1

x1 ≤ αs1

. . .

x1 ≤ α1

c1

c2

c3

c1

c2 c1

Figure 7: Adversarial example for TRA (displayed for m = 2 dimensions). The classes are c1 , c2
and c3 . For simplicity, we denote s1 = s

(n)
1 and s2 = s

(n)
2 . Here, the instance is dynamically built

so that the number of queries required by TRA is s2(s1 + 1) + s1 + (s1 + 1)(s2 + 1), whereas the
optimal offline algorithm only needs n + 1 queries to check the leaf labels and certify functional
equivalence, as shown in the right tree figure.

Proposition 3.7. For all n > 0 and m ≥ 2, no divide-and-conquer-based algorithm can achieve a
competitive ratio better than C

(n,m)
TRA .

Proof of Proposition 3.7. Key Idea. A pure divide-and-conquer (D&C) algorithm discovers a split
along a specific feature dimension upon querying a point. This split divides the input space into two
subproblems. An adversary can strategically arrange the splits so that the feature splits detected by
the algorithm early on are the “least helpful” ones, meaning they occur as the last decisions along
their respective feature branches. By doing this, the adversary ensures that these initial splits do not
simplify the identification of the remaining splits. We demonstrate that this construction forces the
D&C algorithm to perform poorly compared to an optimal strategy.

We define a pure D&C-based algorithm as one that divides the input space (problem) into subspaces
(sub-problems) based on counterfactual explanations and recursively continues this process within
each subspace until no counterfactuals are found. This class of algorithms encompasses all types of
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querying strategies, such as selecting the geometrical center (as done by TRA), but also selecting the
top-left corner, bottom-right corner, or a random point within the input space, among others.

Proof. Let m > 1 be the number of dimensions and n ≥ m be the number of split levels. We prove
this proposition by induction on the number of split levels n > 0.

• Base Case (n = 2, m = 2): Consider a two-dimensional tree with split levels α1 and
α2. Let q = (q1, q2) be the query made by the D&C algorithm. The adversary chooses
α1 = q1 + ϵ1 and α2 = q2 + ϵ2, where ϵ2 > ϵ1 > 0. Consequently, the first counterfactual
explanation returned by the oracle is q′ = (α1, q2). The algorithm then splits the input space
into two subspaces, both containing the split at α2, as depicted in Figure 8.

x2 ≤ α2

x1 ≤ α1

c2 c1

c3

(a) Adversarial decision tree.

x1

x2

0

1

1

α2

α1

(b) Decision Boundary of the adversarial decision tree.

Figure 8: An adversarial example for n = 2, m = 2, triggering the worst-case competitive ratio of
our algorithm.

In this adversarial example, the D&C algorithm requires at least 7 queries to reconstruct the
exact decision tree, whereas an omniscient optimal algorithm can achieve this with only 3
queries, one per leaf. Therefore, for this adversarial example, no D&C-based algorithm can
attain a competitive ratio better than Cn,m

TRA = C2,2
TRA = 7

3 .

• Inductive Step: Assume the proposition holds for all trees with up to n split levels. Consider
a tree with n+1 split levels, with split levels (α1, . . . , αn+1). Let q = (q1, q2, . . . , qm) ∈ X
be the first query made by the D&C algorithm. The adversary sets α1 = q1 + ϵ1 where
ϵ1 > 0 and returns the counterfactual explanation q′ = (α1, q2, . . . , qm). The adversary
places this split as the last decision node in the tree. Consequently, the D&C algorithm splits
the input space into two subspaces, each containing all splits of the remaining dimensions,
thereby containing at most n splits each.

By the induction hypothesis, the algorithm will require at least:

Q1 = 2(s
(1)
1 + 1)

m∏
j=2

(sj + 1)− 1

for the first subspace, and

Q2 = 2(s
(2)
1 + 1)

m∏
j=2

(sj + 1)− 1

for the second subspace, where s(1)1 and s
(2)
1 are the remaining splits along the first dimension

in the first and second subspaces, respectively.
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Therefore, the total number of queries is:

1 +Q1 +Q2 = 2

m∏
j=1

(sj + 1)− 1 = (n+ 1)C
(n,m)
TRA (5)

given that s(1)1 + s
(2)
1 + 1 = s1. Hence, by (2) and (5), the best competitive ratio C

(n,m)
D&C

achievable by any D&C-based algorithm satisfies:

C
(n,m)
D&C ≥

(n+ 1)C
(n,m)
TRA

n+ 1
= C

(n,m)
TRA .

B Details of the SPLIT Procedure (Used by TRA)

Given a region E , a query x, and its counterfactual x′, SPLIT partitions E into disjoint subregions
by iterating over features where x and x′ differ, peeling off the half that contains x and keeping the
complementary half (the side toward x′). The exact pseudo-code of this procedure is provided in
Algorithm (2).

Algorithm 2 SPLIT(E , x, x′)

Require: Region E ; vectors x, x′.
Ensure: List E of disjoint subregions whose union is E .

1: S ← { (i, x′
i) | xi ̸= x′

i } {indices and thresholds where x and x′ differ}
2: E0, E ← E , ∅
3: for (i, v) ∈ S do
4: if xi ≤ v then
5: E1 ← { z ∈ E0 | zi ≤ v }
6: else
7: E1 ← { z ∈ E0 | zi > v }
8: end if
9: E ← E ∪ {E1} {peel off the side containing x}

10: E0 ← E0 \ E1 {keep the remainder (toward x′)}
11: end for
12: E ← E ∪ {E0} {add the final remainder}
13: return E

Tie-handling. To avoid overlaps at v, we use a consistent rule (e.g., ≤ on one side and > on the
other). In numerical implementations, we replace the strict inequality (zi > v) with a relaxed one
zi ≥ v + ε for a small ε > 0.

C Additional Experimental Results

C.1 Experimental Setup Details

Target Model Training. During the training process of both decision trees and random forests, we
conduct a grid search with 50 steps over the range [0, 0.2] to determine the optimal cost-complexity
pruning parameter ccp_alpha that maximizes accuracy on the validation dataset.

Surrogate Model Training. For surrogate models (used by the CF and DUALCF attacks) that do
not utilize the target model’s hyperparameters, we employ the default parameters provided by the
scikit-learn Python library [Pedregosa et al., 2011]. Specifically for MLPs, we configure a scikit-learn
MLP with two hidden layers, each consisting of 20 neurons, while keeping all other parameters at
their default values.
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Anytime Fidelity. The anytime fidelity was calculated each 20 queries during all attacks execution,
except for PATHFINDING which is not an anytime attack. Let N denote the number of target models
f1, f2, . . . , fN to extract (i.e., over all considered experimental configurations and random seeds) and
D a dataset with n samples. The anytime fidelity of a given model extraction attack (at a given time
step) over D is calculated as follows :

1

N

N∑
i=1

 1

n

n∑
j=1

1{fi(xj)=f̂i(xj)}

 (6)

where f̂1, f̂2, . . . , f̂N are the models extracted by the considered model extraction attack at the given
time step.

C.2 Configuration of Surrogate-Based Attacks

We report in Figure 9 (respectively, Figure 10) the anytime performance of the CF (respectively,
DUALCF) model extraction attack against decision tree models, for the three considered types of
surrogates and the two counterfactual oracles, on all considered datasets. More precisely, as depicted
in Section 4.1, we run these two attacks using three different assumptions on adversarial knowledge,
namely the hypothesis class of the target model, its hyperparameters, and none of them. In the
first case, the adversary trains a decision tree surrogate with default parameters (DT). In the second
case, he trains a surrogate decision tree with the exact same hyperparameters as the target model
(DT+). Finally, in the third case, a multi-layer perceptron (MLP) is used as surrogate model. Both
CF and DUALCF were originally tested using the DiCE [Mothilal et al., 2020] counterfactual oracle,
which provides heuristic-based (non-optimal) counterfactual explanations. To assess the impact of
explanation optimality on the attack’s performance, and to ensure fair comparisons, we run CF and
DUALCF both using DiCE and using optimal counterfactual explanations computed with the OCEAN
framework [Parmentier and Vidal, 2021].

We also report in Figure 11 the anytime performance of the CF and DUALCF model extraction attacks
against random forest models, for the three considered types of surrogates and the two counterfactual
oracles, on the COMPAS dataset.

We hereafter highlight the key trends of these results, focusing on the impact of two dimensions: the
adversarial knowledge (regarding the target model’s architecture and hyperparameters) and the type
of counterfactual oracle used.

Knowledge of the target model architecture and hyperparameters. One first important trend
that is consistent across both CF and DUALCF, and for both decision trees and random forests, is
that knowledge of the hypothesis class of the target model helps fitting a surrogate with high fidelity.
Indeed, as can be observed in Figures 9, 10 and 11, the MLP surrogate always under-performs
compared to the decision trees or random forests ones. Indeed, fitting a surrogate model of the same
type is facilitated by the fact that the shapes of its decision boundaries are the same as the target model,
e.g., axis-parallel splits for tree-based models. Interestingly, knowledge of the hyperparameters of the
target decision tree or random forests does not seem to help fitting the surrogate. Indeed, in most
experiments, the surrogate sharing the same hypothesis class as the target model (i.e., DT or RF)
and the surrogate sharing both the hypothesis class and the hyperparameters (i.e., DT+ or RF+) have
very close performances. Furthermore, imposing the target model’s hyperparameters to the trained
surrogate can even be counterproductive, as can be seen in Figures 9a and 9b for instance. In such
cases, the fact that surrogate learning is more constrained due to the enforced hyperparameters (e.g.,
maximum depth) seems to slow its convergence towards very high fidelity values. This is consistent
with previous findings: for instance, Aïvodji et al. [2020] observed that knowledge of the architecture
of a target neural network did not provide a significant advantage to the CF model extraction attack.

Optimality of the counterfactuals. The results in Figures 9, 10 and 11 suggest that the non-optimal
counterfactual explanations returned by DiCE helped fitting the extracted surrogate models better
than the optimal ones provided by OCEAN. Indeed, for a fixed query budget and surrogate type, the
performances of the extracted model are often better when fitted with DiCE counterfactuals than
with OCEAN ones. Although some variations appear, this finding is generally verified for all the
studied types of surrogates, for both decision trees and random forests target models, and for both the
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(d) German Credit dataset
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(e) Student Performance dataset

CF_MLP_DiCE
CF_MLP_OCEAN
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CF_DT+_OCEAN

CF_DT_DiCE
CF_DT_OCEAN

Figure 9: Anytime performance of the CF model extraction attack against decision trees. We report
results for all datasets and studied configurations, including adversarial knowledge regarding the
target model architecture (DT, DT+, and MLP) and counterfactual oracles (DiCE and OCEAN).
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(e) Student Performance dataset

DualCF_MLP_DiCE
DualCF_MLP_OCEAN
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DualCF_DT_DiCE
DualCF_DT_OCEAN

Figure 10: Anytime performance of the DUALCF model extraction attack against decision trees. We
report results for all datasets and studied configurations, including adversarial knowledge regarding
the target model architecture (DT, DT+, and MLP) and counterfactual oracles (DiCE and OCEAN).
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Figure 11: Anytime performance of the CF (left) and DUALCF (right) model extraction attacks
against random forests. We report results for the COMPAS dataset and all studied configurations,
including adversarial knowledge regarding the target model architecture (DT, DT+, and MLP) and
counterfactual oracles (DiCE and OCEAN).

CF and DUALCF extraction attacks. Intuitively, this can be attributed to a greater diversity in the
non-optimal counterfactuals, which do not necessarily lie close to a decision boundary, unlike optimal
ones. This also highlights a crucial insight: optimal counterfactuals only give an advantage to a model
extraction attack if the attack is able to leverage the information it carries as a whole (including both
the counterfactual example and its optimality) through a structured approach, as demonstrated by
TRA.

C.3 Test Set Fidelity Results

As mentioned in Section 4.1, the results provided in Section 4.2 measure fidelity on a dataset
uniformly sampled over the input space, which accurately quantifies how well the extracted models
fit the decision boundaries of the target ones over the whole input space. Another approach consists
in evaluating fidelity on a test set. In such cases, the results indicate how well the extracted models
mimic the target ones for examples drawn from the actual data distribution. We report in Table 3 the
results of our extraction attacks against random forests. More precisely, for random forests of varying
sizes, we report the average fidelity (measured on the uniformly sampled dataset or on a test set)
achieved by all considered methods along with the required number of queries. For DUALCF and CF,
these values are arbitrarily fixed to allow their surrogates to converge towards (near) perfect fidelity.
For our proposed TRA, functional equivalence is achieved using the reported number of queries,
hence fidelity on both considered datasets is always 1.0. For CF and DUALCF, we report results
for the random forest surrogate using default parameters, for both studied counterfactual oracles.
Indeed, we observed in Section C.2 that DiCE counterfactuals led to better anytime performances (in
terms of uniform dataset fidelity) than OCEAN ones within the CF model extraction attack, in most
experiments. However, this is not always the case, with a few setups in which the difference between
both approaches becomes very small or shifts in favor of the runs using OCEAN counterfactuals after
sufficiently many iterations. This is the case on the COMPAS dataset (Figure 9b), and although the
difference remains very subtle, it is also visible on the test set fidelity, illustrating the fact that the two
values are often very well aligned.

Overall, the superiority of TRA is clear, both in terms of (uniform or test) fidelity and in terms of
required numbers of queries, confirming the observations of Section 4.2.

21



Table 3: Summary of our model extraction experiments against random forests, on the COMPAS
dataset. For random forests with varying numbers of trees, we report their total number of nodes and
the average performances of the different considered model extraction attacks. FU and FTD denote
respectively the Fidelity over the Uniform and Test Data.

TRA DualCF CF
RF RF

OCEAN DiCE OCEAN DiCE OCEAN
Dataset #Trees #Nodes #Queries FU FTD #Queries FU FTD #Queries FU FTD #Queries FU FTD #Queries FU FTD

COMPAS

5 486.60 73.60 1.00 1.00 3000 1.00 0.99 3000 1.00 1.00 3000 1.00 1.00 3000 1.00 1.00
25 4569.00 138.80 1.00 1.00 3000 0.99 0.98 3000 1.00 1.00 3000 1.00 1.00 3000 1.00 1.00
50 9151.20 147.60 1.00 1.00 3000 0.99 0.98 3000 1.00 1.00 3000 1.00 1.00 3000 1.00 1.00
75 7317.00 95.20 1.00 1.00 3000 1.00 0.99 3000 1.00 1.00 3000 1.00 1.00 3000 1.00 1.00
100 18369.20 129.60 1.00 1.00 3000 1.00 0.98 3000 1.00 1.00 3000 1.00 1.00 3000 1.00 1.00

C.4 Detailed Experimental Results

We hereafter report all the results of our main experiments over the five considered datasets.

First, Figure 12 provides the anytime performances (in terms of average surrogate fidelity as a function
of the number of performed queries) of the four considered model extraction attacks when applied
on decision tree target models. The findings highlighted in Section 4.2 (in particular, Result 1) are
consistent across all considered datasets: TRA exhibits higher anytime fidelity than CF and DUALCF
for all query budgets, while also providing functional equivalence guarantees. While PATHFINDING
also provides these guarantees, it necessitates orders of magnitudes more queries to fit its surrogate.

Figure 13 focuses on functionally equivalent model extraction attacks, and relates the number of
queries they require to fully recover the target model to its size (quantified as its number of nodes).
The logarithmic scale of the y-axis highlights that TRA usually requires orders of magnitudes
fewer queries than PATHFINDING to entirely extract a given decision tree, confirming our Result 2
(Section 4.2). Interestingly, this trend is more subtle when reconstructing large trees trained on the
datasets with the highest numbers of features (i.e., Adult and SPerformance).

Finally, Figure 14 reports the number of counterfactual queries required by TRA to conduct a
functionally equivalent extraction of random forests of various sizes, as a function of the total
number of nodes to be recovered within the target forest. Importantly, as quantified through the
performed power-law regression, the number of queries required by TRA to entirely extract the target
forests grows sub-linearly – in Θ(#Nodes0.38) – with the total number of nodes to be retrieved. This
empirically demonstrates the very good scalability of TRA with respect to the size of the target
random forests, consistent with Result 3 (Section 4.2). Note that this behavior arises because large
forests with many trees introduce redundancies, allowing the extracted model to be represented with
perfect fidelity as a more compact decision tree [Vidal and Schiffer, 2020].
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Figure 12: Anytime performance of all the considered model extraction attacks against decision trees.
We report results for all datasets and retain the best configuration for the surrogate-based attacks CF
and DUALCF.
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Figure 13: Performance of the PATHFINDING and TRA functionally equivalent model extraction
attacks against decision trees. We report results for all datasets where each point represents the
number of queries needed to fully reconstruct the trees.
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Figure 14: Number of queries required by TRA to perform a functionally equivalent extraction of
target random forests of various sizes on the COMPAS dataset, as a function of the total number of
nodes to be reconstructed within the target forest. As illustrated through the performed power-law
regression, the number of required queries grows sub-linearly – in Θ(#Nodes0.38) – with the total
number of nodes to be retrieved, suggesting good scalability of the extraction attack with respect to
the forest size.
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D Performances of TRA when used with Locally Optimal Counterfactuals

In the main body of the paper (Section 4.2) we employed the OCEAN counterfactual oracle for
our experiments using TRA. It supplies globally optimal counterfactual explanations. While such
global optimality is sufficient for the TRA attack to succeed, it is not necessary. Indeed, as pointed
out in Section 3.2, TRA requires counterfactuals that are locally optimal – i.e., positioned on (or
infinitesimally close to) the decision boundary of the explained model f . To illustrate this distinction,
we replicate all experiments, following exactly the same setup described in Section 4.1, using locally
optimal counterfactuals.

The DiCE counterfactual oracle, used in our experiments for the CF and DUALCF model extraction
attacks, could be a good candidate. However, it frequently fails to return valid counterfactuals when
restricted to a given subspace of the input space – making it difficult to use within TRA. This suggests
that the counterfactuals found by DiCE often lie in different decision regions of the target model,
rather far from the actual query. When the counterfactuals are used to provide recourse information,
this can be problematic – for instance, by suggesting that a credit applicant must exert significantly
more effort than actually necessary to improve their application. For these reasons, in our experiments
using TRA, we rather consider a lightweight heuristic (Algorithm 3) producing locally optimal
counterfactuals.

Algorithm 3 A simple heuristic to find locally optimal counterfactual explanations

1: Input: Query x, model f , input space E , training data DT , and maximum number of iterations
for the uniform sampling process S.

2: Return: A locally optimal counterfactual explanation x′ ∈ E if it exists.
3: DE ← DT ∩ E {gets all the data points that are in the desired input space E}
4: for x′ ∈ DE do
5: if f(x′) ̸= f(x) then
6: return linesearch(x, x′) {x′ is a counterfactual, we refine it via line search towards x}
7: end if
8: end for
9: for 0 ≤ i ≤ S do

10: x′ ← sample(E) {sample a point x′ uniformly within E}
11: if f(x′) ̸= f(x) then
12: return linesearch(x, x′) {x′ is a counterfactual, we refine it via line search towards x}
13: end if
14: end for
15: return None {no counterfactual found}

More precisely, Algorithm 3 searches in the training dataset and then refines the first valid coun-
terfactual it finds via a one-dimensional line search (line 6). If no counterfactual is found, it tries
another strategy by sampling a predefined number of points uniformly in E . In our experiments, the
maximum number of such sampled points is fixed to S = 1000. If a valid counterfactual is found, it
is refined via line search and returned (line 12). Because the search is stochastic and local, it may fail
to return a counterfactual even when one exists, yet it satisfies local optimality whenever a solution is
found.

Figures 15 and 16 contrast the performance of TRA to extract decision trees, using OCEAN
(globally optimal counterfactuals) versus Algorithm 3 (simpler algorithm, producing locally optimal
counterfactuals) as counterfactual oracle. The observed trends confirm that TRA remains effective as
long as the returned counterfactuals are locally, though not necessarily globally, optimal – thereby
confirming Result 4 (Section 4.2). Interestingly, we observe in Figure 15 that in the early iterations,
locally optimal counterfactuals may lead to better anytime fidelity values – which is likely the case
due to their heuristic nature, enhancing diversity. We also observe a pathological case in Figure 15a,
with the Adult dataset. In this particular experiment, when used with Algorithm 3 as counterfactual
oracle, TRA converges close to near-perfect – but not exact – fidelity. This is due to the fact that
Algorithm 3 fails to find feasible counterfactuals within the desired region, even if one exists. Indeed,
even if the counterfactuals provided by this simple oracle satisfy local optimality whenever one is
found, there is no guarantee that if none is found that no one actually exists. Performing a finer
uniform sampling (via raising the number of sampled points S) could fix this issue. Nevertheless, the
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performances of TRA with this weak oracle remain very robust, as evidenced through our large set of
experiments.

The performances of TRA to extract random forests target models, with either the OCEAN or
Algorithm 3 counterfactual oracles, are provided in Table 4 and display the same trends. TRA is able
to achieve perfect fidelity for both counterfactual oracles, and there is no significant difference in
the required number of queries (which remains very low compared to the size of the reconstructed
forests, as discussed in Section 4.2).
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Figure 15: Anytime performance of TRA with either OCEAN or a simpler heuristic counterfactual
oracle (Algorithm 3) to extract decision trees. We report results for all datasets.
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Figure 16: Performance of TRA with either OCEAN or a simpler heuristic counterfactual oracle
(Algorithm 3) to achieve functionally equivalent model extraction attacks against decision trees. We
report results for all datasets where each point represents the number of queries needed to fully
reconstruct the trees.

Table 4: Summary of our model extraction experiments against random forests, on the COMPAS
dataset using both OCEAN and Heuristic. FU and FTD denote respectively the Fidelity over the
Uniform and Test Data.

TRA
OCEAN Heuristic

Dataset #Trees Nodes #Queries FU FTD #Queries FU FTD

COMPAS

5 486.60 73.60 1.00 1.00 74.20 1.00 1.00
25 4569.00 138.80 1.00 1.00 140.00 1.00 1.00
50 9151.20 147.60 1.00 1.00 149.20 1.00 1.00
75 7317.00 95.20 1.00 1.00 95.20 1.00 1.00
100 18369.20 129.60 1.00 1.00 130.40 1.00 1.00
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E Broader Impact Statement

To meet ethical and legal transparency requirements, machine learning explainability techniques
have been extensively studied in recent years. Among them, counterfactual explanations provide a
natural and effective approach by identifying how an instance could be modified to receive a different
classification. In credit granting applications, for example, they can provide recourse to individuals
whose credit was denied.

As a result, MLaaS platforms increasingly integrate such explainability tools into their APIs. While
these explanations enhance user trust, they also expose a new attack surface to malicious entities by
revealing additional model information. In this work, we theoretically and empirically demonstrate
that locally optimal counterfactual explanations of decision trees and tree ensembles can be exploited
to conduct efficient model extraction attacks. These results highlight the critical tension between
transparency and the protection of model integrity and intellectual property. By identifying and
quantifying these vulnerabilities, we highlight the risks of releasing model explanations without a
thorough security assessment. Our research establishes a benchmark for evaluating method safety,
advocating for the development of privacy-preserving approaches to explainability.

Finally, while previous evaluations of model extraction attacks have been predominantly empirical,
we show that tools from online discovery provide a principled framework for characterizing attack
efficiency. This perspective paves the way for more structured approaches to assessing model attack
budgets and risks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our main contributions are mentioned in the abstract and thoroughly listed at
the end of the introduction. They include:

• A methodology to theoretically analyze the efficiency of model extraction attacks
through the use of tools from the online discovery literature (Section 2)

• A novel reconstruction attack against axis-parallel decision boundary models, leverag-
ing locally optimal counterfactual explanations and providing functional equivalence
guarantees (Section 3.2)

• A formal analysis of our attack’s efficiency using our proposed theoretical framework
(Section 3.2)

• A thorough experimental evaluation (Section 4), demonstrating the efficiency and
effectiveness of our proposed approach and confirming our theoretical results (in
particular, that our algorithm achieves functional equivalence)

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Section 3.1 (last paragraph) clearly states our core assumptions, and Section 6
details the algorithm’s improvements perspectives.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: All assumptions and full proofs are provided in Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 4.1 and Appendix C detail the complete experimental protocols, and
the supplementary material include the source code used to run all our experiments, along
with the appropriate documentation.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
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(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all our source code and data in the supplementary material, along
with the appropriate documentation.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 4.1 and Appendix C provide all necessary details regarding data splits,
hyperparameters, optimizer settings, and selection procedures.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report results over multiple training seeds, datasets, and target models’
hyperparameters; since our attack algorithm is deterministic, variability stems only from
the classifier initialization. We report results for a wide range of different configurations,
where variability and impact of the different parameters is directly visible (e.g., in Figures 4
and 13, each point corresponds to one configuration and random seed). Furthermore, our
approach quickly reaches perfect extraction fidelity (in which case there is no variability as
fidelity is exactly 100% across all runs).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The last paragraph of Section 4.1 specifies the CPU types and memory usage
for all experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work adheres fully to the NeurIPS Code of Ethics.
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Guidelines:
• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We include a dedicated broader impact statement in Appendix E.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our research relies solely on publicly available datasets, and no trained models
are released. The source code for our reconstruction attack is intended strictly for research
purposes, and the final release will include clear warnings to prevent misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.
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12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All external code and data are cited with version and license details.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our primary codebase is fully documented and distributed with usage instruc-
tions.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No crowdsourcing or experiments involving humans.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.
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15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No crowdsourcing or human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs are not part of the core methodology.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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