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Abstract
We propose a method to improve the efficiency
and accuracy of amortized Bayesian inference by
leveraging universal symmetries in the joint prob-
abilistic model p(θ,Y) of parameters θ and data
Y. In a nutshell, we invert Bayes’ theorem and
estimate the marginal likelihood based on approx-
imate representations of the joint model. Upon
perfect approximation, the marginal likelihood
is constant across all parameter values by defini-
tion. However, errors in approximate inference
lead to undesirable variance in the marginal likeli-
hood estimates across different parameter values.
We penalize violations of this symmetry with a
self-consistency loss which significantly improves
the quality of approximate inference in low data
regimes and can be used to augment the training
of popular neural density estimators. We apply
our method to a number of synthetic problems and
realistic scientific models, discovering notable ad-
vantages in the context of both neural posterior
and likelihood approximation.

1. Introduction
Computer simulations are ubiquitous in today’s world, and
their widespread application in the sciences has heralded
a new era of simulation intelligence (Lavin et al., 2021).
Typically, scientific simulators define a mapping from latent
parameters θ to observable data Y. This forward problem is
probabilistically described by the likelihood p(Y |θ). The
inverse problem of reasoning about the unknown parame-
ters θ given observed data Y and a prior p(θ) is captured
by the posterior p(θ |Y) = p(θ) p(Y |θ)/p(Y), which
represents a coherent way to combine all available infor-
mation in a probabilistic system (Gelman et al., 2013) and
quantify epistemic uncertainty (Hüllermeier & Waegeman,
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2021). For complex models, the marginal likelihood p(Y)
is a high-dimensional integral, p(Y) =

∫
p(θ) p(Y |θ)dθ,

rendering the posterior analytically intractable in general.

In likelihood-based inference, the likelihood is explicitly
available as a probability density function p(Y |θ), giving
rise to a family of likelihood-based algorithms to approxi-
mate the posterior distribution. Markov chain Monte Carlo
(MCMC) methods sample from the unnormalized posterior
by exploring the parameter space through a Markov chain,
with state-of-the-art samplers such as Hamiltonian Monte
Carlo (Neal, 2011), as implemented in the probabilistic
programming language Stan (Carpenter et al., 2017). Vari-
ational inference approximates the posterior via tractable
analytic distributions, with consistent progress towards more
trustworthy variational methods (Blei et al., 2017).

Different from likelihood-based inference, simulation-based
inference (SBI) circumvents explicit likelihood evaluation
and relies only on random samples from a simulation pro-
gram Y ∼ p(Y,Z |θ) with latent program states or “out-
sourced” noise Z (Cranmer et al., 2020). The execution
paths of the simulation program define an implicit likelihood
p(Y |θ) =

∫
p(Y,Z |θ)dZ, which is computationally in-

tractable for any simulation program of practical interest.
However, we have access to samples (θ,Y) of parameter-
data tuples by executing the simulation program repeatedly.
In the face of analytically intractable simulators, previous
research has explored other properties of such programs
for learning surrogate likelihood functions or the likelihood
ratio (Brehmer et al., 2018; 2020b;a).

As a general perspective on simulation intelligence, amor-
tized Bayesian inference (ABI) is concerned with enabling
fully probabilistic SBI in real-time (Radev et al., 2020;
Gonçalves et al., 2020; Avecilla et al., 2022). A core princi-
ple of ABI lies in tackling probabilistic problems (forward,
inverse, or both) with neural networks. By re-casting an
intractable probabilistic problem as forward passes through
a trained generative neural network, the required compu-
tational time reduces from hours (MCMC) to just a few
seconds (ABI). Yet, there is rarely a free lunch, and neural
ABI algorithms require an upfront training phase. The asso-
ciated effort is subsequently repaid with real-time inference
on new data sets, thereby amortizing the initial training time.
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Figure 1: The performance of the posterior approximator is evaluated via the variance of the corresponding marginal
likelihood estimates. Top row: For the true posterior (or a perfect approximation thereof), the estimated marginal likelihood
is constant for any parameter value θ ∼ π(θ). Bottom row: For an imperfect approximate posterior, the estimated marginal
likelihood varies across different parameter values. Hence, the inherent symmetry of the joint probabilistic model p(θ,Y)
is violated by its approximate representation. Minimizing the variance of the marginal likelihood estimates pushes the
estimated marginal likelihood towards uniformity. This restores the symmetry of the unified representation, which is
equivalent to improving the approximate posterior.

In this paper, we propose a new method to improve the ac-
curacy of ABI, particularly in low data regimes. We achieve
this by leveraging universal symmetries in the joint prob-
abilistic model p(θ,Y). In a nutshell, we invert Bayes’
theorem and estimate the marginal likelihood based on an
approximate likelihood and posterior. Upon perfect approxi-
mation, the estimated marginal likelihood is constant across
all parameters. An imperfect approximation, however, leads
to variance in the marginal likelihood estimates across differ-
ent underlying parameter values (see Figure 1). We penalize
violations of this symmetry in the loss function to accelerate
the training of neural density estimators that approximate
components of the probabilistic model. We apply our novel
method to a range of synthetic and real problems with both
an explicit likelihood (likelihood-based) and an implicit
likelihood (simulation-based). Our contributions are:

(i) We propose a novel self-consistency loss which exploits
symmetries of the joint probabilistic model p(θ,Y) in
neural network representations of its components;

(ii) We increase the training efficiency of amortized neural
posterior estimation by leveraging information from an
explicit likelihood for the self-consistency loss;

(iii) We demonstrate how simultaneous learning of an ap-
proximate posterior and a surrogate likelihood benefits
from the self-consistency loss without requiring an
explicit likelihood.

2. Background
2.1. Notation

Simulation-based training uses a training set
{(θ(i),Y(i))}Ni=1 of tuples of simulated parameters
and data. Here, N is the total simulation budget for neural
network training, and each superscript i marks one training
example (i.e., tuple of latent parameter vector and observ-
able data set). In accordance with the (Bayesian) forward
model, we summarize the D-dimensional latent parameter
vector of the simulation program as θ ≡ (θ1, . . . , θD).
Further, Y ≡ {yj}Jj=1 is a data set, that is, a matrix
whose rows consist of multi-dimensional (vector-valued)
observations {yj}Jj=1 ≡ {y1, . . . ,yJ}. Accordingly, one
parameter vector θ(i) yields one data set Y(i).

2.2. Neural Posterior Estimation

Past work on neural SBI has primarily focused on neural
posterior estimation (NPE) for cases where no explicit like-
lihood is available (Radev et al., 2020; Gonçalves et al.,
2020; Avecilla et al., 2022; Geffner et al., 2023; Sharrock
et al., 2022; Schmitt et al., 2023a). NPE typically builds
on a conditional normalizing flow (Rezende & Mohamed,
2015) fϕ(θ;Y) with trainable neural network weights ϕ. It
implements a bijective map between the inference targets
θ ∈ RD and a latent variable z ∈ RD with a simple base
distribution p(z), e.g., Gaussian or Student-t. The normaliz-
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ing flow defines a probability distribution qϕ(θ |Y) through
change-of-variables,

qϕ(θ |Y) = p(z = fϕ(θ;Y))

∣∣∣∣det ∂fϕ(θ;Y)

∂θ

∣∣∣∣ , (1)

resulting in a direct surrogate for the target posterior distribu-
tion p(θ |Y). The neural network weights ϕ are trained by
minimizing the forward Kullback-Leibler (KL) divergence
between the target posterior and approximate posterior:

LNPE(ϕ) = Ep(Y) [KL(p(θ |Y) ∥ qϕ(θ |Y))]

= Ep(θ,Y)[− log qϕ(θ |Y)] + const
(2)

Since NPE algorithms are trained across the entire prior
predictive distribution p(Y), they naturally amortize over
multiple new data sets during inference. In Experiments 1
and 4, we apply NPE to cases where we have access to an
explicit likelihood but still want to achieve amortized infer-
ence, which is infeasible with MCMC-based algorithms.

2.3. Neural Posterior and Likelihood Estimation

Recently, simulation-based inference and surrogate model-
ing have been tackled jointly by learning an approximate
posterior qϕ(θ |Y) and a surrogate likelihood qη(Y |θ) in
tandem. This approach is called neural posterior and likeli-
hood estimation (NPLE; Wiqvist et al., 2021; Glöckler et al.,
2022; Radev et al., 2023). Amortized NPLE (e.g., Radev
et al., 2023) combines the maximum likelihood objectives
for posterior and likelihood into a joint loss:

LNPLE(ϕ,η) = Ep(θ,Y)[− log qϕ(θ |Y)− log qη(Y |θ)]
(3)

NPLE enables the joint estimation of both amortized pos-
terior predictive and marginal likelihood. This expands the
utility of Bayesian workflows to downstream tasks that have
historically been deemed computationally impractical, such
as cross-validation with likelihood-based predictive metrics
(Radev et al., 2023; Vehtari et al., 2022).

2.4. Limitations of NPE and NPLE

Whilst NPE and NPLE have shown promise in complex ap-
plications, they often require large simulation budgets and
do not explicitly encourage accurate marginal likelihood
estimation. In this paper, we propose a straightforward yet
powerful approach to improve amortized Bayesian infer-
ence, integrating a self-consistency mechanism that allevi-
ates these issues and enhances the accuracy of posterior and
likelihood estimation with small simulation budgets.

3. Leveraging Self-Consistency for ABI
The joint model p(θ,Y) implies a symmetry between
marginal likelihood p(Y), prior p(θ), likelihood p(Y |θ),

and posterior p(θ |Y). Inverting Bayes’ theorem yields

p(Y) =
p(θ) p(Y |θ)

p(θ |Y)
, (4)

which must still hold if any component of the joint model
is represented through a perfect approximator q(·). How-
ever, we cannot directly use Eq. 4 as a loss function for
learning the posterior because the marginal likelihood on
the LHS is notoriously difficult to approximate with high
precision (Meng & Wong, 1996). Instead, we exploit the
fact that p(Y) is constant across all parameters θ (LHS),
even though its computation (RHS) hinges on an arbitrary
but fixed parameter value θ. In other words, if we choose K
parameter values θ1, . . . ,θK , all computed marginal like-
lihood values must be equal, regardless of the individual
parameter θk. We call this the self-consistency criterion,

p(θ) p(Y |θ)
p(θ |Y)

= const ∀θ∈Θ =⇒

p(θ1) p(Y |θ1)
p(θ1 |Y)

= . . . =
p(θK) p(Y |θK)

p(θK |Y)
, (5)

where Θ denotes the admissable parameter space and
θ1, . . . ,θK∈Θ are arbitrary but fixed parameter values. In
this paper, the self-consistency criterion shall be applied
to neural posterior and likelihood estimation. We will first
demonstrate that direct constrained optimization is computa-
tionally infeasible. Then, we will propose a straightforward
and robust way to integrate the self-consistency criterion
into existing neural density estimators.

3.1. Naïve Approach: Direct Constrained Optimization

We could optimize the NPE (2) or NPLE (3) objective, sub-
ject to the self-consistency constraint (5), through Lagrange
multipliers. For (2), this would involve optimizing

L(ϕ, λ1:K) = LNPE(ϕ) + L(ϕ, λ1:K), where

L(ϕ, λ1:K) :=

K∑
k=1

λk

(
p(θk)p(Y |θk)
qϕ(θk |Y)

− c

) (6)

with respect to ϕ and λ1:K . The inconvenience of the un-
known constant c could be resolved by formulating a relative
constraint, that is, choosing

L(ϕ, λ1:K) :=

K−1∑
k=1

λk

(
p(θk)p(Y |θk)
qϕ(θk |Y)

− p(θk+1)p(Y |θk+1)

qϕ(θk+1 |Y)

)
.

(7)

While this approach is conceptually appealing, such rela-
tive constraints are notoriously hard to optimize in practice,
which calls for an alternative solution that is more scalable.
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Algorithm 1 Self-consistency loss for finite training.
{I}: likelihood-based with analytic likelihood
{II}: simulation-based with approximate likelihood

Input: N training data tuples {(θ(i),Y(i))}Ni=1

Input: Number of self-consistency samples K
1: for i = 1, . . . , N do
2: < compute other losses such as NPE/NPLE loss >
3: for k = 1, . . . ,K do
4: θk ∼ π(θ) {sample from proposal π(θ)}

5: log p̂k(Y
(i)) =


log

p(θk) p(Y
(i) |θk)

qϕ(θk |Y(i))
{I}

log
p(θk) qη(Y

(i) |θk)
qϕ(θk |Y(i))

{II}

6: end for
7: L(i)

SC = Var({log p̂k(Y(i))}Kk=1)
8: end for

3.2. Variance Penalty and Self-Consistency Loss

To overcome the problems of the naïve approach, we re-
frame the constraint as a variance penalty, which simplifies
the optimization process and enhances both computational
feasibility and robustness compared to direct second order
optimization. First, Köthe (2023) observes that a second-
order Taylor expansion of Eq. 2 yields

KL
(
p(θ |Y)

∥∥ qϕ(θ |Y)
)
≈

1

2p(Y)2
Varp(θ |Y)

(
p(θ) p(Y |θ)
qϕ(θ |Y)

)
.

(8)

This approximation implies that the KL divergence between
the true and the approximate posterior becomes negligible
as the variance of Eq. 4 with respect to the true posterior
p(θ |Y) shrinks to zero. Moreover, it is clear that minimiz-
ing the variance of the marginal likelihood estimator indi-
rectly achieves the effect of the constraint implied by Eq. 7.
However, directly targeting the variance introduces two new
challenges: (i) The true posterior p(θ |Y) is unknown; and
(ii) the argument of Varp(θ |Y) [·] may cause numerical in-
stabilities due to the danger of vanishingly small values in
the denominator.

As a remedy, we propose a two-step solution during the
simulation-based training: (i) Sample parameters θ from a
proposal distribution π(θ); and (ii) quantify the expected vi-
olation of the self-consistency criterion via the variance
of the estimated log marginal likelihood (LML) across
these parameter samples. This results in the following self-
consistency loss function:

LSC(Y,ϕ) = Varπ(θ)

(
log

p(θ) p(Y |θ)
qϕ(θ |Y)

)
(9)

The analytic likelihood p(Y |θ) may be replaced with an
approximate likelihood qη(Y |θ), as demonstrated in Ex-
periments 2, 4, and 5. If the variance in Eq. 9 is zero,
the estimated marginal likelihood is constant across the
parameter space Θ. In other words, the approximation is
self-consistent (cf. Figure 1). The following proposition
warrants the functional equivalence between using the vari-
ance in Eq. 8 and a tractable version of the more stable
formulation in Eq. 9. The proof of the proposition is given
in Appendix B.
Proposition 1. Let π(θ) be any proposal distribution with
the same support as p(θ |Y), Y be a fixed data set, and f
be any monotonic function, then

Varπ(θ)

(
f

(
p(Y |θ) p(θ)

q(θ |Y)

))
= 0 =⇒

Varp(θ |Y)

(
p(Y |θ) p(θ)

q(θ |Y)

)
= 0.

This proposition states that (i) minimizing the variance of the
log marginal likelihood is equivalent to targeting the correct
quantity in Eq. 8; and (ii) we can take a different proposal
than the unknown posterior p(θ |Y) and still minimize the
correct variance term in Eq. 8. For example, taking the
logarithm of the marginal likelihood is akin to using the
Gibbs loss in favor of the marginal likelihood for measuring
predictive performance (Watanabe, 2009).

However, using a different proposal distribution may signif-
icantly change the empirical behavior of the Monte Carlo
estimate and exhibit poor pre-asymptotic properties, espe-
cially if the proposal π(θ) has much larger variance than
the true posterior p(θ |Y). Thus, Section 3.3 discusses
techniques for mitigating such behavior by using optimiza-
tion schedules. Finally, the same proposition can be shown
to hold when both the posterior and the likelihood in the
marginal likelihood computation are replaced with neural
surrogates. As a consequence, we would expect that the
(reducible) variance in the doubly approximate marginal
likelihood will be larger; still our experiments show measur-
able benefits even when using an approximate likelihood for
estimating self-consistency (see Experiments 2, 3, and 5).

3.3. Monte Carlo Estimation

The self-consistency loss LSC can be seamlessly added to
NPE or NPLE losses. For instance, using the maximum
likelihood loss for NPE with normalizing flows, we obtain:

LSC-NPE(ϕ) = Ep(Y)

[
Ep(θ |Y)

[
− log qϕ(θ |Y)

]︸ ︷︷ ︸
NPE loss (on fixed Y)

+ λVarπ(θ)

(
log

p(θ) p(Y |θ)
qϕ(θ |Y)

)
︸ ︷︷ ︸
self-consistency loss LSC with weight λ≥0

] (10)
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The variance in Eq. 9 must be empirically estimated based
on finite samples {θk}Kk=1 from some proposal distribution
π(θ), as detailed in Algorithm 1. Due to the probabilistic
symmetry of the joint distribution, high-density regions in
the approximate posterior have the potential to cause large
deviations in the estimated marginal likelihood landscape
(cf. Figure 1). Consequently, we choose the approximate
posterior as the proposal, π(θ) := qϕ(θ |Y), to render the
Monte Carlo estimate efficient.

Using the approximate posterior as a proposal has one
caveat: It is spectacularly bad at very early stages of train-
ing. To mitigate this, we use a schedule µ(·) that anneals
the weight λ during training. The use of progressive anneal-
ing has been established as a successful means to control
the influence of a potentially unstable approximation loop
(e.g., for consistency models, Song et al., 2023; Song &
Dhariwal, 2023; Schmitt et al., 2023a). Based on our ex-
periments, we recommend choosing the schedule so that
the self-consistency loss is inactive at the start of training,
µ(0) = 0, and its weight λ increases as training progresses.

3.4. Intuition for Benefits of Self-Consistency

So far, we presented the theoretical foundation of our self-
consistency loss, and Section 5 will empirically demonstrate
its effectiveness. However, one pivotal question remains:
Why does the self-consistency loss improve inference?

In a nutshell, the self-consistency loss leverages more in-
formation for correctly amortizing p(θ |Y) than isolated
NPE or NLE with the same number of simulated data sets
in the training phase through two strategies. First, the self-
consistency loss informs the learned posterior and likelihood
about their relation to each other, and explicitly rewards
correct marginal likelihood estimates in addition to the max-
imum likelihood training objectives of NPE and NLE. This
substantially reduces the space of admissible solutions in
the training objective, upon which the correct solution is
found via the maximum likelihood loss. Second, the self-
consistency loss uses analytical density information from
the Bayesian joint model (i.e., likelihood and prior). Since
the maximum likelihood losses in NPE and NLE already
optimize the networks towards correct sampling based on
simulator outputs, the self-consistency loss further enhances
the effect by penalizing deviations in the approximate pos-
terior density (and approximate likelihood, if learned) in
regions not immediately covered by the simulator.

4. Related Work
The self-consistency property in Eq. 4 can be used to com-
pute importance sampling weights during inference to re-
weigh the approximate posterior samples (Dax et al., 2023;
Glöckler et al., 2022). Importance sampling has been shown

to improve the quality of the approximate posteriors when
high accuracy is desired. However, it also increases the
necessary amount of computations during inference, which
in turn impedes low-latency tasks. In contrast, our self-
consistent approximators do not have an increased sampling
time during inference. Similarly, Glöckler et al. (2022) pro-
pose a variational approach to sequential (non-amortized)
SBI which entails self-normalized importance sampling
based on the marginal likelihood.

Radev et al. (2023) use a tandem of two normalizing flows
for posterior and likelihood estimation that enables amor-
tized marginal likelihood estimation during inference. Our
self-consistency loss additionally applies the principle of
amortized marginal likelihood estimation to the neural net-
work training phase: By evaluating the self-consistency of
the networks’ (log) marginal likelihood estimates, we supply
an additional training signal and thereby use the available
data more efficiently. From a different perspective, our
self-consistent method with learned likelihoods (SC-NPLE)
can be seen as an improvement to jointly amortized neural
approximation, which trains the neural approximators in
isolation. In contrast, our self-consistency loss connects the
networks during training and explicitly rewards accurate
marginal likelihood estimation by the neural network tan-
dem. As such, our work is among only a few approaches
that explicitly consider the connection between different
quantities in SBI and ABI (for other examples, see Brehmer
et al., 2020b; Chen et al., 2023; Schmitt et al., 2023b).

A recent review of change-of-variable formulas in gener-
ative modeling discusses a multitude of self-consistency
properties in (Bayesian) generative models (Köthe, 2023).
Our self-consistency property of the marginal likelihood
in Eq. 4 is one out of multiple possible self-consistency
requirements. The work by Köthe (2023) complements the
theoretical foundation of our proposed self-consistency loss,
which aims to transform their theoretical remarks into a set
of actionable methods for amortized Bayesian inference.

5. Empirical Evaluation
We evaluate our self-consistent estimator across a range of
synthetic tasks and real-world problems. Our main baseline
is NPE for tasks with an explicit likelihood, and NPLE for
tasks with an implicit likelihood that is learned in tandem.

The key evaluation metric is the maximum mean discrep-
ancy (MMD; Gretton et al., 2012) between true and approx-
imate posterior samples. In addition, we use simulation-
based calibration (SBC; Talts et al., 2018; Säilynoja et al.,
2022) to assess the approximators’ uncertainty quantifica-
tion. Given a true posterior distribution p(θ |Y), all inter-
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Figure 2: Experiment 1 (Gaussian Mixture Model). Performance comparison between the NPE baseline (A) and our self-
consistent SC-NPE method (B). Pink star ⋆ marks the ground-truth parameter θ∗. Both qualitative assessments (sampling)
and quantitative measures (MMD; lower is better) indicate that the our SC-NPE method yields significantly better results
given the same neural architecture and training budget. Across all simulation budgets, our self-consistent approximator
outperforms the NPE baseline, as indexed by improved posterior fidelity (lower MMD) on 100 unseen test instances (C).

vals Uq(θ | Y) are calibrated for every quantile q ∈ (0, 1),

q =

∫∫
I[θ∗ ∈ Uq(θ |Y)] p(Y |θ∗) p(θ∗)dθ∗dY, (11)

with indicator function I[·] (Bürkner et al., 2023). An ap-
proximate posterior may violate this equation, resulting in
insufficient calibration.

5.1. Experiment 1: Gaussian Mixture Model

We first illustrate our method on a 2-dimensional Gaus-
sian mixture model as described in Geffner et al. (2023).
The model consists of two symmetrical, equally weighted
components with a shared, known covariance matrix. A
simulated dataset contains ten independent and identically
distributed observations Y = {yj}10j=1, generated by first
sampling a parameter θ ∼ N (θ |0, I), and then condition-
ally sampling each observation as

yj |θ ∼ 0.5N (y | θ, I/2) + 0.5N (y | −θ, I/2). (12)

We investigate the effect of simulation budget variations on
performance, maintaining a fixed self-consistency sample
size of K = 10 and scaling the simulation budget between
N = 256 and N = 4096, each time doubling the previous
budget. Both NPE (baseline) and SC-NPE (ours) train an
identical neural spline flow architecture (Durkan et al., 2019)
for 35 epochs. We choose a stepwise constant annealing
schedule for the self-consistency weight λ such that λ = 0
for the first 5 epochs, and λ = 1 for the remaining 30 epochs.
Appendix C contains further training details.

Results. Our method demonstrates clear superiority over
the baseline, particularly at lower budget levels, as detailed

in the following. Figure 2A and 2B give a visual illustration
of the posterior distributions for a single dataset. Figure 2C
shows the distribution of MMDs, computed over 100 test
datasets for our self-consistent method against the NPE
baseline. Qualitatively, the samples generated by SC-NPE
(ours) are visually closer to the target distribution. Quanti-
tatively, our self-consistent method achieves substantially
lower MMD scores than the NPE baseline, indicating a more
accurate approximation. This underscores the efficiency of
integrating self-consistency when learning amortized pos-
teriors, highlighting how our approach improves inference
performance with limited computational resources. All ap-
proximators are well-calibrated (see Appendix C.1).

Ablation: Number of Monte Carlo Samples. We vary
the number K ∈ {10, 100, 500} of Monte Carlo samples
to estimate the variance in the self-consistency loss with
NPE (2) in Appendix C.2. While we observe satisfactory
calibration for all self-consistent architectures, increasing
the number of consistency samples beyond K = 10 does
not noticeably improve performance in this experiment.

Variation: Approximate Neural Likelihood. We parallel
Experiment 1 with an approximate likelihood and a simula-
tion budget of N = 1024 in Appendix C.3. Once again, our
self-consistent approximator shows superior performance
with respect to density estimation and sampling.

Extension: Sequential NPE with Self-Consistency. We
observe that sequential neural posterior estimation (SNPE;
Greenberg et al., 2019) also benefits from adding our self-
consistency loss during training, as evidenced by more ac-
curate posterior samples (see Appendix C.4). This result
further underscores the modularity and flexibility of our
proposed self-consistency loss.
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Figure 3: Experiment 2 (Two Moons). Our self-
consistency loss yields a lower posterior error (MMD) than
the baseline NPLE algorithm on the test set with equal ar-
chitecture. We repeat the experiment 5 times on the same
training set; plots show the median, best, and worst run.

5.2. Experiment 2: Two Moons

The two moons benchmark is characterized by a bimodal
posterior with two crescents, which a posterior approximator
needs to recover (Greenberg et al., 2019; Lueckmann et al.,
2021; Wiqvist et al., 2021; Radev et al., 2023; Schmitt et al.,
2023a). We simultaneously learn an approximate posterior
and a surrogate likelihood (i.e., NPLE). Hence, the self-
consistency loss will be completely simulation-based and
use the learned surrogate instead of an explicit likelihood
(cf. Algorithm 1, case II). We repeat the experiment for dif-
ferent training budgets M ∈ {256, 512, 1024, 2048, 4096}
to assess the performance under varying data availability.
While M = 256 is a very small budget for the two moons
benchmark, M = 4192 is generally considered sufficient
for this experiment. We fix the number of Monte Carlo sam-
ples to estimate the variance in Eq. 9 to K = 10 and repeat
the training loop five times for each architecture to gauge the
stochasticity of the training. We evaluate the approximators’
ability to estimate (i) the posterior; (ii) the likelihood; and
(iii) the marginal likelihood. The Appendix contains all
neural network training details.

Results. Our self-consistent approximator SC-NPLE con-
sistently outperforms the baseline NPLE algorithm with
respect to posterior estimation across all simulation budgets,
as indexed by a better (lower) average posterior MMD on
100 unseen test instances across 5 training repetitions (see
Figure 3). In this experiment, SC-NPLE (ours) only needs
a simulation budget of M = 512 to perform on-par with
the NPLE baseline that was trained on 8× the simulation
budget (i.e., M = 4096). Further, we observe a more stable
training for SC-NPLE: The best and worst training runs in
Figure 3 have almost equal performance, while the poste-
rior accuracy of NPLE varies between repetitions. Table 1
shows the estimated likelihood density of an observed data

Table 1: Experiment 2 (Two Moons). Log likelihood den-
sity of the observed data Yreal under the true data-generating
parameter θ∗ (higher is better). We report the mean±SE
across 1000 unseen test instances.

Method N=512 N=1024 N=2048 N=4096

NPLE 3.15±0.03 3.18±0.03 2.88±0.04 2.91±0.05
SC-NPLE 3.14±0.02 3.45±0.02 3.71±0.02 3.90±0.02

set Yreal given the ground-truth parameter θ∗ which was
used to simulate the data set. While the credible intervals
of NPLE (baseline) and SC-NPLE (ours) across the test set
have substantial overlap and perform on-par for small sim-
ulation budgets, our self-consistent approximator assigns
higher (better) likelihood densities to the ground-truth at
large simulation budgets. It is worth noting that the width of
the CI is smaller for SC-NPLE, which is a desirable property
indicating a reduced approximation error. Finally, we esti-
mate the marginal likelihood of 500 unseen test instances
and observe that the estimates from our self-consistent ap-
proximator are significantly sharper (smaller width of the
95% for fixed data sets), which is an indicator for a reduced
approximation error (see Table 2).

5.3. Experiment 3: Oscillatory Hes1 Expression Model

As a scientific real-world example, we apply our method
to an experimental data set in biology (Silk et al., 2011).
Upon serum stimulation of certain cell lines, the transcrip-
tion factor Hes1 exhibits sustained oscillatory transcription
patterns (Momiji & Monk, 2008). The measured concen-
tration of Hes1 mRNA is modeled with a set of three dif-
ferential equations which are governed by four parameters
θ = (p0, h, k1, ν) with fixed initial conditions according to
Filippi et al. (2011), see Appendix E for details.

We use a fixed simulation budget of N = 512 data sets for
neural network training. This simulation budget enables
amortized inference, yet it is orders of magnitude smaller
than the required budget for approximate Bayesian compu-
tation algorithms (e.g., ABC-SMC; Sisson et al., 2007) for

Table 2: Experiment 2 (Two Moons). Approximation error
of the log marginal likelihood (LML) estimate (lower is
better). Our self-consistent estimator yields a significantly
smaller approximation error, as indicated by sharper LML
estimates. For a data set Yreal, the approximation error is
quantified as the width of the LML estimate’s 95% CI. We
report its mean±SE across 1000 unseen test instances.

Method N=512 N=1024 N=2048 N=4096

NPLE 6.51±0.11 7.28±0.10 9.07±0.06 10.21±0.08
SC-NPLE 1.70±0.02 1.37±0.02 1.21±0.01 1.14±0.01
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Figure 4: Experiment 3 (Hes1 Expression). The baseline NPLE approximator shows deficient simulation-based calibration,
as indexed by ECDF lines outside the gray 95% confidence bands (A). In contrast, our self-consistent approximator is
well-calibrated (C). Samples from the posterior predictive distribution on real experimental data (black dots; Silk et al.,
2011) are comparable between NPLE (B) and SC (D).

a single observed data set (Silk et al., 2011). We train a neu-
ral surrogate likelihood in tandem with the neural posterior
(NPLE) to use an approximate likelihood qη(Y |θ) in the
self-consistency loss. The self-consistent approximator uses
K = 500 Monte Carlo samples. The annealing schedule
yields λ = 0 for the first 10 epochs, and λ = 1 for the
remaining 60 epochs. See Appendix E for details.

Results. Our self-consistent approximator with approximate
likelihood shows superior simulation-based calibration com-
pared to the NPLE baseline, particularly with respect to the
parameters p0 and ν (see Figure 4A and C). The posterior
predictive distributions of both methods have a similar fit
to the real experimental time series Yreal from Silk et al.
(2011), see Figure 4B and 4D.

Ablation: Underexpressive likelihood network. For mod-
els where the likelihood is only implicitly defined, an auxil-
iary likelihood surrogate must be learned. One possible con-
cern is that enforcing self-consistency between the surrogate
likelihood and the posterior might actually hurt posterior
inference if the likelihood is much more challenging to ap-
proximate than the posterior. We repeat Experiment 3 with
an underexpressive likelihood network that only features
linear units. By ensuring that the likelihood surrogate is in-
sufficient by design, we can emulate situations in which the
approximation of the likelihood is unreliable and observe
its impact on posterior inference. We observe no substantial
drop in posterior performance compared to the reference
posterior (see Appendix E for details).

5.4. Experiment 4: Source Location Finding

We adapt the source finding experiment from Foster et al.
(2021), which involves finding the location θ of a hidden
source in 2D. The source emits a signal whose intensity
decays inversely with the square of distance. We observe a
noise corrupted version Y of that signal through N = 30
fixed measurement points. We systematically vary the num-
ber of Monte Carlo samples to estimate the variance in
Eq. 9 as K ∈ {5, 10, 20, 50, 100, 500}. Both NPE (base-
line) and SC-NPE (ours) use identical neural networks and
are trained for 35 epochs on identical settings to ensure
a fair comparison. The annealing schedule for the self-
consistency loss weight λ is piecewise constant: It yields
λ for the first 20% of the training loop, then switching to

Table 3: Experiment 4 (Source Location Finding). MMD
as a function of the simulation budget N and the number
K of Monte Carlo samples in Eq. 9. We report mean±SE
across 1000 unseen test instances (lower is better). Our
self-consistent approximators outperform the NPE baseline
throughout all simulation budgets, and the advantage is
particularly attenuated at low budgets.

N = 512 N = 1024 N = 2048 N = 4096

NPE 0.54 ± 0.02 0.39 ± 0.02 0.25 ± 0.02 0.22 ± 0.01

SC
-N

PE
(O

ur
s) K=5 0.47 ± 0.03 0.29 ± 0.02 0.24 ± 0.02 0.20 ± 0.02

K=10 0.53 ± 0.04 0.27 ± 0.02 0.24 ± 0.02 0.22 ± 0.02
K=20 0.51 ± 0.03 0.32 ± 0.02 0.24 ± 0.02 0.23 ± 0.02
K=50 0.52 ± 0.04 0.30 ± 0.02 0.26 ± 0.02 0.21 ± 0.02
K=100 0.42 ± 0.03 0.29 ± 0.02 0.25 ± 0.02 0.21 ± 0.02
K=500 0.40 ± 0.03 0.32 ± 0.02 0.25 ± 0.02 0.21 ± 0.02
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Table 4: Experiment 5 (High-dimensional time series
model). MMD as a function of the number K of self-
consistency Monte Carlo samples and a simulation budget
N = 2048. We report mean±SE across 50 test instances.

NPLE SC-NPLE (Ours)
K = 5 K = 10 K = 50 K = 100

0.88 ± 0.06 0.78 ± 0.04 0.75 ± 0.05 0.69 ± 0.04 0.54 ± 0.03

λ = 0.01. Appendix F contains details on the neural net-
work architectures and training scheme.

Results. Table 3 reports the MMD between amortized poste-
rior approximation and a reference posterior from Hamilto-
nian Monte Carlo (HMC; as implemented in Stan, Carpenter
et al., 2017). Our self-consistent method demonstrates supe-
rior performance to the baseline NPE across all simulation
budgets and number of SC samples K. The performance
advantage is particularly pronounced at lower simulation
budgets. Increasing the number of SC samples does not
generally result in significantly improved performance.

5.5. Experiment 5: High-Dimensional Time Series
Model

We demonstrate the effectiveness of the self-consistency
loss for high-dimensional data without assuming an explicit
likelihood. To this end, we implement an autoregressive
compartmental time series model where the data Y is a
160-dimensional vector. We simultaneously learn the pos-
terior and likelihood (NPLE) based on N = 2048 training
examples. The task of learning the likelihood is directly
affected by the high data dimensionality since we learn the
likelihood in the uncompressed 160-dimensional data space.
We benchmark standard NPLE against NPLE including our
self-consistency loss (SC-NPLE) with K ∈ {5, 10, 50, 100}
Monte Carlo samples to estimate the variance in Eq. 9.

Results. We report the maximum mean discrepancy (MMD)
to a HMC reference posterior across 50 unseen test instances.
Table 4 shows the results, demonstrating a clear trend of
monotonic performance improvement with an increasing
number K of self-consistency Monte Carlo samples. This
demonstrates the effectiveness of our self-consistency loss,
even when dealing with high-dimensional data where the
likelihood estimation can be notably more challenging.

6. Conclusion
We proposed a new method to exploit inherent symmetry
in a joint probabilistic model p(θ,Y) to improve amor-
tized Bayesian inference. Across four experiments, we
illustrated that the combination of simulation-based infer-
ence and (approximate) likelihood-based learning increases
the efficiency of neural posterior and likelihood estima-

tion. Concretely, we demonstrated that an additional self-
consistency loss leads to (i) better posterior densities; (ii)
better posterior samples; (iii) better likelihood densities; and
(iv) sharper marginal likelihood estimates. The advantage of
our self-consistent estimator is particularly evident for low
data scenarios, which is a frequent bottleneck in real-world
applications of simulation-based inference (e.g., Zhang &
Mikelsons, 2023; Zeng et al., 2023; Bharti et al., 2022)

Limitations. As always, there is no free lunch: The im-
proved performance though our self-consistency loss comes
with an increased computational cost. However, the self-
consistency loss is designed to pre-pay the cost during the
training stage. As a consequence, the inference algorithm
remains unaltered and we maintain rapid amortized infer-
ence. Hence, the trade-off is ideal for applied scenarios
where the upfront training time is not a bottleneck, but train-
ing data is scarce and fast inference is desired. Further, our
method relies on the ability to evaluate the prior density
p(θ). This currently limits its applicability to scenarios
where the prior density is available in analytic form (most
probabilistic modeling applications) or can be learned.

Outlook. While this paper focused on amortized Bayesian
inference with normalizing flows, our self-consistency loss
can readily be applied to sequential simulation-based in-
ference (Papamakarios et al., 2019; Greenberg et al., 2019;
Glöckler et al., 2022; Wiqvist et al., 2021). Likewise, other
conditional density estimators like score modeling (Geffner
et al., 2023; Sharrock et al., 2022; Pacchiardi & Dutta, 2022),
flow-matching (Lipman et al., 2023), or consistency mod-
els (Schmitt et al., 2023a) may benefit from our additional
loss function as well. Finally, future research could explore
variations and extensions of our proposed method, such
as different proposal distributions π(θ) for more efficient
Monte Carlo estimates, prior density learning, likelihood
learning on summaries instead of the raw data, or improved
loss functions altogether that build on the principle of self-
consistency. Appendix A contains a selection of Frequently
Asked Questions (FAQ) that a reader might have.

Code Availability
We provide reproducible code in the open reposi-
tory at https://github.com/marvinschmitt/
self-consistency-abi

Impact Statement
This paper presents work that advances the field of amor-
tized Bayesian inference (ABI) by rendering analyses more
data-efficient. As such, our method can be used to improve
the results in malign applications as well, and its societal
implications need to be evaluated on an individual basis.
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APPENDIX

A. Frequently Asked Questions (FAQ)
Q: How can I reproduce the results?
The code is hosted in a repository at https://github.com/marvinschmitt/self-consistency-abi

Q: How does the self-consistency loss change my current amortized Bayesian workflow?
If you have access to an explicit likelihood, you need to implement a likelihood.log_prob method to evaluate
p(Y |θ). This is straightforward with common frameworks such as tensorflow_probability or scipy.stats.
If your likelihood is implicit (fully simulation-based), your neural likelihood approximator needs to yield a tractable density
(e.g., through a normalizing flow). Further, you need to implement a prior.log_prob method for your prior distribution,
regardless of whether you use NPE (explicit likelihood) or NPLE (implicit likelihood). Alternatively, you may try to learn
the prior density with an unconditional density estimator on-the-fly (see Section 6).

Q: When is it useful to add the self-consistency loss?
When the simulation program is computationally costly or the simulation budget is fixed, our experiments suggest that
adding the self-consistency loss to an optimization objective might help get more out of the available training data.

Q: What about learned summary statistics?
Our method is fully compatible with end-to-end learning of summary statistics alongside the neural approximator (Radev
et al., 2020; 2023). In fact, Experiment 1 uses a DeepSet (Zaheer et al., 2017) and Experiment 4 uses a SetTransformer
(Lee et al., 2019) to learn fixed-length summary statistics h(Y) from the observables Y, which are then passed to the
posterior approximator. As mentioned in Section 6, the likelihood

Q: When do I activate the self-consistency loss during training?
This depends on the complexity of the problem. Your approximate posterior (and approximate likelihood, if applicable)
should be sufficiently good so that (i) the proposals for θ̃ cover relevant regions; and (ii) the log density estimates for the
posterior (and likelihood, if applicable) have an acceptable quality for the Monte Carlo estimate in Eq. 9. Further, you have
freedom in designing an annealing schedule λ = µ(·) for the weight of the self-consistency term in the loss function. For
instance, you might opt for a smooth schedule which gradually increases the self-consistency weight.

Q: Why aren’t the posterior samples in Experiment 1 perfectly aligned with the true parameter?
The simulated data sets in the Gaussian mixture model only consist of ten observations from the Gaussian mixture model
with locations θ and −θ. Due to aleatoric uncertainty in the data-generating process (Hüllermeier & Waegeman, 2021),
the empirical information in the sample does not even suffice to inform the true posterior to concentrate on the true
data-generating parameter θ. Instead, the goal of an approximate posterior is to match the true posterior including the
uncertainty it encodes.

Q: Why do the NPE posterior samples look so bad in Experiment 1 at N = 1024? Other papers show better sampling
for NPE at this budget.
We observed that NPE shows very inconsistent performance across the parameter space at low simulation budgets. In
other words, NPE performs reasonably well for some parameter regions, and atrociously bad for others. In Figure 2C, this
phenomenon manifests as a large range in the corresponding boxplot, which shows the MMD across different test instances.
In contrast, our SC-NPE method achieves remarkably good performance across the entire parameter space at a simulation
budget of N = 1024.

Q: What about non-amortized sequential algorithms, like Sequential Neural Posterior Estimation (SNPE)?
Our method can readily be integrated with sequential SBI algorithms, such as SNPE (Greenberg et al., 2019). We observed
performance increases when SNPE is equipped with our self-consistency loss (see Appendix C.4).
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B. Proof of Proposition 1
In the following, we provide a proof of Proposition 1.

Proof. First, we are going to make use of the well-known fact that the variance of a constant is zero, and zero variance
implies a constant argument, that is, for any continuous random vector X , we have

f(X) = c =⇒ Var(f(X)) = 0 (13)
Var(f(X)) = 0 =⇒ f(X) = c (14)

For (13), we simply apply the definition of the variance

Var(c) = E
[
(c− E [c])

2
]

(15)

= E
[
(c− c)2

]
= 0, (16)

where we used the fact that the expectation of a constant recovers the constant itself, that is, E [c] = c.

For (14), we first note that due to the definition of the variance,

Var(f(X)) = E
[
(f(X)− E [f(X)])

2
]
, (17)

the squared difference (f(X)− E [f(X)])
2 is strictly positive, so the only way for the variance to become zero is if

(f(X)− E [f(X)])
2
= 0. This, in turn, implies that f(X) = E [f(X)] for any realization of X , which can only happen if

f(X) = c.

The proof of Proposition 1 is structured in two parts. First, we show that zero variance of a monotone function directly
implies zero variance for the argument. Second, we show that zero variance with respect to a distribution implies zero
variance with respect to a different distribution with the same support.

For the first part, given the assumption of zero variance,

Varp(θ |Y)

(
f

(
p(Y |θ)p(θ)
q(θ |Y)

))
= 0, (18)

it follows that f(p(Y |θ)p(θ)/q(θ |Y)) = c, ∀θ ∈ Θ. Since we assume that f is monotone, then the functional argument
of f(·) must be constant over Θ, and so

Varp(θ |Y)

(
p(Y |θ)p(θ)
q(θ |Y)

)
= 0. (19)

For the second part, we again observe that the assumption

Varπ(θ)

(
f

(
p(Y |θ)p(θ)
q(θ |Y)

))
= 0 (20)

implies that f(p(Y |θ)p(θ)/q(θ |Y)) = c, ∀θ ∈ Θ. Since, by assumption, π(θ) and p(θ |Y) have the same support, it
follows that

Varp(θ |Y)

(
f

(
p(Y |θ)p(θ)
q(θ |Y)

))
= 0 (21)

Combining this with the previous result from the first part concludes the proof.

C. Details about Experiment 1
The normalizing flow uses a heavy-tailed Student-t latent distribution with 100 degrees of freedom to provide a more robust
latent space (Alexanderson & Henter, 2020). The neural spline flow has 4 coupling layers and learnable permutation layers.
As a summary network, a DeepSet (Zaheer et al., 2017) learns 4-dimensional embeddings that lift the i.i.d. structure of the
exchangeable data Y and are maximally informative for posterior inference (Radev et al., 2020). The neural networks are
trained for a total of 35 epochs with a batch size of 32 and an initial learning rate of 10−3.
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C.1. Calibration

All approximators (NPE and self-consistent ones) are well-calibrated according to simulation-based calibration (Talts et al.,
2018; Säilynoja et al., 2022), as illustrated in Figure 5.
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Figure 5: Experiment 1 (Gaussian mixture model). All approximators are well-calibrated.

C.2. Ablation: Number of Monte Carlo Samples for the Self-Consistency Loss

In this ablation, we investigate the effect of the number of Monte Carlo samples K ∈ {10, 100, 500} to estimate the variance
in Eq. 2. All self-consistent approximators outperform the NPE baseline with respect via (i) visually better posterior samples
and density as well as (ii) a better (lower) MMD on 50 unseen test instances.

C.3. Variation: Implicit Likelihood (NPLE)

We repeat Experiment 1 with a fully simulation-based approach which does not need an explicit likelihood to estimate
the self-consistency loss. To this end, we replace the explicit likelihood p(Y |θ) in Eq. 9 with the approximate likelihood
qη(Y |θ), which is represented by a neural network and learned simultaneously with the neural posterior approximator. The
full loss follows as

LSC-NPLE = Ep(θ,Y)

[
− log qϕ(θ |Y)− log qη(Y |θ)︸ ︷︷ ︸

NPLE loss

+ λVarθ∼π(θ)

(
log p(θ) + log qη(Y |θ)− log qϕ(θ |Y)

)
︸ ︷︷ ︸

self-consistency loss LSC with approximate likelihood

]
,

(22)

which is a combination of the NPLE loss and the self-consistency loss with approximate likelihood.

The simulation budget is fixed to N = 1024 data sets. Both NPLE and our self-consistent approximator with K = 100
Monte Carlo samples are trained for 35 epochs, have an identical neural spline flow architecture, have a heavy-tailed
Student-t100 latent space (Alexanderson & Henter, 2020), and use an identical DeepSet (Zaheer et al., 2017) to learn
summary statistics of the data Y for the posterior approximator. Since the Monte Carlo approximation in the self-consistency
loss now depends on both an approximate posterior and an approximate likelihood, we only activate the self-consistency
loss after 20 epochs (as opposed to 5 epochs in Experiment 1 with an explicit likelihood).

We can benchmark the methods’ performance against the true posterior since the explicit likelihood of this simulator is
known (albeit inaccessible for the approximators). We confirm the results of Experiment 1 in the fully simulation-based
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setting with only an implicit likelihood: Our self-consistent approximator consistently outperforms the baseline NPLE
approximator with respect to posterior density and sampling (see Figure 7).
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Figure 7: Experiment 1 (Gaussian mixture model). Our self-consistent posterior estimator (SC100) outperforms the
NPLE baseline using the same neural architecture trained on an identical simulation budget. Adding the self-consistency
loss leads to improved density estimation (A) and sampling (B), judged both visually and via MMD between approximate
and true posteriors (C). Both approximators are well-calibrated (D, E). Pink star ⋆ marks the true parameter θ.

C.4. Extension: Sequential Neural Posterior Estimation with Self-Consistency Loss

SNPE (baseline) SNPE-SC (ours)

Figure 8: Our self-consistency loss visually improves
posterior sampling for SNPE in Experiment 1.

We repeat Experiment 1 with sequential neural posterior es-
timation (SNPE; Greenberg et al., 2019) and observe similar
improvements in the quality of posterior samples by adding
our self-consistency loss (see Figure 8). This underscores the
modular nature of the self-consistency loss, which renders it
applicable to a variety of inference algorithms. We leave an
in-depth analysis of the interplay of self-consistency losses and
sequential SBI algorithms to future work, as the focus of this
paper lies on amortized Bayesian inference.
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D. Details about Experiment 2
The two moons model is described in detail elsewhere (Lueckmann et al., 2021). We use a uniform prior on both components
of theta: θ1, θ2 ∼ Uniform(−2, 2).

The neural network architectures are identical for NPLE (baseline) and SC-NPLE (ours). The posterior and likelihood
networks are identical: Both consist of a neural spline flow (Durkan et al., 2019) with 6 coupling layers of 128 units each and
weight regularization with a factor γ = 10−4. Further, the latent space in the neural spline flow is a heavy-tailed Student-t
distribution (Alexanderson & Henter, 2020) with 50 degrees of freedom. The neural networks are trained for 200 epochs
with a batch size of 32 and an initial learning rate of 5 · 10−4. For the self-consistent variations, we choose a piecewise
constant schedule µ(·) on the weight λ, where λ = 0 for the first 100 epochs (i.e., no self-consistency term) and λ = 1 for
the remaining 100 epochs.

E. Details about Experiment 3
In Experiment 3, we apply our method to an experimental data set in biology (Silk et al., 2011). Upon serum stimulation of
various cell lines, the transcription factor Hes1 exhibits sustained oscillatory transcription patterns (Momiji & Monk, 2008).
The concentration of Hes1 mRNA can be modeled by a set of three differential equations,

dm

dt
= −kdegm+

1

1 + (p2/p0)h
,

dp1
dt

= −kdegp1 + νm− k1p1,
dp2
dt

= −kdegp2 + k1p1 (23)

with degradation rate kdeg , Hes1 mRNA concentration m, cytosolic Hes1 protein concentration p1, and nuclear Hes1 protein
concentration p2. The parameters θ = {p0, h, k1, ν} govern the dynamics of the differential equations, and we estimate
them in the unbounded log space to facilitate inference. p0 corresponds to the amount of Hes1 protein in the nucleus when
the rate of transcription of Hes1 mRNA is at half of its maximum value, h is the Hill coefficient, k1 is the rate of transport of
Hes1 protein into the nucleus and ν is the rate of translation of Hes1 mRNA (Silk et al., 2011).

In accordance to (Filippi et al., 2011), we use fixed initial conditions m0 = 2, p1 = 5, p2 = 3 and set kreg = 0.03. In our
model we regard the observed mRNA concentrations yt as noisy measurements of the true underlying mRNA concentration
mt with unit Gaussian observation error, yt ∼ N (mt, 1).

Silk et al. (Silk et al., 2011) used quantitative real-time PCR to collect the real experimental data

Y = [1.20, 5.90, 4.58, 2.64, 5.38, 6.42, 5.60, 4.48]

where the first observation y1 is measured after 30 minutes, and all subsequent values are measured in 30 minute intervals
(Filippi et al., 2011). The mRNA measures yt refer to fold changes relative to a control sample. The Bayesian model uses
Gamma priors on all parameters,

p0 ∼ Γ(2, 1), h ∼ Γ(10, 1), k1 ∼ Γ(2, 50), ν ∼ Γ(2, 50), (24)

where Γ(a, b) denotes the Gamma distribution with shape a and rate b.

Both NPLE (baseline) and our self-consistent approximator are trained for 70 epochs and use the same neural spline flow
architecture consisting of 4 coupling layers with spectral normalization (Miyato et al., 2018) and a heavy-tailed Student-t50
latent distribution (Alexanderson & Henter, 2020) for a more robust latent space. For training, we use a batch size of 16 and
an initial learning rate of 10−3. For the self-consistent approximator, we use K = 100 Monte-Carlo samples.
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Figure 9: Experiment 3, Ablation: Underexpressive likelihood network. For the underexpressive likelihood network, we
use a neural spline flow architecture with a single coupling layer, no L2 regularization, no dropout and a linear activation
function. For low simulation budgets, posterior loss on a separate validation dataset is lower than standard NPLE (A).
However, MMD between the approximate and true posterior is larger for SC-NPLE using the underexpressive likelihood
network (B). The calibration error (C) lies between the calibration errors obtained from NPLE and SC-NPLE with a more
suited likelihood network.

F. Details about Experiment 4
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Figure 11: Experiment 4 (Source Location Finding).
Illustration of the problem setup.

The inference task in this experiment is to locate a hidden source
θ ∈ R2 from N noisy measurements Y ∈ RN×1 of its signal
intensity, which is observed at N pre-determined measurement
points X ∈ RN (see Figure 11).

More concretely, the sources is sampled from a standard Gaus-
sian: θ

i.i.d.∼ N (θ |0, I) and the likelihood of the outcome is
Y ∼ N (Y | ν(θ,x), σ2), where ν(θ,X) = b + α

(m+||θ−X||)2 .
For convenience, we concatenate the measurements Y and mea-
surement point locations X to a matrix of observables with
(N × 3) elements. In the given context, α may be either prede-
termined constants or random variables, b > 0 represents a fixed
background signal, and m is a constant representing the maxi-
mum signal. In our experiment we use σ = 0.5, α = 1, b = 0.1
and m = 10−4.

Both baseline NPE and our self-consistent approximator (SC-
NPE) use identical neural networks and hyperparameters to en-
sure a fair comparison. We use an attention-based permutation-
invariant neural network, i.e., a set transformer (Lee et al., 2019), to learn 32-dimensional embeddings that are maximally
informative for posterior inference (Radev et al., 2020). The posterior network qϕ is a neural spline flow (Durkan et al.,
2019) with 6 coupling layers. The neural networks are trained for 35 epochs with an initial learning rate of 10−3 and a batch
size of 32.
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Figure 10: Experiment 4 (Source Location Finding). For one fixed data set, we show the reference posterior (HMC via
Stan), as well as NPE (baseline) and SC-NPE (ours). Compared to the NPE baseline, our self-consistent approximator
yields a noticeably sharper posterior without introducing additional bias, which is supported by a lower (better) MMD to the
reference posterior.

G. Details about Experiment 5
The experiment setup follows Lueckmann et al. (2021) (Section T.9), with a modification: we use 160 instead of 10 evenly
spaced time points. The neural network architectures are identical for NPLE (baseline) and SC-NPLE (ours). The posterior
and likelihood networks also share same architectures: we use neural spline flow (Durkan et al., 2019) with 5 coupling layers.
The latent space of the flow is a Student-t distribution with 30 degrees of freedom. We train for 100 epochs, batch size of 32
and initial learning rate of 10−3, simultaneously learning the amortized likelihood and posterior. For the self-consistent
variations, we apply a piecewise constant schedule to the weight λ: λ = 0 for the first 2 epochs (i.e., no self-consistency
term) and λ = 0.1 for the remaining epochs.
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