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Abstract

The widespread use of diffusion models has led to an abundance of AI-generated
data, raising concerns about model collapse—a phenomenon in which recur-
sive iterations of training on synthetic data lead to performance degradation.
Prior work primarily characterizes this collapse via variance shrinkage or distri-
bution shift, but these perspectives miss practical manifestations of model col-
lapse. This paper identifies a transition from generalization to memorization
during model collapse in diffusion models, where models increasingly replicate
training data instead of generating novel content during iterative training on syn-
thetic samples. This transition is directly driven by the declining entropy of
the synthetic training data produced in each training cycle, which serves as a
clear indicator of model degradation. Motivated by this insight, we propose
an entropy-based data selection strategy to mitigate the transition from general-
ization to memorization and alleviate model collapse. Empirical results show
that our approach significantly enhances visual quality and diversity in recur-
sive generation, effectively preventing collapse. The source code is available at
https://github.com/shilianghe007/Model_Collapse.git

1 Introduction

As generative models, such as diffusion models, become widely used for image synthesis and video
generation, a large volume of generated data has emerged on the Internet. Since state-of-the-art
diffusion models can generate realistic content that even humans cannot easily distinguish, the train-
ing datasets for next-generation models will inevitably contain a significant proportion of synthetic
data. Figure 1 illustrates this self-consuming loop, where at each iteration2, data generated by the
current model is subsequently used to train the new model for the next iteration. Unfortunately, sev-
eral recent studies have demonstrated that recursively training models on datasets contaminated by
AI-generated data leads to performance degradation across these self-consuming iterations—even
when synthetic data comprises only a small fraction of the dataset [1]. This phenomenon, termed
model collapse in prior work, poses a significant threat to the future development and effectiveness
of generative models.

∗The first two authors contribute equally.
2This paper uses “iteration” to denote a full cycle of training and generation, rather than a gradient update.
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Figure 1: High-level depiction of the self-consuming pipeline. Top: Collapse iteration represents
the replace paradigm where models are trained solely on synthetic images generated by the previous
diffusion model. Middle: In the mitigated iteration, original real data and previously generated data
are added to train the next-generation model. Our proposed selection methods construct a training
subset and can further mitigate collapse. Bottom Right: Evolution of the generated images.

As surveyed by [2], recent studies have identified various collapse behaviors that depend on the
performance metrics employed. A series of papers [3–6] reveal the model collapse phenomenon
through the variance of the learned distribution. They empirically and theoretically show that the
model continually loses information in the distribution tail, with variance tending towards 0. Another
line of work [5, 7–10] investigates the issue from the perspective of population risk or distribution
shifts. These studies observe that the generated distribution progressively deviates from the under-
lying distribution, causing the model’s population risk to increase throughout the recursive process.
Numerous studies [11–13] also report that models begin generating hallucinated data. Despite signif-
icant theoretical insights regarding variance dynamics, the reduction of variance to negligible levels
typically occurs only after an extremely large number of iterations. As noted by [2, 4], the collapse
progresses at such a slow pace that it is rarely a practical concern in real-world applications. In con-
trast, the visual quality and diversity of generated images deteriorate rapidly. Furthermore, although
population risk or distribution shifts offer a holistic view of performance degradation, they do not
adequately characterize specific collapse behaviors.

Accordingly, this paper conducts an in-depth investigation into the collapse dynamics of diffusion
models and identifies a generalization-to-memorization transition occurring across successive itera-
tions. Specifically, during early iterations, the model demonstrates a strong capability to generate
novel images distinct from those in the training set, but gradually shifts towards memorization in
later iterations, merely replicating training images. This transition significantly reduces the diver-
sity of generated content and results in higher FID scores. Moreover, directly reproducing images
from training datasets may raise copyright concerns [14, 15]. Furthermore, we empirically reveal
a strong linear correlation between the generalizability of the trained model and the entropy of its
training dataset. As iterations progress, the entropy of the data distribution sharply decreases, di-
rectly resulting in a decline in the models generalizability, which illustrates a clear transition from
generalization to memorization. Motivated by these empirical findings, we propose entropy-based
selection methods to construct training subsets from candidate pools. Extensive experimental val-
idation demonstrates that our proposed methods effectively identify high-entropy subsets, thereby
decelerating the generalization-to-memorization transition. Additionally, our approach achieves su-
perior image quality and lower FID scores in recursive training loops compared to baseline methods.

Our Contributions. The contributions of this paper are summarized as follows:

1. We identify the generalization-to-memorization transition within the self-consuming loop, pro-
viding a novel perspective for studying model collapse and highlighting critical practical issues
arising from training on synthetic data.
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2. We investigate the key factor driving this transition and empirically demonstrate a strong correla-
tion between the entropy of the training dataset and the generalization capability of the model.

3. Motivated by our empirical findings, we propose entropy-based data selection methods, whose
effectiveness is validated through comprehensive experiments across various image datasets.

2 Background

In this work, we focus on the image generation task. Let X be the d-dimensional image space,
X ⊆ Rd and let P0 be a data distribution over the space X . We use bold letters to denote vectors
in X . We assume the original training data Dreal = {x(1)

real, . . . ,x
(N0)
real } are generated independently

and identically distributed (i.i.d.) according to the underlying distribution P0, i.e., x(i)
real ∼ P0.

Diffusion Models. For a given data distribution, diffusion models do not directly learn the proba-
bility density function (pdf) of the distribution; instead, they define a forward process and a reverse
process, and learn the score function utilized in the reverse process. Specifically, the forward pro-
cess [16] progressively adds Gaussian noise to the image, and the conditional distribution of the
noisy image is given by: p(xt|x0) = N (xt;

√
ᾱtx0, (1− ᾱt)I), where ᾱt is the scale sched-

ule, x0 is the clean image drawn from P0, and xt is the noisy image. This forward can also
be described as a stochastic differential equation (SDE) [17]: dx = f(x, t)dt + g(t)dw, where
f(·, t) : Rd → Rd denotes the vector-valued drift coefficient, g(t) ∈ R is the diffusion coef-
ficient, and w is a standard Brownian motion. This SDE has a corresponding reverse SDE as
dx = [f(x, t)− g2(t)∇x log pt(x)]dt+ g(t)dw, where dt represents a negative infinitesimal time
step, driving the process from t = T to t = 0. The reverse SDE enables us to gradually convert a
Gaussian noise to a clean image x ∼ P0.

The score function∇x log pt is typically unknown and needs to be estimated using a neural network
sθ(x, t). The training objective can be formalized as

Et∼U(0,T )Ept(x)

[
λ(t) ∥∇x log pt(x)− sθ(x, t)∥22

]
,

and can be efficiently optimized with score matching methods such as denoising score matching
[18].

Self-Consuming Loop. Following the standard setting of model collapse [1, 4, 7, 11, 19–21], we
denote the training dataset at the n-th iteration as Dn. Let A(·) denote the training algorithm that
takes Dn as input and outputs a diffusion model characterized by the distribution Pn, i.e., Pn =
A(Dn). In this work, we train the diffusion model from scratch at each iteration. Subsequently, the
diffusion model generates a synthetic dataset of size Nn, denoted by Gn ∼ PNn

n , which is used in
subsequent iterations.

Based on the specific way of constructing training datasets, previous studies [4, 11, 22] distinguish
two distinct iterative paradigms:

• The replaced training dataset. At each iteration, the training dataset consists solely of synthetic
data generated by the previous diffusion model, i.e., Dn = Gn−1. Several studies [4, 8, 22]
refer to this as the “replace” paradigm and have demonstrated that under this setting, the variance
collapses to 0 or the population risk diverges to infinity.

• The accumulated training dataset. A more realistic paradigm [8, 11] is to maintain access to
all previous data, thereby including both real images and all synthetic images generated thus far,
i.e., Dn = (∪n−1

j=1 Gj) ∪ Dreal. However, continuously increasing the training dataset size quickly
demands substantial computational resources. A practical compromise is to subsample a fixed-
size subset from all candidate images, referred to as the “accumulate-subsample” paradigm in [4].
Under certain conditions, prior work [4, 8] have shown that accumulating real and synthetic data
mitigates model degradation, preventing population risk from diverging.

This work focuses on the replace and accumulate-subsample paradigms following prior studies of
[3, 4, 6]. Please refer to the Appendix for additional related work.
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3 Model Collapses from Generalization to Memorization

In this section, we empirically demonstrate the transition from generalization to memorization that
occurs over recursive iterations, and investigate the underlying factors driving this transition. All
experiments in this section are conducted on the CIFAR-10 dataset [23] using a UNet-based DDPM
model [16], under the replace paradigm, where each model is trained solely on samples generated
by the model from the previous iteration. However, in Appendix D, we extend the explorations to
other datasets and paradigms, where the conclusion remains valid.

Generalization Score. To quantify generalization ability, we adopt the generalization score [15,
24, 25], defined as the average distance between each generated image and its nearest training image:

GS(n) ≜ Dist(Dn,Gn) =
1

|Gn|
∑
x∈Gn

min
z∈Dn

κ(x, z), (1)

where κ(·, ·) : Rd × Rd → R denotes a distance metric between two data points. A higher general-
ization score GS(n) indicates that the model generates novel images rather than replicating training
samples.

Remark: [15] measure generalizability as the probability that the similarity between a generated
image and its nearest training sample exceeds a threshold. [25] assesse memorization via a hypoth-
esis test. While definitions of generalizability vary across studies, they are fundamentally similar,
relying on nearest neighbor distances.

Highlight of Observations: The generated data progressively collapses into numerous compact
local clusters over model collapse iterations, as evidenced by both the sharp decline in entropy over
iterations and visualizations. This localized concentration of data points then facilitates memoriza-
tion in subsequent models, reducing their ability to generate novel images. Our claim is supported
by the following three findings.

3.1 Finding I: Generalization-to-Memorization Transition

A generalization-to-memorization transition is revealed by experiments showing that the model ini-
tially generates novel images but gradually shifts to reproducing training samples in later iterations.
We conduct iterative experiments on the CIFAR-10 benchmark [23] to illustrate this transition. Fig-
ure 2 visualizes generated samples alongside their nearest neighbors in the training set. With a
relatively large sample size, i.e., 32,768 real samples as the starting training dataset, the model tends
to generalize first and then memorize. At the early iterations, the diffusion model exhibits strong
generalization in early iterations, producing high-quality novel images with little resemblance to
training samples. However, its generalization ability deteriorates rapidly over successive iterations,
and the model can only copy images from the training dataset after several iterations.

To quantitatively validate the generalization-to-memorization transition, we track the generaliza-
tion score (GS) introduced in Equation (1), which measures the similarity between the gen-
erated images Gi and the corresponding training images Di at each iteration. We follow
the protocol of [15] and construct six nested CIFAR-10 subsets of increasing size: |D1| ∈
{1,024; 2,048; 4,096; 8,192; 16,384; 32,768}. These subsets span approximately 3% to 65% of the
full training set, providing controlled start points that reflect varying degrees of memorization and
generalization. As shown in Figure 2, GS drops almost exponentially with successive iterations,
providing strong empirical evidence for the generalization-to-memorization transition. The decline
is noticeably slower for larger training subsets, indicating that larger sample sizes preserve general-
ization longer and delay the onset of memorization. For the smallest dataset of 1,024 images, the
model enters the memorization regime from the first iteration and remains there throughout.

3.2 Finding II: The Entropy of the Training Set Shrinks Sharply over Iterations

We identify entropy as the key evolving factor in the training data that drives the transition from
generalization to memorization. Prior work [24] interprets generalization in diffusion models as a
failure to memorize the entire training set. [15] further show that diffusion models tend to generalize
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Figure 2: The generalization-to-memorization transition. Left: visualization of the generated
images (Gn) and their nearest neighbors in the training dataset (Dn). As the iteration proceeds, the
model can only copy images from the training dataset. Right: quantitative results of the generaliza-
tion score of models over successive iterations. We use different colors to represent different dataset
sizes. A smaller dataset has a larger decaying rate and even falls in the memorization regime at the
start [15]. We use “iteration” to denote a full cycle of training and generation, rather than a gradient
update.

when trained on large datasets (e.g., > 214 images in CIFAR-10) and to memorize when trained on
small ones (e.g., < 29 images). However, since we fix the size of the training dataset for every iter-
ation, the previous conclusion [15] that a larger dataset leads to generalization cannot fully explain
the phenomenon observed in Finding I. We hypothesize that although sample size remains constant,
the amount of information it contains decreases over time, making it easier for the model to memo-
rize. Based on this hypothesis, we adopt the differential entropy to quantify the information content
and complexity of the continuous image distribution.
Definition 3.1 (Differential Entropy [26]). Let X be a continuous random variable with probability
density function f supported on the set X . The differential entropy H(X) is defined as

H(X) = E[− log(f(X))] = −
∫
X
f(x) log f(x) dx

Estimation. However, the density function f of the image distribution is unknown. We use the fol-
lowing Kozachenko-Leonenko (KL) estimator proposed in a well-known paper [27] to empirically
estimate H(X) from a finite set of i.i.d. samples D drawn from the distribution P :

Ĥγ(D) = ψ(|D|)− ψ(γ) + log cd +
d

|D|
∑
x∈D

log εγ(x), (2)

where ψ : N → R is the digamma function, i.e., the derivative of the logarithm of the gamma
function; γ is any positive integer; cd denotes the volume of the unit ball in the d-dimensional space;
and εγ(x) = κ(x,xγ) represents the γ-nearest neighbor distance, where xγ is the γ-th nearest
neighbor of x in the set D. Prior work [28] has shown that the KL estimator is asymptotically
unbiased and consistent under broad conditions.

We use the KL estimator with γ = 1 to measure the entropy of the image dataset at each iteration.
As shown in Figure 3, the entropy of the generated image dataset—used as the training set in the
next iteration—consistently decreases over iterations. With a fixed dataset size, the only dataset-
dependent term in Equation (2) is the sum of nearest-neighbor distances ε(x) indicating that samples
in D become increasingly concentrated. This suggests the distribution is becoming spiky. Figure 3
further illustrates this trend by projecting high-dimensional images onto the subspace spanned by
their top two eigenvectors. The visualization reveals that the generated images form numerous local
clusters, while the overall support of the distribution remains relatively stable.

3.3 Finding III: The Correlation between Entropy and Generalization Score

We verify that the generalization score of the trained model is strongly correlated with the entropy of
the training dataset. The similar collapsing trends of entropy and the generalization score motivate a
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Figure 3: Decreasing entropy and visualizations. Left: The evolving entropy of the training
dataset over iterations. Under the replace paradigm, the training data is the generated data from the
last iteration. Middle and Right: 2-D projection of data points onto the first two singular bases of
the real dataset. The orange points represent the generated images at the 1-st and 21-st iterations,
respectively.

(a) Generalization score versus estimated entropy. (b) Generalization score versus trace of covariance.

Figure 4: Scatter plots of the generalization score and properties of the training dataset, i.e., entropy
and variance. Each point denotes one iteration of training in the self-consuming loop. We use
different colors to represent the results of different dataset sizes.

deeper investigation into their relationship. In Figure 4a, we present a scatter plot of entropy versus
generalization score across different dataset sizes and successive iterations, with the y-axis shown
on a logarithmic scale. Notably, the entropy of the training dataset exhibits a significant linear rela-
tionship with the logarithm of the generalization score. The Pearson correlation coefficient is 0.91
with a p-value near zero, quantitatively confirming the strength of this correlation. Furthermore, the
scatter points corresponding to different dataset sizes are all approximately aligned along a single
line, suggesting the generality of the relationship between entropy and generalization. Specifically,
training datasets with higher entropy consistently yield better generalization in the trained model.
We also observe that larger datasets typically have higher entropy and result in better generalization,
aligning with the conclusion in [15] regarding the connection between dataset size and generaliza-
tion. For comparison, Figure 4b shows the scatter plot of variance versus generalization score. The
correlation appears substantially weaker than in Figure 4a, suggesting that variance in the training
dataset may not directly influence the generalization performance of the trained model.

Conclusion. Findings IIII collectively indicate that the generated data gradually collapses into
compact clusters, as shown by declining entropy. This concentration promotes memorization in the
model of the next iteration and reduces its ability to generalize. In Appendix D, we further extend
these explorations to the FFHQ dataset and accumulate paradigm, demonstrating a more robust
relation.
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4 Mitigating Model Collapse with Data Selection Methods

In this section, we propose a sample selection method that selects a subset of images from the
candidate pool to mitigate the model collapse. Motivated by the empirical finding in Section 3, the
selected training images should have high entropy, characterized by large nearest-neighbor distances
and greater diversity. This objective can be formalized as the following optimization problem:

max
D⊂S, |D|=N

Ĥ1(D) ⇐⇒ max
D⊂S, |D|=N

∑
x∈D

log min
y∈D\x

κ(x,y),

where S denotes the candidate pool. For the accumulate-subsample setting, S is all the accumulated
images so far. In the replace setting, S consists of the images generated by the previous model, with
size twice that of the target training set.

Unfortunately, this non-convex max-min problem is hard to solve to a global solution efficiently.
Alternatively, we approximate the solution through a greedy strategy inspired by farthest-point sam-
pling, which aims to maximize the nearest-neighbor distance.

Method I: Greedy Selection. The procedure iteratively constructs a subset D ⊂ S of size n by
adding the farthest point one at a time as follows:

1. Initialization: Randomly select an initial point from the dataset S and add it to the set D.
2. Iterative Selection: At each iteration, for every candidate point x ∈ S \ D, compute the

minimum distance from x to all points currently in D. Select the point with the maximum of
these minimum distances and add it to D, i.e., xselect = argmaxx∈S\D miny∈D κ(x,y).

3. Termination: Repeat the selection process until |D| = N .

The Greedy Selection method can efficiently and effectively extract a subset with a large entropy.
However, this greedy method carries a risk of over-optimization, which may lead to an excessively
expanded distribution and a progressively increasing variance in the selected samples. To mitigate
this, we also provide the following Threshold Decay Filter, which can control the filtration strength
by a decaying threshold.

Methods II: Threshold Decay Filter. The procedure constructs a subset D ⊂ S of size N by
iteratively selecting samples that are sufficiently distant from the current set D. The algorithm
proceeds as follows:

1. Initialization: Set an initial threshold τ > 0. Randomly select one point from the dataset S
and add it to the set D.

2. Threshold-based Selection: For each point x ∈ S \ D, compute the distance from x to all
points in D. If all distances are greater than the current threshold τ , add x to D.

3. Threshold Decay: If |D| < N after a complete pass through S \ D, reduce the threshold τ
by multiplying it with a decay factor α ∈ (0, 1), and repeat Step 2.

4. Termination: Repeat Steps 2–3 until |D| = N .

Threshold Decay Filter is a soft variant of Greedy Selection that provides adjustable control over the
selection strength. When the initial threshold is set sufficiently high and the decay factor is close to
1, the Threshold Decay Filter behaves similarly to Greedy Selection. Conversely, if both the initial
threshold and decay factor are set to 0, the filter does not filter out any data point and reduces to the
vanilla replace or accumulate-subsample paradigm. In practice, we first extract image features using
a DINOv2 [29] model and compute distances in the feature space, i.e., κ(x,y) = ∥h(x)− h(y)∥2,
where h(·) denotes the feature extractor.

5 Experiments

We empirically evaluate how our data selection strategies introduced in Section 4 interact with the
two self-consuming paradigms: replace and accumulate-subsample. In both settings, our method
serves as a plug-in component for selecting high-quality and diverse training samples from the can-
didate pool. We demonstrate that the proposed strategies effectively alleviate memorization and
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Figure 5: Generalization Score of the trained model over iterations. We indicate the settings
on top of the subfigures. In each subfigure, three different lines are used to represent the vanilla
paradigm and its variants augmented with the proposed selection methods.

Figure 6: FID of the generated images over iterations. We indicate the settings on top of the
subfigures. In each subfigure, three different lines are used to represent the vanilla paradigm and its
variants augmented with the proposed selection methods.

reduce FID scores, thereby mitigating model collapse. Additionally, experiments on classifier-free
guidance (CFG) [30] generation show that our method effectively mitigates diversity collapse of
CFG.

Datasets. We conduct experiments on three widely used image generation benchmarks. CIFAR-
10 [23] consists of 32 × 32 color images in 10 classes. Due to computational constraints, we use a
subset of 32,768 training images. Our goal is not to achieve state-of-the-art FID among large diffu-
sion models but rather to demonstrate that our method mitigates memorization in the self-consuming
loop. As shown in Section 3, this subset is sufficient to observe the transition from generalization
to memorization. We also conduct experiments on subsets of FFHQ [31], downsampled to 32× 32
resolution, and MNIST [32], using 8,192 and 12,000 training images, respectively.

Model. For CIFAR-10 and FFHQ, we employ a UNet-based backbone [33] designed for 32× 32
RGB images, which predicts noise residuals. The network contains approximately 16M parameters.
For MNIST, we use a similar UNet-based architecture adapted for single-channel inputs, with a total
of 19M parameters. Detailed network configurations are provided in the Appendix.

Implementation. For iterative training and sampling, our implementation is based on the Hugging
Face Diffusers codebase [34] of DDPM. We use a mixed-precision training of FP16 to train the
models. We adopt an Adam optimizer with a learning rate of 10−4 and a weight decay of 10−6. The
batch size is 128. A 1000-step denoising process is used, with all other hyperparameters set to their
default values. For Threshold Decay Filter, we use an initial threshold of 60 and a decay rate of 0.95.
We show in the Appendix that our method is robust in a wide range of hyperparameters.

Evaluation Metrics. We use the generalization score and entropy to evaluate the effectiveness
of our method in mitigating memorization. Additionally, we adopt the Fréchet Inception Distance
(FID) [35] as a metric to quantify the distributional divergence between generated images and real
images.
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Figure 7: Estimated entropy of the training datasets over iterations. We indicate the settings
on top of the subfigures. In each subfigure, three different lines are used to represent the vanilla
paradigm and its variants augmented with our selection methods.

Figure 8: Proportion of the selected images from previous iterations or the real dataset. We use
different colors to represent different sources. Particularly, the blue bars denote the proportion of the
real images. The red line represents the 1/n curve that indicates the proportion of the real images if
we evenly select the data subset from all available images (accumulate-subsample). We indicate the
settings on top of the subfigures.

Results. To evaluate the efficacy of our selection methods in mitigating memorization within the
self-consuming loop, we compare the generalization scores of two vanilla paradigms with those
augmented by Greedy Selection or Threshold Decay Filter. As shown in Figure 5, Greedy Selec-
tion consistently improves generalization scores across all datasets and paradigms and is particularly
effective in the accumulate-subsample setting. Importantly, our selection methods mitigate memo-
rization without compromising FID performance; in fact, they can even slow down FID degradation.
Figure 6 reports the FID of generated images over successive iterations. Under the accumulate-
subsample paradigm, both methods yield notable improvements in FID, with Greedy Selection out-
performing Threshold Decay Filter. For example, the vanilla accumulate paradigm reaches an FID
of 75.7 at iteration 8, whereas Greedy Selection significantly reduces it to 44.7. On the FFHQ
dataset under the replace paradigm, however, Threshold Decay Filter performs better, suggesting
that adaptive selection strength may be beneficial in certain cases.

Analysis for the Improvement. We present the estimated entropy of the training datasets in Fig-
ure 7. As shown in the figure, our selection methods effectively increase the entropy of the training
data at each iteration, consistent with their design. These more diverse, higher-entropy datasets
subsequently enable the next-iteration model to generalize better, as evidenced by the improved
generalization scores in Figure 5.

We further investigate which samples are selected by our methods under the accumulate-subsample
paradigm, where the model has access to all prior synthetic images and the real images, but is trained
on a subset of them. Figure 8 shows the proportion of selected samples originating from different
sources, with the blue bar indicating the proportion of real images. As illustrated in the figure, both
Greedy Selection and Threshold Decay Filter consistently select a significantly higher proportion
of real images compared to the 1/n reference curve. For example, on the FFHQ dataset, Greedy
Selection selects 65% real images at the 8-th iteration, while vanilla subsampling includes only
12.5%. This outcome arises because the image distribution progressively collapses into compact
clusters over iterations, and our selection methods tend to prioritize boundary samples—namely,
real images—by maximizing the nearest neighbor distance.
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(a) Unconditional (b) CFG (Scale = 2) (c) CFG With Filtering
(d) Entropy versus itera-
tion

Figure 9: Comparisons of unconditional, CFG, and CFG augmented with filter method. (a)-(c):
Generated samples on MNIST [32] at the 8-th iteration under the accumulate paradigm. The FIDs of
images in (a)-(c) are 74.4, 66.2, and 22.4 respectively. (d): The estimated entropy of the generated
dataset over iterations, which reflects the diversity of the generated images.

Diversity Improvement on Classifier-Free Diffusion Guidance (CFG) [30]. We further validate
the effectiveness of our methods in the CFG setting and show that they substantially improve the di-
versity of generated images. CFG is a widely used conditional generation technique that consistently
enhances perceptual quality but often sacrifices diversity [30, 36, 37]. Prior work by [38] identifies
the CFG scale as a key factor influencing the rate of model collapse and suggests that setting a
moderate scale can help mitigate model collapse. Experimentally, we observe that the CFG genera-
tion can indeed generate clearer images than the unconditional baseline, as compared in Figures 9a
and 9b. However, the diversity of generated images collapses rapidly even with a modest guid-
ance scale, with samples within each class soon becoming nearly identical. In contrast, Figures 9c
and 9d demonstrate that augmenting CFG with our data selection methods significantly improves
image diversity and yields substantially lower FID scores compared to the vanilla CFG paradigm.
These results demonstrate that our approach effectively mitigates the diversity loss of CFG while
preserving its quality advantage throughout the self-consuming loop.

6 Conclusion and Discussion

In this work, we reveal a generalization-to-memorization transition in diffusion models under recur-
sive training, highlighting a serious practical concern and offering a new perspective on model col-
lapse. We empirically demonstrate that the entropy of the training data decreases over iterations and
is strongly correlated with the model’s generalizability. Motivated by the findings, we propose an
entropy-based data selection strategy that effectively alleviates the generalization-to-memorization
transition and improves image quality, thus mitigating model collapse.

Based on this work, we believe many future directions could be further investigated. This paper
doesn’t rigorously explain why the entropy is collapsing. The finite dataset size, training and sam-
pling errors, and the model bias could all contribute to the collapsing entropy (or the information
loss). We envision that a more formal theoretical analysis of collapse dynamics could be developed
based on theoretical models such as the mixture of Gaussians [39–41]. Besides, this framework
could be extended to the language modality, investigating the discrete diffusion model [42–44]. Ad-
ditionally, a more efficient algorithm is needed, as the current greedy selection method is computa-
tionally expensive.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state our motivations, empirical findings,
proposed methods, experimental validation, and other contributions.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We carefully discuss the problem setup and assumptions in Section 2. While
our findings are empirical, exploring their theoretical foundations is an interesting avenue
for future investigation.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.
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reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We don’t have theoretical results that need assumptions or proofs. This work
empirically focus on the generalization-to-memorization transition in models happened dur-
ing model collapse.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Implementation details of our methods and experiments are provided in Sec-
tion 5 and the Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have clearly cited all datasets used in this paper, which are publicly ac-
cessible online. Our implementation is based on the Hugging Face Diffusers codebase [34]
for DDPM. We will release the code upon acceptance of the paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all the needed training and test details in Sections 3 and 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We present the Pearson correlation coefficient in Section 3 to provide statisti-
cal significance of the correlation between entropy and generalization score.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the information on the computer resources in Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research conform with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the potential impacts of our paper in the Appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.

18

https://neurips.cc/public/EthicsGuidelines


• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not pose risks of misuse; rather, our methods help mitigate
the risk of model collapse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite all datasets, code, and models used, and comply with their licenses
and usage terms.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Work

A.1 Model Collapse

As state-of-the-art generative models continue to improve in image quality, AI-generated images
have become increasingly indistinguishable from real ones and are inevitably incorporated into the
training datasets of next-generation models. In fact, [11] have shown that the LAION-5B dataset
[45], which is used to train Stable Diffusion, indeed contains synthetic data. Unfortunately, recent
studies [1, 4, 7, 11, 19–21] demonstrate that model performance deteriorates under such recursive
training, potentially leading to model collapse, where the model generates increasingly homoge-
neous and meaningless content. The concept of model collapse was first introduced in [3], which
also provides a theoretical framework based on Gaussian models. Their analysis shows that if a
Gaussian model is recursively estimated using data generated by its predecessor, its variance con-
verges to zero—collapsing the distribution into a delta function concentrated at a single point.

Following this important line of work, substantial research has further explored the model collapse
phenomenon. [6] extend the theoretical analysis from Gaussian to Bernoulli and Poisson models.
[7] study recursive training under high-dimensional linear and ridge regression settings, providing
a linear error rate and proposing optimal regularization to mitigate collapse. [20] argue that the
conventional scaling laws for foundation models break down when synthetic data is incorporated
into the training set. [46] demonstrate that model biases are amplified through recursive genera-
tion and proposes algorithmic reparation techniques to eliminate such biases and negative semantic
shifts. [47] introduce a statistical model that characterizes the collapse process in language models
and theoretically estimates the maximum allowable proportion of synthetic data before collapse oc-
curs, validated empirically. [48] show that human preferences can be amplified in an iterative loop:
modeling human curation as a reward process, the curated distribution pt converges to p∗ that max-
imizes the expected reward as t → ∞. In the work of [48], the reward r(x) is a pointwise function
over individual images, whereas our method can be viewed as a curation strategy that maximizes
dataset-level entropy at each iteration. Whether the theory in [48] extends to dataset-wise rewards
r(S), such as dataset entropy, remains an open question. Nonetheless, their intuition aligns with
our results that entropy can be iteratively enhanced compared to vanilla methods. [49] provide the
first generalization error bounds for Self-Consuming Training Loops (STLs), showing that mitigat-
ing model collapse requires maintaining a non-negligible portion of real data and ensuring recursive
stability. In contrast, our work focuses on a specific collapse phenomenon—the generalization-to-
memorization transition—and introduces an entropy-based data selection algorithm to mitigate this
behavior. [50] provide a rigorous theoretical analysis for the model collapse in rectified flow models
and then propose methods to mitigate it. Finally, [51] investigate collapse in diffusion models by an-
alyzing the training dynamics of a two-layer autoencoder optimized via stochastic gradient descent,
showing how network architecture shapes the model collapse.

To mitigate model collapse, several strategies have been proposed in prior work. One common
approach is to accumulate all previously generated samples along with real data into the training
set—referred to as the accumulate paradigm in our paper. This strategy has been both empirically
and theoretically validated. For example, [8] show that the accumulate paradigm prevents divergence
of test error under a linear regression setup. [22] further establish the universality of the error
upper bound across a broad class of canonical statistical models. In a related setting, [4] study
an accumulate-subsample variant, confirms that the test error plateaus and examines interactions
between real and synthetic data. [5] provide theoretical guarantees for stability in iterative training,
assuming the initial model trained on real data is sufficiently accurate and the clean data proportion
in each iteration remains high. Despite these findings, recent work [9] present a robust negative
result, showing that model collapse persists even when real and synthetic data are mixed. Similarly,
[11] argue that the accumulate paradigm merely delays, rather than prevents, collapse. Introducing
fresh real data in each iteration may be necessary for long-term robustness. Other complementary
approaches include verification [21] and re-editing [52]. For instance, [21] theoretically underscore
the importance of data selection, though it does not propose a specific method. [52] target language
models and introduces a token-level editing mechanism with theoretical guarantees. Compared to
prior work, this paper proposes a novel entropy-based data selection method for diffusion models
that improves both generalizability and image quality, thereby mitigating model collapse.

Over the past few years, extensive research has explored model collapse from various perspectives
and dimensions. An important study [2] makes a thorough survey about different definitions and
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patterns investigated in previous work. A prominent line of work [3–6] focuses on the phenomenon
of variance collapse, both empirically and theoretically demonstrating that models progressively lose
information in the distributions tail, with variance tending toward zero. Another series of studies
[5, 7–10] investigates model collapse through the lens of population risk and distributional shift, ob-
serving that the generated distribution increasingly diverges from the true data distribution, leading
to rising population risk across recursive training cycles. Moreover, several works [11–13] report
that models begin to generate hallucinated or unrealistic data as collapse progresses. [20] further
suggest that the inclusion of synthetic data alters the scaling laws of model performance. In addi-
tion, [51] study the progressive mode collapse [53] in diffusion models, where the number of modes
in the generated distribution gradually decreases. In this paper, we introduce a novel perspective
for analyzing model collapse in diffusion models by uncovering a generalization-to-memorization
transition. We show that this transition is closely tied to the entropy of the training dataset, which
serves as a key indicator of model generalizability. Our findings further motivate the development
of entropy-based data selection strategies that effectively mitigate model collapse.

A.2 Generalization and Memorization

Recent studies [15, 24] have identified two distinct learning regimes in diffusion models, depend-
ing on the size of the training dataset and the model’s capacity: (1) Memorization regime, when
models with sufficient capacity are trained on limited datasets, they tend to memorize the training
data; and (2) Generalization regime, as the number of training samples increases, the model be-
gins to approximate the underlying data distribution and generate novel samples. To investigate the
transition between these regimes, [54] show that the number of training samples required for the
transition from memorization to generalization scales linearly with the intrinsic dimension of the
dataset. In addition, the analysis of training and generation accuracies in [55] provides a potential
step toward quantifying generalization. [56] propose a theoretically grounded and computationally
efficient metric, Probability Flow Distance (PFD), to measure the generalization ability of diffusion
models. Specifically, PFD quantifies the distance between distributions by comparing their noise-
to-data mappings induced by the probability flow ODE. Meanwhile, concurrent work also explores
memorization and generalization separately. To understand generalization, studies such as [57, 58]
attribute the generalization to implicit bias introduced by network architectures. Other works study
the generalized distribution using Gaussian models [59, 60] and patch-wise optimal score functions
[61, 62]. As for memorization, it is investigated in both unconditional and conditional [63], as well
as the text-to-image diffusion models [64, 65]. Additionally, methods to mitigate memorization in
diffusion models have been proposed in [66, 67]. Distinct from prior work, our study is the first
to establish a connection between model collapse and the transition from generalization to memo-
rization. This connection not only offers a novel perspective to understand model collapse but also
provides insights to mitigate it by mitigating memorization.

A.3 Data Selection

[68–70] focus on data pruning techniques, but not necessarily in the context of self-consuming loops.
While both their approaches and ours demonstrate the benefits of data selection, there are several
key differences:

• Objective and evaluation: [68–70] primarily study how pruning improves scaling laws,
achieving higher accuracy as dataset size varies. In contrast, our work examines how model
performance evolves over an iterative training loop with a fixed dataset size, focusing on
the generalization-to-memorization transition.

• Task and criteria: Prior works focus on classification tasks, where sample selection depends
on label information. Our method targets generative modeling, where selection is based on
dataset entropy rather than label-driven criteria. Our objectives also differ: prior work
emphasizes classification accuracy, while we address model collapse from a generalization
perspective, providing a different angle of analysis.

• Pruning strategy: Methods in [68–70] largely rely on per-sample evaluation, whereas our
approach considers global dataset structure and relationships between samples. While this
may lead to increased computational complexity, it opens up new possibilities for designing
pruning criteria beyond per-sample evaluation.
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• Entropy definition: In [70], while the authors use a generative model to sample images, the
goal is to improve the classification performance of a classifier. And the entropy used in
their method is defined in the prediction space of a classifier, which is different from the
entropy of a dataset measured in our work.

B Experimental Details

B.1 Network Structure

For CIFAR-10 and FFHQ, we use a UNet-based backbone, taking RGB images as inputs and pre-
dicting noise residuals. Our implementation is based on the Hugging Face Diffusers base code [34].
The architecture hyperparameters of the neural network are listed as follows:

• The numbers of in-channel and out-channel are 3.
• The number of groups for group normalization within Transformer blocks is 16.
• The number of layers per block is 2.
• The network contains 6 down-sampling blocks and 6 up-sampling blocks.
• The numbers of feature channels for the 6 blocks are 48, 48, 96, 96, 144, 144 respectively.

For MNIST, we use a similar UNet-based backbone, taking single-channel images as inputs and
predicting noise residuals. The architecture hyperparameters of the network are listed as follows:

• The numbers of in-channel and out-channel are 1.
• The number of groups for group normalization within Transformer blocks is 32.
• The number of layers per block is 2.
• The network contains 4 down-sampling blocks and 4 up-sampling blocks.
• The numbers of feature channels for the 4 blocks are 64, 128, 256, 512 respectively.

B.2 Implementation Details

In this paper, we use DDPM as our generative method. For efficiency, we use the FP-16 mixing
precision to train our models, which is inherently implemented by the Hugging Face Diffusers code-
base. The batch size of training all datasets is set to be 128. A 1000-step denoising process is used as
the reverse process. For CIFAR-10, the epoch number is set to be 500; for FFHQ, the epoch number
is set to be 1000. We use the Adam optimizer with a learning rate of 10−4 and a weight decay of
10−6. Other experimental hyperparameters are exactly the default values in the original Hugging
Face Diffusers codebase. We use the DINOv2 model [29] to extract features of images and then
calculate the distance between two images in the feature space. We use the InceptionV3 model [71]
to extract features of images to calculate the FID score. All experiments are conducted on a single
NVIDIA A-100 GPU.

B.3 Pseudo-codes for the Algorithms

We present the pseudo-code of the Greedy Selection and Threshold Decay Filter methods in Algo-
rithms 1 and 2.

C Ablation Study

C.1 Training on More Samples

In Section 5 of the main paper, we augment the vanilla replace paradigm with our data selection
methods. Specifically, under the replace setting, the vanilla baseline generates N images and trains
the next-iteration model based solely on these N images from the previous iteration. Instead, the
data selection methods generates 2N images at each iteration, and select a subset of N images from
the 2N images for training the next-iteration model. One nature question is: what if we also generate
2N images and then train the next-iteration model on the entire 2N -image dataset without filtering.
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Algorithm 1 Greedy Selection

Require: Dataset S , target size N , distance function κ(·, ·)
Ensure: Selected subset D of size N

1: Initialize D ← {random point from S}
2: while |D| < N do
3: for all x ∈ S \ D do
4: Compute d(x)← miny∈D κ(x, y)
5: end for
6: xselect ← argmaxx∈S\D d(x)
7: D ← D ∪ {xselect}
8: end while
9: return D

Algorithm 2 Threshold Decay Filter

Require: Dataset S , target size N , initial threshold τ > 0, decay factor α ∈ (0, 1), distance
function κ(·, ·)

Ensure: Selected subset D of size N
1: Initialize D ← {random point from S}
2: while |D| < N do
3: added← false
4: for all x ∈ S \ D do
5: Compute dmin(x)← miny∈D κ(x, y)
6: if dmin(x) > τ then
7: D ← D ∪ {x}
8: added← true
9: end if

10: if |D| = N then
11: return D
12: end if
13: end for
14: if not added then
15: τ ← α · τ ▷ No point added⇒ decay threshold
16: end if
17: end while
18: return D

Next, we show that when training on the whole 2N dataset, the performance (FID score) of the
model is between the vanilla replace setting (generating N images and training on those N images)
and the data selection method (generating 2N images and training on the selectedN -images subset).
The results on CIFAR-10 are shown in Figure 10.

Several conclusions can be drawn by comparing the results across these settings.

• Incorporating more data into the training-sampling recursion can indeed mitigate the rate of
model collapse. Compared to the vanilla replacement paradigm (i.e., the first line), using
2N images (second line) yields improved performance. This aligns with prior findings
[4, 10] that sample size is a key factor influencing the collapse rate.

• Further augmenting the training data with our selection method leads to even better perfor-
mance than training on the full set of 2N images. The results validate the effectiveness
of our selection method, achieving a better FID performance while largely decreasing the
training budget.

In fact, there is a trade-off for the filter ratio. There are two clear extremes:

• If the ratio is 1, all 2N generated images are used for training. As we show in Figure 10, it
still degrades faster than filtering (ratio equals to 1/2)
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Figure 10: FID score of the generated images over iterations. We add an additional setting of
generating 2N images and training the next model on the entire 2N -images data without filtering.

Ratio 0.2 0.4 0.6 0.8 1.0

FID 56.0 44.7 40.0 38.2 49.5
Table 1: FID comparison of the models. We use various filter ratios to get the training subsets for
those models.

• Conversely, if the ratio approaches 0, too few images are selected for training, which detri-
mentally starves the model of data.

We then use different filter ratios to get training subsets from the 2N generated images and then train
models on those filtered datasets. The results in Table 1 show that an intermediate ratio yields the
best FID performance.

C.2 Different Decay Rates

The decay rate is one important hyperparameter for the Threshold Decay Filter. In this section, we
use different decay rates and show that the filter is robust to a wide range of decay rates.

Figure 11 shows the FID scores of generated CIFAR-10 images across iterations for different meth-
ods. As shown in the figure, the data selection methods consistently outperform the vanilla accumu-
late paradigm, indicating strong robustness of the hyperparameter.

D Additional Results

D.1 The Generalization-to-Memorization Collapse on Accumulate Paradigm

This subsection presents additional results on the accumulate paradigm and FFHQ dataset as a sup-
plement to the explorations in Section 3. Specifically, we show in Figure 12 that the generalization-
to-memorization collapse also occurs on the accumulation paradigm. We note that model collapse
has different definitions in previous studies. Here, we clarify that our results show the generalization
score consistently decreases over early iterations. However, we cannot determine whether the score
eventually collapses to zero or converges to a lower bound in the accumulate paradigm, as we only
have fewer than 10 iterations—insufficient to draw conclusions about convergence.
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Figure 11: FID score of the generated images over iterations. We compare the results for different
decay rates on CIFAR-10 dataset.

Figure 12: The generalization-to-memorization transition on the accumulate paradigm. Similar
to Figure 2, we visualize the generated images and their nearest neighbors in the training dataset.
As the iteration proceeds, the model loses generalization ability, collapsing into the memorization
regime.

D.2 The Robust Relationship between Generalization Score and Entropy

In Figure 2, we plot the results on CIFAR-10 datasets, demonstrating the dataset size-independent re-
lationship between generalization score and estimated entropy. This subsection further incorporates
the results from FFHQ and the accumulate paradigm to show a more general relation.

Specifically, we conduct the self-consuming loop for FFHQ with dataset sizes of 8, 192, 16, 384,
and 32, 768. Besides, we also include the results from Appendix D.1. Combining those, we show
a more robust relationship in Figure 13, where all the points align around the red dashed line. This
result suggests that the entropy of the training dataset is a dataset-independent indicator for the
generalization score.

D.3 Generated Images over Iterations

This subsection provides additional generated images of the trained model across iterations and
dataset sizes in a grid format. These images are generated from the vanilla replace paradigm.
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Figure 13: Scatter plots of the generalization score and estimated entropy of the training data.
Each point denotes one iteration of training in the self-consuming loop. In addition to the results in
Figure 4a, we include more results from FFHQ and on the accumulate paradigm. We use different
colors to denote the loops, different shapes (circles and triangles) to represent CIFAR and FFHQ,
and solid versus hollow markers to distinguish the replace and accumulate paradigms.

Figure 14: Generated images of models trained on 1024 CIFAR-10 images over iterations.

Figures 14 to 19 present the generated images of the model trained on CIFAR-10 with various dataset
sizes across successive iterations. As shown in Figures 14 and 15, the diffusion models tend to
memorize small training datasets throughout the recursive process, exactly copying training images
during generation. Because the generated samples are nearly identical to the training data, image
quality does not noticeably degrade. However, duplicated generations emerge in later iterations, and
diversity declines as the model gradually loses coverage over parts of the original images.

On the contrary, on the large dataset of 32,768 images, the models generate novel images in the
beginning. As the model collapses, the quality and diversity of the images gradually degrade over
iterations.
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Figure 15: Generated images of models trained on 2048 CIFAR-10 images over iterations.

D.4 Generated Image Distribution Becomes Spiky

In the main paper, we adopt the KL estimator of Equation (2) to evaluate the entropy given a finite
image dataset. With a fixed dataset size, the only dataset-dependent term in Equation (2) is the sum
of nearest-neighbor distances ε(x) indicating that samples in D become increasingly concentrated.
This suggests the distribution is becoming spiky. Figure 3 in the main paper also illustrates this trend
by projecting high-dimensional images onto the subspace spanned by their top two eigenvectors.
The visualization reveals that the generated images form numerous local clusters, while the overall
support of the distribution remains relatively stable.

To quantitatively measure the spiky degree of the empirical image distribution, we further adopt the
Mean Nearest Neighbor Distance (MNND) [31, 72], which removes the data-independent constants
and logarithm in the KL estimator:

MNND(Dt) ≜ Dist(Dt,Dt) =
1

|Dt|
∑
x∈Dt

min
z∈Dt\x

d(x, z). (3)

A lower MNND suggests a tightly clustered and spiky distribution, while a higher distance suggests
dispersion and diversity. The KL estimator can be related to MNND through

e
Ĥ1(Dt)−B

d ≤ MNND(Dt), (4)

where Ĥ1(Dt) represents the estimated entropy of Dt with k = 1 and B is a constant offset given a
fixed dataset size.

We want to clarify the nuance between MNND and variance. A spiky distribution does not imply that
all data points are concentrated in a single small region—this behavior has already been illustrated by
the variance collapse behavior [3–5]. Specifically, Figure 20 shows that the variance of the generated
dataset only slightly decreases along the successive iterations and is far from complete collapse. On
the contrary, MNND decreases almost exponentially and reaches a small value after 10 iterations.
Thus, the results align with the prior claim in [2, 4] that the collapse of variance progresses at such a
slow pace that it is rarely a practical concern in real-world applications. In contrast, the collapse in
MNND emerges at an early stage, highlighting a critical memorization issue caused by training on
synthetic data.
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Figure 16: Generated images of models trained on 4096 CIFAR-10 images over iterations.

Model A B C

FID 28.0 30.8 27.5
Table 2: FID comparison of three models.

D.5 Self-consuming Loop with Fresh New Data

[11] show that incorporating fresh real data can further mitigate model collapse. In this section,
we conduct experiments to verify the effectiveness of our methods in this paradigm. The candi-
date data pool in each iteration is jointly composed of three sources: (1) the original real data, (2)
synthetic data generated by the previous model, and (3) fresh real data that was not used in earlier
iterations. This experiment is designed to simulate real-world deployment, where generative models
are continuously updated with a mixture of prior synthetic data and incoming fresh real data, and the
training budget also increases. Concretely, we first train Model A on 32,768 real images, which then
generates 10,000 synthetic images. We construct a data poolsimulating an Internet-scale sourceby
combining the 32,768 original real images, 10,000 synthetic images, and 10,000 additional fresh real
images. From this pool, our entropy-based selection method chooses 40,000 images as the training
dataset for Model C. For comparison, Model B is trained on 40,000 randomly selected images from
the same pool.

The FID scores of Models A, B, and C are summarized in Table 2. As the results indicate, our
entropy-based selection method (Model C) enables the model to outperform the baseline (Model
A), and far better than random sampling (Model B). This demonstrates that, in a practical scenario
with evolving datasets, our approach not only mitigates model collapse but also delivers tangible
performance gains.

D.6 Additional Metric

Since our Greedy Section method is performed on the feature space extracted by the DINO model,
we also use FDDINO [73] as an alternate for FID to measure the quality of the generated images. As
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Figure 17: Generated images of models trained on 8192 CIFAR-10 images over iterations.

we show in Figure 21, the Greedy Selection method can also improve the FDDINO metric compared
to the vanilla paradigms.

D.7 Additional Results for Section 5

We provide visualization of the generated FFHQ images with their nearest training neighbors to show
the model’s generalizability. Figure 22 shows some images for different training paradigms at 5-th
iteration in grid format. With augmentation from the Greedy Selection method, the model generates
images that deviate more from the training set compared to the vanilla accumulate paradigm, thereby
enhancing its generalization ability.

E Impact Statement

In this work, we investigate a critical failure mode of diffusion models known as model collapse,
which occurs when models are recursively trained on synthetic data and gradually lose their gen-
eralization ability and generative diversity. As AI-generated data is unintentionally or deliberately
incorporated into the training sets of next-generation models, understanding and mitigating model
collapse is essential for ensuring long-term model reliability and performance. Our study identi-
fies the generalization-to-memorization transition, demonstrates the relation between entropy of the
training set and the generalizability of the trained model, and proposes practical solutions to mitigate
model collapse through entropy-based data selection.

We believe our findings will contribute to the responsible development and deployment of generative
models, especially in scenarios where data source may be mixed or partially synthetic. While tech-
niques for analyzing collapse may be misused to intentionally degrade generative models through
poisoning attack, our intent is solely to build more robust, transparent, and self-aware AI systems.
We encourage researchers in generative AI to use these results to mitigate model collapse and to
build reliable models, even when training data contains AI-generated samples—a scenario that may
become increasingly common in the future.
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Figure 18: Generated images of models trained on 16384 CIFAR-10 images over iterations.

Figure 19: Generated images of models trained on 32768 CIFAR-10 images over iterations.

32



Figure 20: The MNND and the trace of the covariance matrix over iterations.

Figure 21: FDDINO comparison of vanilla paradigms and our methods.
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Figure 22: The visualization of the generated images and their nearest neighbors in the training
dataset. Each pair of rows corresponds to one group: the top row shows the generated images, and
the bottom row shows their nearest training images.
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