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Abstract

Humans have a remarkable ability to convert acoustic signals into linguistic repre-
sentations. To advance toward the goal of building biologically plausible models
that replicate this process, we developed an artificial neural network trained to
generate sequences of American English phonemes from audio processed by a
simulated cochlea. We trained the model with phoneme transcriptions inferred
from text annotations of speech corpora. To compare the model to humans, we
ran a behavioral experiment in which humans transcribed non-words, and eval-
uated the model on the same stimuli. While humans slightly outperformed the
model, the model exhibited human-like patterns of phoneme confusions for conso-
nants (r=0.91) and vowels (r=0.87). Additionally, the recognizability of individual
phonemes was highly correlated (r=0.93) between humans and the model. These
results suggest that human-like speech perception emerges from optimizing for
phoneme recognition from cochlear representations.

1 Introduction
The core computational challenge of speech perception is the absence of consistent one-to-one
mappings between the acoustic signal and the sub-lexical units (such as phonemes) that make
up speech (1; 2). Despite substantial acoustic variability across speakers, speaking rates, and
environmental conditions, humans exhibit remarkable accuracy in perceiving speech sounds. Various
theoretical ideas have been proposed to account for our abilities. These include acoustic invariances
(3), categorical perception (4), and the motor theory of speech perception (5), among others. While
these theories have guided research, they are not sufficiently specified to fully explain how listeners
achieve such robust speech recognition.

In parallel, computational models of speech perception have been developed to explain aspects of
speech perception. Traditional models often operated on abstract representations or handcrafted
features, and were generally unable to account for human recognition of real-world speech (6; 7;
8; 9). In recent years, artificial neural networks (ANNs) have emerged as a powerful alternative,
learning directly from raw acoustic input. These models are often able to approach human levels of
performance, unlike traditional models, and have helped explain human-like perceptual abilities in
other domains of audition (10; 11). However, most available speech ANN models lack biological
plausibility and often do not exhibit the same patterns of performance as human listeners (12; 13; 14).

Some work has attempted to bridge this gap by developing biologically plausible speech models, for
instance using a simulated cochlear representation as a front-end for a neural network (15; 16). These
models exhibit human-like patterns of speech intelligibility in some conditions but do not perform
continuous speech recognition because they were trained to recognize a set of words substantially
smaller than the full vocabulary of English, and thus cannot account for many aspects of human
speech perception.
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Figure 1: PARROT architecture and training pipeline.

In this work, we present a novel speech model called PARROT that is trained to generate sequences
of English phonemes from simulated cochlear input. We directly compare the model’s performance
to that of human listeners using a non-word transcription task. This task allows us to analyze and
compare patterns of successes and failures of phoneme recognition, shedding light on the similarities
and differences between human and model performance and providing a first step towards more
realistic models of continuous speech perception.

2 Methods

2.1 Model Architecture and Task Objective

The first stage of the architecture is a cochlear model adapted from prior work (17) that processes
speech waveforms sampled at 16 kHz. The simulated cochlea applies gamma-tone filters with center
frequencies between 40 Hz and 20 kHz, with tuning and spacing intended to replicate that of the
human ear. The output from the filter banks is half-wave rectified and low-pass filtered with a cutoff
frequency of 4 kHz, simulating the upper limit of phase-locking (18). The filtered output is then
downsampled to a sampling rate of 8 kHz and raised to the 0.3 power to replicate the nonlinear
amplification of the ear (19).

Cochlear representations are fed into six 2-dimensional convolutional layers with 512 channels, which
further downsample the signal from 8 kHz to 50 Hz, encoding 20 ms of speech per frame. After
each convolutional layer, batch normalization is applied, followed by a ReLU non-linear activation
function. The resulting latent representations are passed through six bi-directional Long Short-Term
Memory (LSTM) layers with hidden size of 512, which capture temporal dependencies across frames.
Finally, the LSTM hidden states are projected into a 40-class phoneme space (consisting of 39
phonemes and a blank class) using a linear fully connected layer. The logits are converted into a
probability distribution via a softmax function.

The model was trained to map the probability distribution of phoneme classes to tokens using a
Connectionist Temporal Classification (CTC) loss (20) (see Section A.1). Phoneme Error Rate (PER)
was calculated after aligning predicted and ground truth phonemes using the Levenstein distance
algorithm (21). The percentage of phoneme errors were computed as in Eq. 1.

PER(%) =
No.ofInsertions+No.ofDeletions+No.ofSubstitutions

TotalNo.ofGroundTruthPhonemes
(1)
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Figure 2: Phoneme Error Rate (%) of speech models on Phoneme Recognition task from SUPERB
Benchmark. PARROT result is shown in teal. The lower the value, the better the model.

2.2 Experimental Setup and Evaluation

Because there is little available phoneme-labeled speech data, we used a pseudo-supervised train-
ing approach, employing a Grapheme-to-Phoneme model called SoundChoice (22) to transcribe
phonemes from text annotations of large-scale speech corpora. We transcribed around 6 Million
utterances from open-source corpora including GigaSpeech (23), Librispeech (24), VCTK (25),
LJSpeech (26), Speech commands (27), FSDD (28), and TIMIT (29), yielding around 10,000 hours
of training data. We used the Librispeech dev set for validation and the Librispeech test set for testing
which were not part of the training data. Also, we benchmarked the model on SUPERB phoneme
recognition task (30).

2.3 Non-word Recognition Experiment

To compare model and human speech perception, we designed a non-word recognition task where
participants transcribed synthesized non-words. The non-words were generated with Wuggy (31), a
pseudo-word generator that produces non-word variants from real words while abiding by English
phonotactics rules. We generated around 15,000 non-words and selected a subset of 5,000 that
maximized representation of the least common phonemes. Non-words were then synthesized using
the MeloTTS text-to-speech model (32).

We ran an online behavioral experiment on Prolific. Each of the 100 participant transcribed 200
non-words randomly chosen from the pool of 5000 non-words. Participants had to first pass a
headphone check (33). We converted each text string response into phonemes using the same G2P
model used to generate training data labels. The same non-words were presented to the model.

3 Results
3.1 Model Evaluation

The model achieved a median PER of 6.8% on on Librispeech test set, and performed competitively
on a standard phoneme recognition benchmark (30) (Figure 2).

3.2 Human-Model Comparison

We computed the PER for each non-word in the experiment. The model was slightly worse than
humans (median PER of 33% vs 29%; Figure 3.a). However, individual phonemes varied in the
accuracy with which they were recognized, and the phoneme-wise accuracy was highly correlated
between humans and the model (r=0.92; p<0.01; Figure 3.b-c). The correlation remained high when
calculated separately for consonants (r=0.97, p<0.01) and vowels (r=0.86, p<0.01).

To assess whether the model replicated the pattern of confusions exhibited by humans, we compared
human and model confusion matrices, separately for consonants and vowels (Figures 3.d-i). The
off-diagonal matrix entries were also strongly correlated between humans and PARROT for both
consonants (r=0.91, p value<0.01) and vowels (r=0.87, p value<0.01). The same phoneme was
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Figure 3: Human-Model comparison on non-word recognition task. (a) PER distribution for Humans
and PARROT across non-word stimuli. (b) Human vs. model recognition accuracy for individual
phonemes, expressed as d prime. Colors indicate manner of articulation. (c) Same as b, but plotting
percent correct. (d) and (g) Phoneme confusions in humans for consonants and vowels, respectively.
(e) and (h) Phoneme confusions in PARROT for consonants and vowels, respectively. (f) and (i)
Off-diagonal correlation between humans and PARROT for consonants and vowels, respectively.

confused the most for both humans and PARROT (/ZH/, as in “measure”). Similarly, the same
phoneme was confused the least for both (/K/ as in “cat”).

4 Discussion

Compared to existing automatic speech recognition systems, the model demonstrated competitive
performance on unseen data and various transcription methods (see Figure 2). Humans performed
slightly better than the model on the non-word recognition task. However, at the phoneme level, the
model exhibited a similar pattern of phoneme confusions as humans, both for consonants (r=0.91)
and for vowels (r=0.87). The recognizability of individual phonemes was also highly correlated
between humans and the model (r=0.93), highlighting the model’s alignment with human perception.

5 Conclusion

We developed a novel deep learning model that was trained to recognize phonemes using data
transcribed by an existing Grapheme-to-Phoneme model. The model performed competitively on
the task and showed human-like patterns of phoneme confusions. The findings collectively suggest
that aspects of human-like speech perception emerges by optimizing for phoneme recognition from
cochlear representations. In future work, we plan to identify the key model components driving
this alignment. The results provide a first step towards building biologically-plausible models that
replicate and explain human speech representations.
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A Appendix / supplemental material
A.1 Training Details

Training examples varied in duration, so we padded each example in a batch to the length of the
longest duration in the batch. We used batches of size 4 with 2 gradient accumulation steps. We
trained the model on 8 A100 GPUs yielding an effective batch size of 4*2*8 = 64. The model was
trained on a total of 400,000 gradient steps per GPU translating into a total of 5 epochs. We use
Adam optimizer (34) with weight decay of 0.01 and a warming up the learning rate (LR) linearly
for the first 10,000 steps reaching a peak of 0.001. LR is fixed to peak value until training reaches
200,000 steps then LR decreases using cosine annealing for the second half of training reaching min
LR of 0.00001.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims about human-model alignment in the abstract are clearly and
accurately described in the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [No]
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Justification: Limitations are not included since this is still on-going work.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: No theoretical results are provided in this paper, only experimental.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Details about training the model and its architecture are mentioned in the main
body as well as Appendix.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: No data or code is shared since this is an ongoing-work.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

9

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: These details are mentioned in Methods section and Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report p Value for all correlational analyses mentioned in the paper. Also,
we show box plots for performance demonstrating the distribution of PER.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We mention in the APpendix that the model was trained on 8 A100 GPUs.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We followed the Code of Ethics provided by NeurIPS.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This work doesn’t exhibit any potential risk or societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our proposed model doesn’t show a high risk of misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite open-source systems used in our experiments.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No new assets are released in this submission.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [No]
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Justification: Details for online behavioral experiment are mentioned in the Methods section.
For page limit, we don’t show screenshots of the experiment instructions. We recruited
participants from prolific and all were paid the suggested amount by the platform for their
contribution.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: The online study was run under an approved IRB protocol.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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