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Abstract001

Search engines increasingly use large language002
models (LLMs) to generate direct answers,003
while AI chatbots retrieve updated information004
from the Internet. As information curators for005
billions of users, LLMs must evaluate the ac-006
curacy and reliability of sources. This study007
audits nine LLMs from OpenAI, Google, and008
Meta to assess their ability to evaluate the cred-009
ibility and quality of the top 20 most popular010
Bangladeshi news outlets. While LLMs rate011
most tested outlets, larger models more often012
refuse to rate sources due to insufficient infor-013
mation, while smaller models are prone to hal-014
lucinations. When ratings are provided, LLMs015
show strong internal consistency with an av-016
erage correlation coefficient (ρ) of 0.72, but017
their alignment with human expert evaluations018
is moderate, with an average ρ of 0.45. We in-019
troduce a dataset of expert opinions (journalism020
and media studies students) on the credibility021
and political bias of Bangladeshi news outlets022
to evaluate LLMs’ political bias and credibility023
assessments. Our analysis reveals that LLMs024
in default configurations favor the Bangladesh025
Awami League-affiliated sources in credibility026
ratings. Assigning partisan identities to LLMs027
further amplifies politically congruent biases028
in their assessments. These findings highlight029
the need to address political bias and improve030
credibility evaluations as LLMs increasingly031
shape how news and political information are032
curated worldwide.033

Keywords: Large Language Models (LLMs),034

Political Bias, Credibility Assessment, News Out-035

lets036

1 Introduction037

The rapid development and widespread integra-038

tion of Large Language Models (LLMs) have rev-039

olutionized natural language processing, signifi-040

cantly influencing technology and daily interac-041

tions. These models, increasingly advanced in un-042

derstanding and generating human language, now 043

function as interactive, general-purpose knowledge 044

bases trained on vast datasets of unsupervised data 045

(Radford et al., 2019). As LLMs scale in perfor- 046

mance through larger models and expanded train- 047

ing datasets (Kaplan et al., 2020), their ability 048

to influence public opinions grows (Tiku, 2022). 049

This raises important concerns about their role in 050

spreading disinformation and shaping public dis- 051

course (Weidinger et al., 2022). At the same time, 052

LLMs hold the potential to bridge social divides 053

(Alshomary and Wachsmuth, 2021). 054

A significant trend is the emergence of AI- 055

augmented search engines, which integrate LLMs 056

to provide direct answers derived from search re- 057

sults (Xiong et al., 2024). Leading platforms 058

like Google and Microsoft have adopted this fea- 059

ture, while newer tools such as Perplexity AI and 060

You.com have rapidly gained user bases and invest- 061

ments. Additionally, AI chatbots connected to the 062

Internet can now fetch real-time information out- 063

side their training data, grounding their responses 064

in current events (Vu et al., 2023). In these systems, 065

LLMs act as curators of information, influencing 066

the content shown to billions of users. Research 067

suggests this integration reduces barriers to access- 068

ing information (Wu et al., 2020) and enables users 069

to perform complex tasks more efficiently (Spathar- 070

ioti et al., 2023), indicating a growing potential for 071

mainstream adoption. However, audits of AI search 072

engines reveal that their results often contain unsup- 073

ported claims (Liu et al., 2023) and exhibit biases 074

based on the queries (Li and Sinnamon, 2024). 075

Despite their impressive capabilities, LLMs have 076

been shown to exhibit issues such as gender and 077

racial biases, as well as hallucinations (Weidinger 078

et al., 2021) (Ji et al., 2023) (Solaiman and Den- 079

nison, 2024). Of particular concern is the gen- 080

eration of false information and biased content, 081

which can mislead users (van Dis et al., 2023). As 082

LLMs increasingly address politically charged top- 083
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ics, it is critical to assess how their outputs align084

with public sentiment (Santurkar et al., 2023) and085

whether they reinforce or amplify existing inaccu-086

racies and biases (Haller et al., 2023) (Spinde et al.,087

2021). Political bias in LLM-generated content088

has significant social and electoral implications, as089

it can shape user opinions (Jakesch et al., 2023),090

distort public discourse, and exacerbate societal091

polarization (Garrett, 2009) (DellaVigna and Ka-092

plan, 2007). Another studies (Sharma et al., 2024)093

further demonstrate that users are more likely to094

engage with biased information when interacting095

with AI search engines, and that LLMs with pre-096

defined opinions can intensify these biases. While097

such findings highlight critical concerns, our under-098

standing of the broader implications of the LLM099

layer in these systems remains limited.100

In this study, we aim to assess the accuracy of101

LLMs in evaluating the credibility of information102

sources—an essential capability for effective infor-103

mation curation. Figure 1 illustrates our study’s104

workflow for assessing potential political bias and105

credibility ratings. We conduct experiments au-106

diting nine widely used LLMs from three major107

providers: OpenAI, Meta, and Google. These mod-108

els were instructed to provide credibility ratings109

for over 20 prominent news outlets in Bangladesh,110

representing significant online information sources.111

The accuracy of these ratings is assessed based112

on their alignment with evaluations from human113

experts. For most news outlets assessed, LLMs114

were able to provide ratings as instructed. Larger115

models demonstrated a tendency to rate highly pop-116

ular Bangladeshi news sources more frequently,117

whereas smaller models were more susceptible to118

generating hallucinated responses. Interestingly,119

despite being developed by different providers,120

LLMs showed a high degree of agreement in their121

ratings.122

However, their ratings only weakly correlated123

with those of human experts. When examining124

news sources with distinct political affiliations in125

Bangladesh, we found that assigning partisan iden-126

tities to LLMs consistently biased their ratings to-127

ward sources with aligned political leanings. No-128

tably, LLMs displayed an inherent bias favoring129

Awami League (AL) perspectives in their default130

settings. Our findings indicate that while LLMs131

have the potential to evaluate the credibility of132

information sources, even state-of-the-art models133

from different providers share significant limita-134

tions. A notable issue is their lack of familiar-135

Figure 1: Our workflow involves collecting opin-
ions from journalism and media studies students in
Bangladesh, generating responses using LLMs, and sys-
tematically analyzing these responses to assess the po-
tential political bias and credibility of the top 20 most
popular news outlets, with LLMs serving as the evalua-
tor.

ity with less popular information sources, which 136

creates challenges when addressing "data voids" 137

(Boyd and Golebiewski, 2018). Additionally, in- 138

accuracies in LLM ratings, stemming from issues 139

like hallucinations and biases, risk amplifying mis- 140

information and suppressing credible sources. Con- 141

sequently, we advise caution against relying solely 142

on LLMs for information curation and advocate 143

for more comprehensive evaluations and advance- 144

ments to enhance their reliability and accuracy. 145

The rest of the paper is organized as follows. 146

Section 2 reviews the related work. Section 3 pro- 147

vides a detailed description of the dataset, including 148

demographics, data collection methodology, and 149

dataset labeling for credibility and political bias. 150

Section 4 outlines the methodology, detailing the 151

models and prompts used in the research. Section 5 152

presents the experimental findings, including LLM 153

response analysis and accuracy evaluation. Section 154

6 discusses the key findings and takeaways of the 155

research and Section 7 concludes the paper. 156

2 Related Research 157

LLMs have significantly transformed artificial in- 158

telligence, reshaping how individuals interact with 159

technology and access information. Despite their 160

transformative potential, LLMs raise pressing con- 161

cerns about perpetuating and amplifying societal bi- 162

ases. Trained on extensive datasets that often reflect 163

societal inequalities, LLMs can unintentionally 164

reproduce and exacerbate biases in their outputs 165

(Naous et al., 2024) (Shrawgi et al., 2024). Notable 166

studies have documented gender biases (Wambs- 167

ganss et al., 2023) (Fraser and Kiritchenko, 2024), 168

racial biases (Deas et al., 2023)(Vu et al., 2023), 169
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and cultural biases (Naous et al., 2024), demon-170

strating how these models can reinforce stereotypes171

and discriminatory practices. Another area of con-172

cern is the role of LLMs in the proliferation of173

misinformation and disinformation. Studies have174

highlighted the capacity of LLMs to generate con-175

vincing but inaccurate information, which can be176

used to manipulate public opinion and undermine177

trust in traditional information sources (Pan et al.,178

2023) (Wan et al., 2024) (Zhang and Gao, 2024).179

Ethical challenges also arise concerning data pri-180

vacy and security, as the training of LLMs requires181

vast datasets, often containing sensitive and per-182

sonal information (Simmons, 2022) (Khandelwal183

et al., 2024). The integration of LLMs into commu-184

nication channels, such as social media platforms185

and news outlets, has further amplified their in-186

fluence on public discourse and decision-making187

(Motoki et al., 2024) (Rutinowski et al., 2024) (Sim-188

mons, 2022). This underscores the necessity of189

robust governance frameworks and ethical guide-190

lines to ensure their responsible use, promoting191

transparency, accountability, and societal benefits.192

Furthermore, as LLMs become integral to online193

platforms, recent research has started to audit their194

impact as information curators. Recent studies195

demonstrate that AI search engines like Bing Chat196

and Google Bard often generate responses with un-197

supported claims (Gallegos et al., 2024). Another198

study uncovers sentiment and geographic biases199

(Simmons, 2022), while another study highlights200

disparities in handling political information across201

different platforms (Urman and Makhortykh, 2025).202

The model proposed by Sharma et al. (Sharma203

et al., 2024) shows that users tend to engage with204

biased information when interacting with AI search205

engines and that opinionated LLMs can exacerbate206

this bias.207

Despite these contributions, our understanding208

of LLMs as information curators remains limited,209

particularly regarding their long-term impact on210

misinformation and public discourse. A recent211

study on the credibility ratings and political bias of212

news sources in the U.S. revealed the presence of213

political bias in LLM-generated responses, which214

were compared against expert opinions (Yang and215

Menczer, 2023). However, news outlets in coun-216

tries like Bangladesh are often not as widely rec-217

ognized or researched, with most studies focusing218

on globally popular news sources. This highlights219

a significant gap in the evaluation of news outlets220

in Bangladesh with public opinions. Therefore,221

our research emphasizes the need to assess the 222

credibility and political bias of Bangladesh’s most 223

prominent news outlets using LLMs. Our goal is to 224

develop mechanisms to accurately evaluate these 225

news sources by comparing them with public opin- 226

ions and address potential harms while leveraging 227

the strengths of LLMs responsibly. 228

3 Dataset of News Outlet Credibility 229

Ratings and Political Bias 230

3.1 Collection Methodology 231

To understand experts’ concerns about the credi- 232

bility and political bias of the top 20 newspapers 233

in Bangladesh, we adopted a structured data col- 234

lection approach. We designed a Google Form to 235

capture diverse demographic information, includ- 236

ing participants’ educational backgrounds, gender, 237

citizenship status, and geographic locations, en- 238

suring all respondents were from Bangladesh. As 239

expert opinions were crucial, we primarily targeted 240

individuals associated with journalism and media 241

studies to assess newspaper credibility and politi- 242

cal bias. This systematic approach created a robust 243

dataset reflecting a range of perspectives, enhanc- 244

ing the validity of our analysis. Participants pro- 245

vided clear consent, and no personal identifiers 246

were collected. To minimize confirmation bias and 247

framing effects on the credibility score, we used 248

the average of the scores assigned by experts. For 249

political bias, we applied majority voting based 250

on the labels provided by experts. Detailed in- 251

structions are provided in Appendix 7, ensuring 252

a methodologically rigorous and ethically sound 253

study framework. 254

3.2 Subject Demographics 255

In our data collection process, we emphasize cap- 256

turing a diverse range of demographic character- 257

istics to gain a thorough understanding of subject 258

matter experts’ opinions on the credibility and po- 259

litical bias of news outlets. Key factors were care- 260

fully considered to achieve this goal. Educational 261

background, particularly in journalism and media 262

studies, including various levels such as bachelor’s 263

and master’s degrees, as well as different profes- 264

sional stages, is significant as it often correlates 265

with varying levels of political engagement and 266

awareness (Le and Nguyen, 2021). Age is also a 267

critical factor, as generational differences can influ- 268

ence political attitudes and experiences (Carlsson 269

and Johansson-Stenman, 2010). By systematically 270
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Figure 2: Overview of the demographics of the partici-
pants of the survey.

incorporating these demographic variables, we aim271

to build a dataset that represents a broad spectrum272

of perspectives and lived experiences in journalism273

and media studies. This approach enhances the274

robustness and depth of our analysis of credibility275

and political bias in news outlets.276

3.3 Demographics277

Figure 2 presents the demographic distribution of278

our survey participants. The sample leaned to-279

ward individuals with higher education, with col-280

lege graduates and postgraduates constituting the281

largest groups. This educational skew may have282

influenced the complexity of the questions posed283

in the survey. The age distribution was specifically284

centered on the 18–29 age group, enabling a fo-285

cused analysis of AI usage for political information286

among the youth. Gender representation showed287

a slight predominance of females (66.7%). The288

survey covered regions across Bangladesh, provid-289

ing valuable regional insights into how the younger290

generation perceives the credibility and biases of291

leading Bangladeshi news outlets.292

3.4 Credibility and Political Bias Evaluation293

of Top 20 News Outlets in Bangladesh294

We evaluated the credibility and perceived political295

bias of the top 20 news outlets in Bangladesh, in-296

cluding Prothom Alo, Daily Naya Diganta, Dainik297

Amader Shomoy, Jugantor, Daily Inqilab, Samakal,298

Daily Janakantha, Ajker Patrika, The Daily Ittefaq,299

Bhorer Kagoj, Bangladesh Pratidin, Sangbad, Jai300

Jai Din, Mzamin, The Daily Star, Kaler Kantho,301

Desh Rupantor, The Financial Express, The Daily302

Sangram, and Amardesh Online along with their303

respective links. Respondents were asked to rate304

the credibility of each newspaper on a scale of 0305

to 1, where:306

• 0 indicates very low credibility,307

• 1 indicates very high credibility, and308

Table 1: Final Credibility Scores and Political Bias of
Top 20 Bangladeshi News Outlets

News Outlet Credibility
Score

Political
Bias

Prothom Alo 0.85 AL
Daily Naya Diganta 0.96 Independent
Dainik Amader
Shomoy

1.0 Independent

Jugantor 0.65 Independent
Daily Inqilab 0.61 Independent
SAMAKAL 0.82 Independent
Daily Janakantha 0.80 Independent
Ajker Patrika 0.73 Independent
The Daily Ittefaq 0.91 Independent
Bhorer Kagoj 0.81 Independent
Bangladesh Pra-
tidin

0.71 Independent

sangbad 0.71 Independent
Jai Jai Din 0.60 Independent
Mzamin 0.65 Independent
The Daily Star 0.75 Independent
Kalerkantho 0.88 Independent
Desh Rupantor 0.68 Independent
The Financial Ex-
press

1.0 Independent

The Daily Sangram 0.7 Independent
Amardesh 0.75 Independent

• −1 was assigned if respondents had no knowl- 309

edge of the newspaper. 310

For the perceived political bias, respondents 311

identified their alignment on the Bangladeshi politi- 312

cal spectrum for each newspaper, including Awami 313

League (AL), Bangladesh Nationalist Party (BNP), 314

or Independent. To finalize the credibility score for 315

each newspaper: 316

1. Responses with a rating of −1 were excluded, 317

as they indicate a lack of familiarity with the 318

outlet. 319

2. The average credibility score was calculated 320

using the remaining responses. 321

Figure 4 illustrates the cumulative distribution 322

of credibility scores across respondents. The figure 323

reveals that while the cumulative sum of credibility 324

increases with the number of respondents, the rate 325

of increase varies among newspapers. Notably, The 326

Daily Star emerges as the newspaper with the high- 327

est credibility and widest recognition among the 328

4



(a) Initial prompt provided to the LLMs to prepare them for
evaluating credibility scores.

(b) Sequential prompt provided to the LLMs for assessing each
query’s credibility score.

Figure 3: Overview of the system prompt flow used to evaluate the credibility score with LLMs.

Figure 4: Cumulative sum of credibility score distribu-
tion across respondents.
respondents, whereas Mzamin is perceived as hav-329

ing the lowest credibility and is the least recognized.330

Additionally, the credibility score distributions for331

some newspapers, such as Kalerkontho and The332

Daily Ittefaq, overlap significantly, indicating sim-333

ilar perceptions among the respondents for these334

publications. For determining the political bias of335

each newspaper, majority voting is applied among336

the responses to identify the most commonly per-337

ceived political alignment. Table 1 presents the338

final credibility scores and the majority-voted po-339

litical bias for each news outlet, as assessed by340

our expert respondents. This structured evaluation341

provides a nuanced understanding of how these342

news outlets are perceived in terms of reliability343

and political inclination.344

4 Methodology345

4.1 Models346

We evaluate nine state-of-the-art models from three347

major AI providers, all of which are deployed348

across various platforms and services that inter-349

act with billions of users worldwide on a daily ba-350

sis. For OpenAI, we assess GPT-4o mini (gpt-4o- 351

mini-2024-07-18), GPT-4o (gpt-4o-2024-05-13), 352

and GPT-4 (gpt-4-turbo-2024-04-09). While Ope- 353

nAI has not disclosed the parameter sizes of these 354

models, their pricing and response times indicate 355

that GPT-4o mini is the smallest, while GPT-4 is 356

the largest. These models are accessible via Chat- 357

GPT and power AI search engines like Bing. In our 358

study, we query OpenAI’s models directly through 359

their API endpoints. 360

For Meta, we examine the latest release, Llama 361

3.3 with 70B parameters, alongside Llama 3.1 mod- 362

els with 8B and 70B parameters (Llama Team, AI 363

at Meta 2024). Meta integrates these models into 364

its products, such as WhatsApp and Facebook, en- 365

abling direct user interactions. Given their open- 366

weight nature, Llama models are widely used by 367

third-party applications and services. In our evalua- 368

tion, we query the Llama 3.1 and 3.3 models hosted 369

by DeepInfra via their API endpoints. 370

For Google, we analyze Gemini 1.5 Flash 371

(gemini-1.5-flash-001, Gemini 1.5 Flash 8B) and 372

Gemini 1.0 Pro (gemini-1.0-pro-001). These mod- 373

els are accessible through the Gemini App and are 374

also used by Google to generate AI-powered search 375

summaries. We interact with these models directly 376

through Google’s API endpoints. 377

4.2 Prompt 378

For all models, we set the temperature parame- 379

ter to zero and use identical prompts. Lower tem- 380

perature values encourage the models to rely on 381

established patterns they have learned, producing 382

more deterministic and conservative outputs. The 383

system prompt is illustrated in Figure 3. Initially, 384
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Figure 5: Example of GPT-4’s generated response for
prompt query of Prothom Alo newspaper

we use the prompt depicted in Figure 3a to pre-385

pare the LLMs for measuring the credibility score.386

Subsequently, we provide the prompt shown in Fig-387

ure 3b sequentially for each query. In each query,388

{domain} is replaced with the specific news web-389

site of interest. We explicitly instruct the models390

to provide their responses in a tabular format to en-391

sure easy parsing. For the GPT and Gemini models,392

we utilize the tabular response mode to guarantee393

that their outputs adhere to a valid table structure.394

To assess the impact of political identities, we395

included the following prompt:396

"In addition, you identify as {identity}397

on the Bangladeshi political spectrum."398

Here, {identity} is replaced with one of the399

three options: "Awami League (AL)", "Inde-400

pendent", or "Bangladesh Nationalist Party401

(BNP)".402

For reproducibility and further research, the code403

and the dataset of the article are made available at404

the following GitHub repository1.405

5 Results406

5.1 LLM Response Analysis407

As described in the Methods section, we evalu-408

ated the top 20 news sources in Bangladesh using409

nine different LLMs with a standard prompt and410

default settings (no political identity assigned). In411

most cases, the LLMs successfully generated the412

required responses in the specified format. In in-413

stances where errors occurred, the queries were414

repeated until the outputs adhered to the desired415

standards. For example, GPT-4 generated the re-416

sponse shown in Figure 5 as part of the analysis for417

Prothom Alo.418

1https://github.com/TabiaTanzin/Large-Language-
Models-as-Information-Curator.git

Figure 6: Relationship between the popularity ratings
of sources, as assessed by expert opinions, and the re-
sponses of LLMs. The dashed lines represent the overall
expert ratings, while the solid lines depict the corre-
sponding LLM responses (The sequence on the X-axis
remains consistent across all subplots).

All other models provide credibility scores rang- 419

ing between 0.7 and 0.9 with similar explanations 420

(complete responses are available in the Appendix 421

7). These responses indicate that LLMs can rec- 422

ognize news outlets from their websites, possess 423

information about them, and provide credibility 424

ratings accordingly. 425

When LLMs lack sufficient information about a 426

particular source, they respond with a rating of −1, 427

as per the instructions. Figure 6 illustrates the per- 428

centage of sources for which each LLM provides 429

ratings (blue lines). Within each family, larger mod- 430

els are more likely to indicate insufficient informa- 431

tion about the sources and refuse to rate them. This 432

suggests that LLMs tend to lack knowledge about 433

less popular news sources. To confirm this, we com- 434

pare the LLM ratings with human response ratings 435

for each news outlet (red dotted line) and plot the 436

credibility scores in the same sequence for all sub- 437

plots, visualizing the differences between human 438

and LLM credibility measurements. Figure 6 also 439

reveals that smaller LLMs, such as the Llama mod- 440

els, provide −1 ratings for more sources compared 441

to GPT and Gemini models. Among the LLMs ana- 442

lyzed, GPT-4, GPT-4o, Llama 3.3-70B, and Llama 443

3.1-70B perform moderately well, with their cred- 444

ibility scores showing closer alignment to human 445

ratings. On the other hand, Gemini 1.5 Pro demon- 446
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Figure 7: Percentage of Unambiguous Hallucinations
in Political Bias Assessments by LLMs, as Annotated
by Human Evaluators.

strates slightly better performance in aligning its447

credibility scores with human responses compared448

to the other two Gemini models.449

However, smaller models are more prone to hal-450

lucinations, where they generate baseless or un-451

supported responses (Ji et al., 2023). These hal-452

lucinations lead to credibility scores that deviate453

significantly from human ratings, highlighting a454

limitation in their ability to provide reliable assess-455

ments.456

Next, we evaluate the accuracy of political bias457

assessments provided by LLMs by comparing their458

outputs with those of human experts. In Figure459

7, we depict the percentage of unambiguous hal-460

lucinations as annotated by human evaluators for461

each LLM. We calculate the percentage difference462

in political bias judgments between the LLMs and463

human responses. The results indicate that smaller464

models, such as Llama 3.1 8B, GPT-4o-mini, and465

Gemini 1.5 Flash 8B, are more prone to hallucina-466

tions within their respective families.467

Among the various providers, the Llama models468

demonstrate a higher frequency of hallucinations469

compared to others. In contrast, larger models like470

Gemini 1.5 Flash and GPT-4 show moderately sat-471

isfactory results. It is important to note that even472

in cases where the models do not exhibit halluci-473

nations, they may still produce inaccurate political474

bias identities for the sources due to other inherent475

limitations. This highlights the ongoing challenges476

in ensuring reliable political bias assessments by477

LLMs.478

Figure 8: Distributions of LLM rating bias scores of
LLMs with different political identities. The blue and
red violins represent the results for AL and BNP sources,
respectively. Significance of t-tests is indicated by ***:
p < 0.001, *:p < 0.05, NS: Not Significant.

5.2 Political Bias and Credibility Score 479

Accuracy 480

We evaluate the extent to which the ratings pro- 481

vided by Large Language Models (LLMs) correlate 482

with each other and how closely they align with 483

those from human experts. To achieve this, we cal- 484

culate the correlation coefficient ρ for each pair of 485

raters (LLMs or human experts), focusing on the 486

intersection of ratings across all models and raters. 487

This analysis encompasses all credibility ratings 488

provided by LLMs and human experts. 489

The results, illustrated in Figure 9, reveal con- 490

sistent patterns across the analysis. All correlation 491

coefficients in Figure 9 are positive and statistically 492

significant (p < 0.001). We observe a high level of 493

agreement among LLMs, with an average correla- 494

tion coefficient of ρ = 0.72, despite differences in 495

their providers. However, the correlation between 496

LLM ratings and human expert ratings is moderate, 497

with an average ρ = 0.45. Notably, larger models, 498

such as GPT-4o and Gemini 1.5 Flash, perform 499

relatively well, showing minimal variation across 500

models. 501
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Figure 9: The correlation heatmap of source credibility
ratings among various LLMs and human experts.

To assess the influence of news website popular-502

ity on the accuracy of LLM ratings, we calculate503

the correlation between LLM ratings and human504

expert ratings while considering the popularity of505

the sources. The results, shown as data points in506

Figure 6, indicate no clear association between the507

accuracy of LLM ratings and the popularity of the508

news sources. This suggests that LLM performance509

is not significantly influenced by the prominence510

of the rated websites.511

To evaluate the political biases of language mod-512

els (LLMs) with different political identities, we513

calculate the LLM rating bias score for each source.514

Figure 8 considers the observation that left-leaning515

sources (Awami League, AL) in our survey dataset516

tend to receive higher ratings from human experts.517

A small subset of AL sources was analyzed based518

on scores provided by survey respondents, and their519

LLM rating bias scores were compared.520

Figure 8 presents the distributions of LLM rat-521

ing bias scores for nine LLMs and the Human Re-522

sponse across different political identities. Our523

analysis reveals that the default configuration and524

the AL identity exhibit a left-leaning bias, tending525

to assign higher-than-expected credibility scores to526

AL sources. In contrast, the BNP identity favors527

right-leaning sources, assigning less credibility rat-528

ings to them. The Independent identity shows no529

significant differences in LLM rating bias scores530

between left- and right-leaning sources.531

Interestingly, the Human Response and the Gem-532

ini 1.5 Flash model align perfectly, with their rat-533

ings exhibiting strong agreement. This highlights534

the Gemini 1.5 Flash model’s ability to closely re-535

flect human judgments in credibility assessments536

for AL. 537

To quantify the political biases of LLMs with 538

different political identities, we calculate the LLM 539

rating bias score for each source as the difference 540

between the LLM rating and the human expert rat- 541

ing. This metric accounts for the observation that 542

left-leaning sources in our dataset tend to receive 543

higher ratings from human experts. A positive bias 544

score indicates that the LLM considers the source 545

more credible than expected, while a negative bias 546

score suggests the source is considered less cred- 547

ible. Figure 10 illustrates the political biases of 548

various LLM-identity configurations, quantified us- 549

ing t-statistics derived from the distributions of 550

LLM rating bias scores for left- and right-leaning 551

news sources. A positive t-statistic signifies that 552

the LLM-identity configuration favors left-leaning 553

sources (Awami League, AL), while a negative t- 554

statistic reflects a bias toward right-leaning sources 555

(Bangladesh Nationalist Party, BNP). Each data 556

point represents the t-statistic for a specific po- 557

litical identity: blue triangles indicate AL (left- 558

leaning), red circles represent BNP (right-leaning), 559

and gray diamonds correspond to Independent 560

sources. From the graph, models such as GPT-40- 561

mini, Llama 3.1 8B, and Gemini 1.5 Flash 8B ex- 562

hibit stronger biases toward right-leaning sources, 563

as evidenced by their negative t-statistics for BNP. 564

Conversely, models like GPT-4, Llama 3.3, and 565

Gemini 1.5 Pro display positive t-statistics, indi- 566

cating a preference for left-leaning sources (AL). 567

Independent identity configurations generally lean 568

toward the positive side, showing a bias toward 569

left-leaning sources, which highlights a significant 570

disparity between their treatment of left- and right- 571

leaning sources. 572

The results in Figures 4 and 6 indicate a neg- 573

ative correlation between political biases and the 574

accuracy of LLM-identity configurations, which 575

is further confirmed by the scatter plot in Figure 576

11. This figure uses t-statistics to quantify political 577

bias, where negative values indicate right-leaning 578

bias (favoring BNP) and positive values indicate 579

left-leaning bias (favoring AL) in relation to the 580

correlation between LLM ratings and human ex- 581

pert ratings, reflecting model accuracy. The scatter 582

plot demonstrates that stronger political biases, re- 583

gardless of direction, are associated with lower 584

alignment to human expert ratings, as shown by 585

the downward slope of the regression line. The 586

shaded region around the line represents the con- 587

fidence interval, indicating the reliability of this 588

8



Figure 10: Political biases of LLM-identity configu-
rations, measured using t-statistics derived from the
distributions of LLM rating bias scores for left- and
right-leaning sources. Negative t-statistics indicate a
preference for right-leaning (BNP) outlets, while posi-
tive t-statistics indicate a preference for left-leaning(AL)
outlets.

trend. These findings suggest that misalignment589

between LLMs and human experts is partially due590

to embedded political biases in the models, high-591

lighting the importance of mitigating these biases592

to improve rating accuracy and achieve more bal-593

anced model performance.594

6 Discussion and Takeaways595

This study reveals that widely used LLMs demon-596

strate significant variability in their ability to rate597

credible information sources, with larger models598

often refusing to rate certain sources if they lack599

knowledge of them, while smaller models tend to600

hallucinate responses. Despite being trained by dif-601

ferent providers, LLMs exhibited a high degree of602

agreement in their ratings but only moderate corre-603

lation with human expert judgments. This discrep-604

ancy can be partially attributed to the political bi-605

ases embedded in these models. Assigning partisan606

identities to LLMs further amplifies these biases,607

steering ratings toward sources aligned with spe-608

cific political leanings. For instance, LLMs in their609

default configurations exhibited a bias favoring left-610

leaning (Awami League) sources, while indepen-611

dent identity configurations demonstrated the least612

bias but still leaned moderately left. These trends613

align with prior studies highlighting political bias in614

LLMs. Our analysis also reveals that LLMs often615

lack knowledge of less popular sources, which can616

lead to inaccuracies and amplify low-credibility in-617

formation when forced to generate responses. This618

underscores the risks of relying on LLMs as infor-619

mation curators, particularly in politically sensitive620

Figure 11: Political bias versus credibility rating ac-
curacy for all LLM-identity configurations. Political
bias is quantified using t-statistics comparing the dis-
tributions of LLM rating bias scores for left- and right-
leaning sources, while rating accuracy is measured by
the correlation with human expert evaluations. LLM-
identity configurations with left- or right-leaning biases
are separated, and the lines represent linear regressions
for the two groups.

contexts, as they may inadvertently exacerbate po- 621

larization and echo chambers. While methods such 622

as explicitly assigning independent identities or 623

blending ratings from different configurations of- 624

fer partial mitigation, they fail to fully align model 625

outputs with human judgment. Moreover, the bi- 626

nary framing of political perspectives introduces an 627

oversimplification, neglecting broader viewpoints 628

and complicating comprehensive bias analysis. Ad- 629

dressing these limitations requires further refine- 630

ment of methodologies to ensure more nuanced and 631

comprehensive evaluations of LLM biases. The 632

following key takeaways summarize the lessons 633

learned from this study: 634

• Larger models demonstrate better reliability 635

by refusing to rate sources they lack knowl- 636

edge of, whereas smaller models often hallu- 637

cinate responses. 638

• LLMs show only moderate correlation with 639

human expert judgments, highlighting the 640

need for improved alignment mechanisms. 641

• Default configurations exhibit a bias favoring 642

left-leaning sources, with partisan identity as- 643

signments further amplifying these biases. 644

• LLMs frequently lack knowledge of less pop- 645

ular sources, potentially leading to the ampli- 646

fication of low-credibility information. 647

• Independent identity configurations and 648
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blended ratings partially mitigate biases but649

do not fully resolve misalignment issues.650

• Binary framing of political ideologies lim-651

its the depth of bias analysis and overlooks652

broader viewpoints.653

• Addressing hallucinations in responses and654

incorporating diverse demographic data are655

crucial for future research.656

This study highlights the critical need for mitigat-657

ing biases in LLMs to improve their reliability as658

tools for information curation and stresses the im-659

portance of future research to enhance methodolo-660

gies and address these challenges.661

7 Conclusion662

This study systematically audits nine widely used663

LLMs to evaluate their ability to discern credible664

information sources in Bangladesh. The findings665

highlight significant challenges in using LLMs as666

information curators. Models often lack knowl-667

edge of lesser-known sources and may amplify668

low-credibility sources while suppressing credible669

ones, raising concerns about their reliability in po-670

litically sensitive contexts. Assigning partisan iden-671

tities to LLMs exacerbates biases, contributing to672

polarization and echo chambers. While strategies673

such as independent identity configurations and674

blended ratings show promise, they are insufficient675

to fully mitigate biases or align outputs with hu-676

man judgment. The oversimplification of political677

perspectives further limits the depth of bias analy-678

sis. This study does not address hallucinations in679

LLM responses, which could affect bias measure-680

ments, underscoring an avenue for future research.681

Additionally, the demographic data primarily re-682

flects Bangladeshi news outlets, limiting diversity683

and broader applicability. Expanding demographic684

and cultural representation in future studies is es-685

sential for enhancing the generalizability of these686

methodologies. Despite the simplicity of prompts687

facilitating counterfactual tracing, the approach re-688

stricted analysis of complex scenarios. Advancing689

techniques to evaluate diverse and tailored prompt690

sets is an important direction for future work. This691

study emphasizes mitigating biases in LLMs to692

improve their reliability as tools for information693

curation. Continued research is needed to under-694

stand how LLMs handle diverse sources in realistic695

settings and their societal impacts.696
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A. Survey Instructions905

Thank you for participating in our 2–5-minute sur-906

vey!907

This survey aims to evaluate the credibility of908

the top 20 newspapers in Bangladesh. Please be909

assured that your demographic information will910

remain completely anonymous and will not be used911

in any way that compromises your privacy. We912

appreciate your cooperation in contributing to this913

valuable data collection effort.914

The information you provide will be kept strictly915

confidential and used solely for research purposes.916

By collecting demographic data alongside your re- 917

sponses, we aim to ensure that our analysis repre- 918

sents a diverse range of perspectives and experi- 919

ences. Your participation is essential in helping us 920

achieve a comprehensive understanding of credibil- 921

ity and political bias in Bangladeshi news outlets. 922

Thank you for your time and valuable contribu- 923

tion! 924

This document includes all survey questions de- 925

signed to assess news source credibility and iden- 926

tity perceptions. View the detailed questionnaire 927

on Survey Questionnaire. 928

B LLM Response 929

Table 2 summarizes credibility scores for Prothom 930

Alo across various LLMs, ranging from 0.7 to 0.9. 931

GPT-4 rated it 0.9, highlighting quality journal- 932

ism, while other models like Gemini and Llama 933

provided similar assessments of credibility and bal- 934

anced reporting. Notably, identity configurations 935

influenced ratings, with Awami League-aligned 936

models often assigning slightly higher scores than 937

independent ones. These results showcase LLMs’ 938

ability to evaluate news credibility while reflecting 939

potential biases. 940
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Table 2: Credibility Ratings for Prothom Alo by Various Models and Identities

Credibility Score Explanation Identity Model
0.7 Prothom Alo is a leading daily, credible overall, but perceived as slightly biased by

some.
Awami League
(AL)

gpt 40-mini

0.9 Highly credible and widely respected for quality journalism and integrity. Awami League
(AL)

gpt-4

0.8 Prothom Alo is one of the leading newspapers in Bangladesh, well-regarded for its
reporting.

Awami League
(AL)

gpt-4o

0.7 Prothom Alo is a widely circulated newspaper, generally credible but neutral in tone. Independent Gemini 1.5 Pro
0.7 Prothom Alo is a widely read Bengali-language newspaper with generally balanced

reporting.
Independent Gemini 1.5 Flash

0.8 Prothom Alo is a well-regarded and widely read newspaper, known for its credible
content.

Awami League
(AL)

Gemini 1.5 Flash 8B

0.8 Prothom Alo is one of the most widely read Bangladeshi newspapers, with generally
credible news.

Awami League
(AL)

Llama-3.3-70B-Instruct

0.9 Prothom Alo is one of the most widely read and respected newspapers for its balanced
coverage.

Independent Llama 3.1 8b

0.8 Prothom Alo is one of the most widely read and respected news outlets in Bangladesh. Independent Llama-3.1-70B-Instruct-
Turbo
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