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ABSTRACT

Ideally, large language models (LLMs) should be able to exploit information
sources from all available languages to achieve strong performance for diverse
tasks, including reasoning. However, most evaluations of multilingual reasoning
focus on symbolic domains, e.g., mathematics and coding, and it remains unclear
how effective LLMs handle multilingual reasoning in linguistic tasks. In this pa-
per, we introduce a controlled multilingual two-hop question answering setting,
where answering a question requires two reasoning steps across two documents
in different languages: the first-hop document provides bridging information, and
the second-hop document links it to the final answer. Despite the equal impor-
tance of both hops, we find that the performance of a strong multilingual LLM
(i.e., Gemma-3) is substantially affected by language variation in the second-hop
documents more than in the first-hop. To analyze each hop’s reasoning process,
we evaluate the decomposed sub-questions of a two-hop question. Surprisingly,
the model often fails on the first sub-question for inferring bridging entities, yet
still answers the overall two-hop question correctly. Our implicit context attri-
bution analysis shows that the model still attends to bridging documents for cor-
rect answer generation, despite struggling to interpret them. This shows that the
LLM’s multilingual multi-hop reasoning does not follow a faithful step-by-step
decomposition for sub-question answering. We also find that the absence of rea-
soning decomposition leads to about 18% composition failures, where both sub-
questions are answered correctly while failing to answer the two-hop question.
To mitigate this, we propose a three-stage SUBQ prompting method to guide the
multi-step reasoning with sub-questions, which boosts accuracy from 10.1% to
66.5%. Overall, our findings shed light on the multilingual multi-step reasoning
mechanism and the potential of explicit reasoning decomposition for future tasks.

1 INTRODUCTION

Reasoning is a central aspect of human cognition and refers to the process of drawing new conclu-
sions by combining multiple pieces of evidence through logical inference (Kurtz et al.,|1999). Large
language models (LLMs) have demonstrated strong, monolingual reasoning performance across
pieces of evidence within the same language, which almost exclusively is English (Liu et al., 2025).
However, real-world information is inherently multilingual and therefore distributed across lan-
guages. Enhancing multilingual reasoning is thus essential for building globally reliable Al systems,
requiring models not only to comprehend information in multiple languages but also to integrate and
chain knowledge across them to derive correct answers (Ghosh et al., 2025).

Recent works focus on improving multilingual reasoning in non-linguistic domains such as math-
ematics and coding (Qin et al) 2023} [Huang et al., 2023} |Chai et al.| 2024} |Wang et al., [2025).
However, far less is understood about multilingual multi-step reasoning in linguistic domains, which
requires analyzing, synthesizing, and drawing inferences solely from textual information. Multi-hop
reasoning is a representative task that requires integrating information across multiple contexts to
answer a complex question. While extensively studied in monolingual English settings (Yang et al.,
2024; Biran et al.| [2024; [Yu et al.| [2025), it remains unclear how well LLMs perform multi-hop rea-
soning across multilingual documents — an important capability for real-world applications where
information is naturally distributed across different languages and cultural sources.
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@ Two-Hop Question: What government position was held by the woman who
portrayed Corliss Archer in the film Kiss and Tell?

Question
vz SubQ1: which woman portrayed Corliss | | SubQ2: what government position was
vz Archer in the film Kiss and Tell? Shirley Temple held?

Sub-Question

Hop-1 (English): Kiss and Tell is a 1945 Hop-2 (French): Shirley Temple
|| American comedy film starring then 17- Black... elle a été chef du protocole

year-old Shirley Temple as Corliss des Etats-Unis...
Documents Archer (English Meaning: Chief of Protocol)

Figure 1: Example of multilingual two-hop QA. In Section we evaluate multilingual two-step rea-
soning performance with the two-hop question and the corresponding Hop-1 and Hop-2 document.
In Section |3} we conduct a sub-question evaluation to disentangle the two-step reasoning mecha-
nism: SubQ1 infers the bridge entity and SubQ2 links the bridge entity to the final answer.

In this paper, we introduce a controlled multilingual two-hop question answering settinﬂ to bridge
the gap between the progress on English-based multi-hop reasoning and multilingual NLP. We ex-
tend a subset of the English-language HotpotQA dataset (Tang et al., |2021) by four diverse and
high-resource languages: French, Russian, Arabic, and Chinese. Take Figure [I] as an example.
To answer a two-hop question: What government position was held by the woman who portrayed
Corliss Archer in the film Kiss and Tell?, it requires two reasoning steps to infer the final answer:
First, identifying the bridge entity Shirley Temple as the woman who portrayed the film from an En-
glish first-hop document. Second, connecting Shirley Temple with the government position chief of
protocol in a French second-hop document. This setup provides a clear testbed to examine whether
LLMs perform two-step multilingual reasoning and whether they reason in a step-by-step manner,
commonly analogous to how humans solve problems via sub-questions.

We evaluate a strong multilingual large language model Gemma-3-Instruct 27B (Kamath et al.|
2025) on this benchmark. From controlled experiments (in Section [2)), we show a degradation
in two-hop QA performance when varying languages for each document. In particular, changing
languages in target-answer (second-hop) documents results in more performance drops compared
to language changes in bridging (first-hop) documents. This performance discrepancy raises the
question of whether the first step of multilingual reasoning is inherently easier than the second.

Subsequently, we conduct a step-level evaluation on decomposed sub-questions (in Section [3). We
observe a relatively high unfaithfulness ratio in multilingual scenarios where the model correctly
answers a two-hop question but fails to answer the first sub-question, with up to 33%. To further
probe how the model arrives at the correct answer despite failing to identify bridging information,
we conduct a context attribution analysis. The results reveal that the bridging documents still play a
critical role in answer generation, with at least one-third of the attribution scores. The performance
of unfaithful two-hop cases drops sharply when distractors with topically related bridging informa-
tion are introduced. This shows that the LLM performs multilingual two-hop reasoning, but this
reasoning does not necessarily indicate faithful step-by-step sub-question answering.

On the other hand, we show that faithful step-by-step sub-question answering does not necessar-
ily ensure correct multilingual two-hop reasoning. Following |Press et al.| (2023)), we refer to this
phenomenon as compositional failure, and observe up to 18% of cases where the model correctly
answers each sub-question but fails to integrate the intermediate information into the final two-hop
answer. Next, we examine the impact of presenting explicit reasoning information on resolving
this issue. We first show the existing chain-of-thought prompting (Wei et al.}|2022)), which requests
models to “think step-by-step”, only partially alleviates compositional failure. With the given de-
composed sub-questions, we naturally introduce a three-stage SUBQ prompting method, where each

"We will release the dataset publicly to support reproducibility and further research.
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Settings Document Languages Query Languages Ave.
Hop-1 Hop-2 En Fr Ru Ar Zh
_Monolingual @ = Q_______E BN (4267 4318 WER8 3926 4569
Q Q 5485 4296 4177 46.17 36.54  44.65
Multilingual Q 4307 3688 39.73 4212 3478 3931
Q Q 43.41 37.84 3639  42.64 3223 38.50

Table 1: Multilingual two-hop QA performance for Gemma-3-27B-Instruct. We report the F1 score
token accuracy. /() denotes whether the languages of documents are the same or different from
the query language. For languages of documents that differ from the query, we report their average
performance. Full results are shown in Appendix

sub-question is explicitly provided to guide the final answer generation. This approach substantially
reduces compositional failures, improving accuracy from 10.1% to 66.56%. These results highlight
question decomposition as a promising direction for enhancing multilingual multi-step reasoning.

2  MULTILINGUAL TWO-HOP QUESTION ANSWERING

2.1 PRELIMINARY

The multilingual two-hop question answering (QA) task requires language models to reason with
information from two gold documents in different languages to generate the answer. In this task, the
models’ inputs are: (i) a two-hop question to answer and (ii) two gold documents. We denote Hop-1
as first-hop documents containing bridge entities and Hop-2 as second-hop documents with target
answer information. In particular, a bridge entity must first be identified to infer the final answer in
the second-hop documents. This task evaluates models’ ability on (a) multilingual understanding of
gold documents, (b) multilingual reasoning ability to integrate information in varying languages.

2.2  EXPERIMENT SETUP

Dataset. We execute our task with the extended decomposed HotpotQA dataset (Tang et al.,[2021)),
derived from (Yang et al.| [2018)). It comprises 1, 000 English examples with two-hop questions and
their corresponding decomposed sub-questions. Here, we use SubQ1 and SubQ2 to denote first and
second single-hop sub-questions.

Dataset Filter. We apply a filtering procedure to the original dataset to mitigate the impact of
data contamination. Specifically, we exclude data instances that can be correctly answered by the
experimental models with partial or no gold documents: (a) only with Hop-1 or Hop-2 or (b) with
neither Hop-1 nor Hop-2. This filtering ensures that the models rely on compositional reasoning over
both hop documents rather than leveraging memorized knowledge from pre-training. The filtered
multi-hop dataset contains a total of 182 examples.

Dataset Translation. We automatically translate the filtered English datasets into four high-
resource languages with varying language families and written scripts: French (Fr), Russian (Ru),
Arabic (Ar), and Chinese (Zh). We use GPT-4o0-mini to translate the filtered English multi-hop
datasets into four selected target languages. To ensure translation quality, we conducted human
evaluations on a subset of translation examples (see Appendix [A.2).

Models. We experiment with Gemma—-3-Instruct (Kamath et al.,[2025) model of size 27B due
to its strong multilingual ability, which supports over 140 languages. We adopt greedy decoding to
generate outputs and leave exploration of other decoding methods for future work. For the prompts,
we put the two-hop question before and after the provided documents to reduce the effect of query-
aware contextualization (Liu et al.,2023). The standard prompt templates are in Appendix[A.4.T]
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En Fr Ru Ar Zh
Hop-1 Hop-2 Hop-1 Hop-2 Hop-1 Hop-2 Hop-1 Hop-2 Hop-1 Hop-2

Pearson 0.01 0.89 0.06 0.66 0.20 0.78 0.20 0.70 0.12 0.69
Spearman 0.09 0.70 0.01 0.60 0.09 0.60 0.12 0.50 0.01 0.50

Correlation

Table 2: Pearson and Spearman correlations between two-hop QA performance and the linguistic
similarity. Overall, linguistic similarity between two-hop questions and Hop-2 documents has a
strong correlation with the final performance.

2.3 RESULTS

Table[T] presents the results of the multilingual two-hop QA performance when querying in different
languages. In line with previous studies (Chua et al., 2024} Qi et al.,|2025)), language models always
perform better at answering questions in English than other query languages under both monolin-
gual and multilingual evaluation. In particular, we show that the multilingual reasoning performance
is sensitive to language changes between different hop documents. The two-step reasoning perfor-
mance drops more when changing languages in answer-span Hop-2 documents (avg. —6.38%) than
in bridging Hop-1 documents (avg. —1.04%).

To examine the effect of linguistic similarity on final performance, we compute both Pearson and
Spearman correlations between two-hop QA accuracy and the linguistic distance between questions
and documentsE] As shown in Table[2} two-hop QA performance shows a strong negative correlation
with the linguistic distance between questions and Hop-2 documents. In particular, larger linguistic
gaps between the Hop-2 documents and the questions consistently lead to lower accuracy.

The performance gap when changing languages in the first or second-hop documents shows that
the model might process the first and second reasoning steps differently. In principle, changing
languages in both documents, i.e., bridging and answer-span, should have a similar effect on final
performance since they are equally essential to infer the final answer. To probe the underlying
reasoning mechanism, Section 3] presents a step-level evaluation that assesses LLM performance on
each reasoning step via the decomposed sub-questions.

3  MULTILINGUAL MULTI-STEP REASONING DECOMPOSITION

In this section, we disentangle the two-hop reasoning process by two single steps through our trans-
lated set of decomposed sub-questions (Tang et al.,[2021). This explicit step-wise evaluation facili-
tates a more fine-grained understanding of multilingual two-hop reasoning behavior.

3.1 SETUP

We denote SubQ1 as the first-step sub-questions that extract bridge entities from the Hop-1 doc-
uments, and SubQ2 as the second-step sub-questions that retrieve final answers from the Hop-2
documents; see also Figure [[] Based on the decomposed evaluation, we examine whether multi-
lingual multi-hop reasoning follows a faithful step-by-step decomposition. We further identify two
distinct failure modes following the definition in previous works, i.e., unfaithfulness (Lyu et al.,
2023) and compositional failure (Press et al., [2023), illustrated in Appendix Figure[9] We analyze
these modes to better disentangle LLMs’ multilingual multi-step reasoning.

» Unfaithfulness: Models correctly answered a two-hop question while failing to answer
its sub-questions, i.e., SubQ1 or SubQ2. The unfaithfulness ratio is calculated as the per-
centage of total unfaithful cases over all correctly answered two-hop questions. This ratio
reflects whether the model is faithful to step-by-step decomposed sub-question reasoning.

» Compositional Failure: Models incorrectly answered two-hop questions while succeeding
in both SubQ1 and SubQ2. The composition failure ratio is calculated as the percentage of
total composition failure cases over all incorrectly answered two-hop questions. This ratio
reflects the limitation of LLMs’ compositional reasoning.

*Details of linguistic similarity calculation are provided in Appendix
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Setting Answer Correctness Query Languages
Two-HopQ SubQ1 SubQ2 En Fr Ru Ar Zh
v X v 0.07 0.19 0.12 0.10 0.16
Monolingual v X 0.02 0.00 0.00 0.05 0.04
. oo Koo_o_o_oox 003 _ 000 _ 002 _ 000 _ 000
v X v 0.12 0.23 0.15 0.25 0.33
Multilingual ./ v X 0.03 0.03 0.03 0.05 0.04
v X X 0.01 0.00 0.03 0.03 0.02
(a) Unfaithfulness Ratio
_Monolingual_x . A A 014 016 003 017 018
Multilingual X v v 0.11 0.10 0.05 0.10 0.08

(b) Compositional Failure Ratio

Table 3: The decomposed sub-questions evaluation. We report the average ratio for multilingual
settings. The full results are shown in Appendix[A.6]

3.2 UNFAITHFUL FAILURE

3.2.1 OVERALL RESULTS

Table [3a] shows that the model is more likely to be unfaithful to the first-step sub-question for both
monolingual and multilingual settings. Consistent with [Tang et al.| (2021), we show that explicitly
identifying the bridge entity is not required for the model to answer two-hop questions correctly in
monolingual English settings. Furthermore, we find that multilingual settings yield higher unfaith-
fulness ratios than monolingual ones. In particular, Arabic and Chinese two-hop questions yield
notably high unfaithfulness rates of 25% and 33%, respectively. To further probe how the LLM is
still able to generate correct answers in unfaithful cases, we conduct a context utilization analysis to
examine the role of both hop documents, especially for bridging Hop-1 documents. Specifically, we
only focus on unfaithful cases that fail at the first sub-question, as they constitute the majority.

3.2.2 CONTEXT ATTRIBUTION ANALYSIS

Here, we aim to implicitly analyze how language models use different hop documents to generate
the answers. We follow input attribution methods to measure how much each document contributes
to generating the answers (Lundberg & Lee, [2017;|Covert et al., 2021)).

Setup. We use the input-erasure attribution method (Li et al.l [2016) to measure the contribution
of each hop’s document on the correct answer generation. Input erasure quantifies the contribution
of an input component (typically a token) by measuring the change in the model’s probability on
the ground truth when that component is removed. In our experiments, we compute token-level
attributions with respect to producing the correct answer. A document’s attribution is obtained by
summing the contributions of its tokens, after which we calculate its percentage attribution relative
to the combined attribution of the two documents, i.e., Hop-1 and Hop-2. Finally, we report the
average percentage attribution for each document across the entire data. To ensure a fair comparison,
we examine the context attribution scores in unfaithful cases on the first sub-question against fully
faithful ones to show shifts in context attribution.

Results. Figure [2| presents Hop-1 attribution scores for faithful and unfaithful cases in English
two-hop questions. In general, we surprisingly notice that most unfaithful cases exhibit relatively
higher Hop-1 attribution scores compared to faithful cases. Although the LLM fails to explicitly
infer bridge entities from Hop-1 documents for unfaithful cases, Hop-1 documents still implicitly
contribute to the correct two-hop target answer generation. The relatively high Hop-1 attribution

3Two-hop, SubQl1, and SubQ?2 all correct
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Figure 2: Context attribution scores for faithful and unfaithful cases. The two-hop query is in
English, and Lang1-Lang2 (e.g., EN-ZH) indicates the languages of Hop-1 and Hop-2 documents.

scores for unfaithful cases indicate the model relies on a more nuanced intrinsic reasoning mech-
anism that extends beyond what can be revealed through explicit step-level evaluation. Moreover,
we notice that multilingual Hop-1 documents have higher attributions than English ones for both
cases. Taken together with the observation in Section [3.2.1] that multilingual settings exhibit higher
unfaithfulness, this suggests that while the models attend to the multilingual Hop-1 documents, they
struggle to answer the sub-question on them correctly.

3.2.3 CONTEXT DISTRACTOR ANALYSIS

The context attribution analysis shows the importance of Hop-1 documents on intrinsic multilingual
reasoning for unfaithful cases. To further investigate whether the reliance on Hop-1 documents
reflects robust reasoning rather than shortcutting spurious cues, we perform a controlled context
perturbation analysis on unfaithful cases inspired by prior works by distractors (Hengle et al., 2025))
and context orders (Yu et al., [2025).

Setup. We gradually insert an increasing number of distractor documents between Hop-1 and
Hop-2 documents. The language of the distractors is the same as the two-hop question. We use
distance d to denote the position differences between Hop-1 and Hop-2, and it corresponds to (|d| —
1) distractors between the two hops. The sign of d specifies their order: a positive value means
Hop-1 precedes Hop-2, while a negative value means the reverse. In particular, we control distractor
relevance with the bridging Hop-1 documents. Relevant distractors contain topics similar to the
original bridging Hop-1 documents from the dataset, whereas irrelevant distractors are randomly
sampled from unrelated training examples.

Results. Figure[3]shows that inserting distractors between Hop-1 and Hop-2 degrades multilingual
two-hop reasoning, consistent with monolingual findings by Modarressi et al.| (2025)). Topic-relevant
distractors result in larger drops than irrelevant ones, underscoring the difficulty of the LLM to
discriminate true bridging evidence from semantically proximate noise and highlighting the central
role of Hop-1 in two-step reasoning.
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Figure 3: The impact of inserting relevant and irrelevant distractors between Hop-1 and Hop-2
documents. A distance of d corresponds to (|d| — 1) distractors between the two hops. Positive d
means Hop-1 precedes Hop-2, while a negative sign means the reverse. We report the average F'1
token scores for every unfaithful multilingual case for each query language.

[ SubQ Prompting ]

/ {Instruction} \
Question: {Two-Hop Question}

Articles: {Hop-1 Document} {Hop-2 Document}

Based on your answers for the decomposed sub-questions to answer the two-hop question:

SubQ1: {Sub-question for bridge entity}
Prediction: {Bridge entity from step-1 output}

SubQ2: {Sub-question for target answer with bridge entity}
Prediction: {Target answer from step-2 output}
Answer:

Figure 4: Three-step of SubQ Prompting. The first and second step prompt templates are shown in

Appendix [A.4.2|Figure 3]

Moreover, changing the document order further degrades performance: presenting the Hop-1 and
Hop-2 documents in reverse order is consistently worse than the original sequence, echoing premise-
order effects in LLMs (Chen et al., |[2024; [Yu et al., [2025). This indicates a positional sensitivity
of intermediate bridge information, suggesting that the model relies on order-dependent reasoning
rather than fully order-robust multi-hop composition.

3.3 COMPOSITIONAL FAILURE

The previous section[3.2]analyzes the unfaithfulness cases and shows that correct intrinsic reasoning
does not necessarily follow faithful step-by-step sub-question answering. Here, we examine the
second failure mode, i.e., compositional failure, where the model answers sub-questions correctly
but fails to answer the overall two-hop question. Table shows composition failure rates up to 18%,
showing that solving both sub-questions does not guarantee correct two-hop composition. Motivated
by evidence that prompting with explicit intermediate reasoning can improve performance (Wei
et al.| [2022), we aim to examine whether guiding the LLM with (i) self-generated chain-of-thoughts
or (ii) decomposed step-by-step sub-questions, can reduce composition failure.

3.3.1 STEP-BY-STEP PROMPTING

The setup details and results are shown below.
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Figure 5: F1 token accuracy for multilingual two-hop QA for different prompting strategies, eval-
uated on composition failure cases and the full dataset. Red dashed lines above the SubQ Prompt
bars show the performance when using ground-truth answers for sub-questions.

Zero-shot CoT. Following 2022), we instruct the model to “Think Step-by-Step” and
generate its own reasoning chains for answering the two-hop question (prompt templates are in Ap-
pendix [A:4.2| Figure[7). The language of zero-shot instruction is aligned with the two-hop question,
and we do not control the reasoning languages here.

SUBQ Prompt. We introduce a three-stage, step-by-step prompting technique with decomposed
sub-questions. As illustrated in Figure[d prompting consists of three steps: First step, prompting the
model to answer the SubQ1 question about the bridge entity; second step, using the first step output
for the bridge entity inserted with SubQ2 to ask for the target answer; third step, presenting both
sub-questions and the previous steps’ outputs together to ask for the final two-hop answer. For a fair
comparison, we also use the ground-truth answers for each step’s sub-question to guide reasoning.

Results. Figure [5| shows the average multilingual two-hop QA performance for each query lan-
guage with different prompting techniques. First, SUBQ prompting yields substantial gains over
zero-shot CoT on both the compositional failure cases (where both sub-questions are correctly an-
swered but the final two-hop answer is wrong) and the full evaluation set. These improvements
suggest that explicitly decomposing the query into sub-questions helps the model integrate informa-
tion step-wise. One plausible explanation for the weaker zero-shot CoT results is that the model uses
its own internal representations to generate explanations, which might diverge from the task’s true
decomposition. This, in turn, leads to errors in the reasoning process. Future work could explore
training or prompting with the task-specific reasoning decomposition.

Second, SUBQ prompting shows a larger performance gap between model-generated predictions
and ground-truth answers for sub-questions on the full evaluation set compared to the composi-
tional failure cases. This is expected, as the model predicts sub-questions correctly in compositional
failure cases, resulting in performance close to that of the ground truth. For the full set, despite
potential errors in predicted answers of sub-questions, SUBQ prompting still leads to substantial
performance gains across all query languages. Overall, these results highlight the effectiveness of
question decomposition in enhancing LLM performance on multilingual multi-hop reasoning tasks.

4 RELATED WORKS

In this section, we review prior works relevant to our study, focusing on multilingual capability,
intrinsic reasoning, failure modes of reasoning, and the effectiveness of reasoning decomposition.

Multilingual Reasoning. This line of research has examined multilingual reasoning in mathe-
matical tasks (Shi et al, 2023} [Qin et al.} 2023}, [Chen et al.| 2023}, [Ghosh et all, 2025). Although
mathematical problems also probe multi-step reasoning, these studies primarily focus on reason-
ing over numerical computation rather than general linguistic information. Another line of work
has often noted linguistic benchmarks such as XCOPA or translated versions of
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MMLU (Hendrycks et al.l |2021) as multilingual reasoning (Chua et al., |2024). However, XCOPA
typically involves one-step inferences, and MMLU lacks explicit control over reasoning steps. In
contrast, our work introduces a controlled setting for multilingual multi-hop question answering,
where we disentangle each step of reasoning across languages to directly assess whether models
perform genuine multilingual linguistic reasoning.

Intrinsic Reasoning. Intrinsic reasoning investigates whether LLMs are capable of reasoning
without explicit prompting (Wang & Zhoul 2024)). For instance, [Yang et al.| (2024) reveals latent
two-hop reasoning paths by constructing questions that require retrieving factual bridging informa-
tion from pre-trained knowledge. Similarly,|Guo et al.|(2025) trains a three-layer transformer model
from scratch to examine how two-hop reasoning emerges by analyzing attention logits for bridge
and target entities. In contrast, our work evaluates reasoning explicitly through decomposed sub-
questions, allowing us to assess whether multilingual multi-hop reasoning aligns with a step-by-step
sub-question answering process.

Failure Modes of Reasoning. This work is also related to several modes of reasoning failure in
LLMs, including unfaithfulness (Lyu et al.l 2023} |Arcuschin et al., [2025), premise order effects
(Chen et al.} 2024; Yu et al.,2025)), distractibility (Guo et al., 20255 Q1 et al.,|2025)), and the limited
capacity for long-context reasoning (Liu et al., [2023; |Modarressi et al., [2025} [Hengle et al., [2025)).
Specifically, |[Lyu et al.| (2023)) shows that chain-of-thought prompting on mathematical tasks often
produces answers that do not faithfully follow the intermediate reasoning steps. Our work extends to
multi-hop reasoning by showing the unfaithful outputs for decomposed sub-questions. |Modarressi
et al.[(2025)) reveals that increasing the context length of the two-hop associated reasoning QA task
leads to performance degradation, while we show that this difficulty is further amplified when long-
context reasoning is combined with multilinguality, exposing another limitation of current LLMs.

Effectiveness of Reasoning Decomposition. Reasoning decomposition has been widely adopted
in prompting techniques across various downstream tasks. For example, chain-of-thought prompting
decomposes mathematical problems into intermediate steps, encouraging models to follow a step-
by-step reasoning strategy (Wei et al.,|2022)). In machine translation, Briakou et al.| (2024)); He et al.
(2024) decompose the task into multiple stages, showing that multi-turn refinements can improve
translation quality. In our work, we explore multi-hop question decomposition. While the decom-
posed sub-questions need to be additionally acquired, they provide a potential way of enhancing
multilingual multi-hop reasoning performance.

5 CONCLUSION

In this paper, we introduce a controlled setting for multilingual two-hop reasoning to broaden mul-
tilingual evaluation. Building on this task, we present a comprehensive analysis that exposes the
limitations of a current strong multilingual LLM, i.e., Gemma-3, in two-step reasoning when pieces
of evidence are cross-lingual. Specifically, we find that Gemma-3 is more sensitive to language
variation in answer-span documents than in bridging documents, despite the equal importance of
both for final answer generation. By decomposing each query into sub-questions, we disentangle
the two-step reasoning process and observe that the model frequently fails the first sub-question
(identifying the bridge entity) while still answering the overall two-hop question correctly. To probe
unfaithfulness, we conduct context attribution analysis, which reveals that bridging information still
plays a crucial role in final answer generation. Our findings indicate that multilingual multi-step
reasoning in the LLM cannot be fully captured by human-like step-by-step sub-question answering,
underscoring the need for future work to uncover the underlying mechanisms of model reasoning.

On the other hand, this work demonstrates the benefits of explicit step-by-step prompting with struc-
tured sub-questions in multilingual multi-hop tasks, particularly for mitigating compositional fail-
ures. Although the model is capable of reasoning without predefined structures, our findings show
that such guidance enhances its robustness. These insights open promising directions for future work
on incorporating reasoning decomposition into both training objectives and prompting strategies to
improve multilingual multi-hop reasoning.
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A APPENDIX

A.1 THE USE OF LARGE LANGUAGE MODELS (LLMS)

In this work, we use LLMs in two ways: First, we use GPT-4o-mini for dataset translation.
Second, we use ChatGPT solely for polishing the paper text, only for grammar corrections. We do
not use LLMs for research ideation or for generating substantive content for the paper.

A.2 TRANSLATION QUALITY EVALUATION

We evaluate the quality of the translation dataset using both automatic metrics and human judgments.
For automatic evaluation, we report reference-free COMET -2 Z[ﬂ (Rei et al., 2020) scores. For human
evaluation, we randomly sample 20% of the dataset for each language and ask native speakers of
French, Chinese, Arabic, and Russian to rate the translations. Table[z_f]presents the human evaluation
results, and the corresponding rating criteria are described below:

* 3: The translation conveys the same meaning as the source English, without grammar
ITOrS.

* 2: The translation conveys most of the meanings with the source English. It contains a few
grammatical errors.

* 1: The translation only conveys some of the meanings in the English source. It might not
be fluent and may contain several grammatical errors.

* 0: The translation conveys little or no meaning in the source English, and the translation is
hard to understand.

Metrics | French (Fr) Russian (Ru) Chinese (Zh) Arabic (Ar)
COMET 86.14 83.42 82.89 80.43
Human 2.6 24 2.5 2.6

Table 4: Translation quality for the Multilingual Two-hop QA dataset. Overall, both COMET-based
automatic evaluation and human evaluation confirm that the translations are meaningful.

A.3 LINGUISTIC SIMILARITY CALCULATION

We calculate the linguistic similarity based on the subword vocabulary overlaps from a multi-parallel
corpus NTREXE] which covers 128 languages, followed by (Qi et al., |2025). We measure the sub-

word vocabulary overlap between language Iy and 5 as follows: Overlap(ly,l2) = %, where
V1 and V4 represent the subword vocabulary for language /; and /5.
A.4 PROMPT TEMPLATES

A.4.1 MULTILINGUAL TWO-HOP DEFAULT PROMPTING

Figure [6] illustrates the default prompt templates used for both the monolingual and multilingual
two-hop tasks. For all the prompting, the language of the instruction is the same as the two-hop
question. We ask native speakers of each language, who are also proficient in English, to provide
the translations of the instructions.

A.4.2 STEP-BY-STEP PROMPTING

Figure[7]and 8] shows the step-by-step prompting techniques used in Section [3.3.1]

YUnbabel /wmt22-cometkiwi-da
Shttps://github.com/MicrosoftTranslator/NTREX
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[ Multilingual Two-Hop Prompting }

/ You are given an article and a question. Answer the question based on the given article as concisely as you \
can, using a single phrase or sentence if possible. Do not provide any explanation.

Question: What government position was held by the woman who portrayed Corliss Archer in the film Kiss
and Tell?

Article:

Hop-1 Doc: Kiss and Tell is a 1945 American comedy film starring then 17-year-old Shirley Temple as Corliss
Axrcher....

Hop-2 Doc: Shirley Temple Black was an American actress....She was named United States ambassador to
Ghana and to Czechoslovakia and also served as Chief of Protocol of the United States.

Question: What government position was held by the woman who portrayed Corliss Archer in the film Kiss

and Tell?
“\\ Answer: ,/"
(a) Two-hop Query: English, Hop-1 Doc: English, Hop-2 Doc: English.
o [ Multilingual Two-Hop Prompting } .

BREE -BXEM—NEE. BRESENXERTREEREE DR, RUEEA—MESAT.
B REERIBRRE,

B ERF (MS5EB) PURRBIRTIET FHA LB ET T ABARA?

XE:

Hop-1 Doc: Kiss and Tell est une comédie américaine de 1945 mettant en vedette Shirley Temple...

Hop-2 Doc:eduac] 3 duall ) dinn A sl biaa <ilS (2014 s 10 - 1928 Sanf 23) &l doasi st il g cdpula sl g
1938 U 1935 e Juilal liacS 355050 &SI Wl b aal 5 o8

Saniall Y 1 8 58 555 il s € Cannt IS 5 LSUA 1 05 e (50 Banll il ) 5 s L 5 LS

B EBF (MS5EB) PURRRIRFIET FHA L HIEET T ABAFRAL?

Ui
H

(b) Two-hop Query: Chinese, Hop-1 Doc: French, Hop-2 Doc: Arabic.
Figure 6: Multilingual two-hop QA prompting template. Figure Monolingual setting; Figure

Multilingual setting. Note that the labels Hop-1 Doc and Hop-2 Doc are shown here for illustration
only and are not included in the actual prompt.

A.5 MULTILINGUAL MULTI-HOP QA PERFORMANCE
A.5.1 FULL RESULTS

Figure[I0]shows the full results on multilingual multi-hop QA performance for each query language:
English, French, Russian, Arabic, and Chinese.

A.6 DECOMPOSED SUB-QUESTION EVALUATION RESULTS

Figure[TT|presents the complete results for the unfaithfulness ratio, considering cases where the two-
hop answer is correct, SubQ1 is incorrect, and SubQ?2 is correct. Figure [I2] presents the complete
results for the composition failure ratio, considering cases where the two-hop answer is incorrect,
SubQl1 is correct, and SubQ?2 is correct.
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P (" Zero-shot CoT ). . e {_Zero-shot CoT _}-—--------.
/" You are given an article and a question. Think 5 ! 3
step-by-step and then give a final concise RERB—BXEN—RE. FESBE,

answer. REAEREANEEER.

. @& : {TwoH
Quc?stlon: {TwoHopQ} Q;: ivag-l(;I{,Sk}JpQ}
Article:{Hop-1} {Hop-2} a8 {TwoHopQ}
Question:{TwoHopQ}

e
Reasoning:
ER:
\. Answer: J 5\ /
(a) Two-hop Question in English. (b) Two-hop Question in Chinese.

Figure 7: Zero-shot CoT prompt template. We add “think step-by-step” to prompt the models to
generate their own reasoning chains.

Jommmmmmmmmmmees {___Step1CoT _ }J------m-mvs N ommmmmmmmmes {__ Step2 CoT __ }--------m--ns N

" You are given an article and a question.
Answer the question based on the given
article as concisely as you can, using a single
phrase or sentence if possible. Do not provide
any explanation.

You are given an article and a question.
Answer the question based on the given
article as concisely as you can, using a single
phrase or sentence if possible. Do not provide
any explanation.

Question: {Sub-question for target answer
with Step 1’s predicted bridge entity}
Answer:

Question: {Sub-question for bridge entity}
Answer:

Figure 8: The first two steps of the three-stage SUBQ prompting. First step, answering the first
sub-question to identify the bridge entity. Second step, using step 1’s predicted bridge entity to
answer the second sub-question, and the final step, shown in the main text[d combining both steps
to generate the final two-hop answer.

=l { - d i ! ired
Two-hopQ: Lou Cutell I CBS E2ZEIE 13 : Two-hopQ: Katherine Ann Dettwyler wasn't rehired
o — N o gy - ! after she commented on the death of the student who
B=K X—EERBLRFEILE i . .
o i was arrested in North Korea in what month and year?

Model Prediction: 187 (correct) i s
G d-Truth: 187 i Model Prediction: June 2017 (wrong)

round-fruth: ‘\ Ground-Truth: January 2016

. % . "

d ¥

- N - N

s 4 SubQ1: Katherine Ann Dettwyler wasn't rehired after
: REW—E?
SubQ1:Lou Cutell SR she commented on the death of which student?

Model Prediction: $25Ef K H . A
G:(men d_l:;n::hl,o;._ fﬁﬁjiﬁ?’f Qligfﬁééwrong) Model Prediction: Otto Warmbier (correct)
e - Ground-Truth:Otto Warmbier

SubQ2: BRE—RIEANE BENELE?

Model Prediction: 187 (correct) what month and year?

Ground-Truth: 187 odel Prediction: January 2016 (correct)
\ /\_ Ground-Truth: January 2016 /

", s . s

SubQ2: Otto Warmbier was arrested in North Korea in

i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
\
\

Figure 9: Two distinct reasoning failure modes from Gemma-3-27B-Instruct. Left: Unfaithfulness,
Right: Composition Failure.
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Figure 10: Multilingual Multi-Hop QA Performance for each query language with language varia-
tions in Hop-1 or Hop-2 documents for Gemma-3-27B-Instruct.

A.7 ADDITIONAL MODELS

Table [ reports results for the Qwen-3-8B model, which are largely consistent with
Gemma-3-27B-Instruct. Overall, the performance of LLMs is sensitive to language varia-
tion in the supporting documents: changing the language of the Hop-2 document causes a larger
performance drop than changing the language of the Hop-1 document.
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Figure 11: Unfaithfulness Ratios

18

0.60

o
>
gl

o
W
S

A F1 Token Score

0.15

0.60

o
>
«

o
W
S

A F1 Token Score

0.15



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

Hop-2 Languages

Hop-2 Languages

Query (English) 0.60 Query (French)
Arabic 0.07 0.11 0.11 0.16 0.16 Arabic
0.45
Chinese{ 0.07 0.13 0.15 0.20 0.12 Chinese
o »
:
w 3
c =
Russian{ 0.08 0.14 0.22 0.13 0.10 0.30 & & Russian
2 3
& 2
< 2
French{ 0.08 0.14 0.12 0.16 0.15 English
0.15
English{ 0.05 0.09 0.08 0.07 0.09 French{ 0.16 0.17 0.16 0.18 0.17
- - - - 0.00 - - - -
English  French Russian Chinese Arabic French  English Russian Chinese Arabic
Hop-1 Languages Hop-1 Languages
(a) English (b) French
Query (Russian) 0.60 Query (Arabic)
Arabic{ 0.12 0.21 0.09 0.18 Russian{ 0.11
0.45
Chinese{ 0.05 0.17 0.15 0.10 0.06 French{ 0.14
o »
5 )
S ®
w 3
c =
French{ 0.08 0.13 0.19 0.10 0.16 0302 E English{ 0.12
'9 o~
o a
< 2
English{ 0.12 0.19 0.18 0.18 Chinese{ 0.10
0.15
Russian{ 0.11 0.10 0.09 0.14 0.11 Arabic{ 0.12 0.15 0.14 0.16 0.13
0.00
Russian English  French Chinese Arabic Arabic  Chinese English  French  Russian
Hop-1 Languages Hop-1 Languages
(c) Russian (d) Arabic
Query (Chinese) 0.60
French
0.45

English{ 0.19
I o
@ b=
o 8
] @
2 e c
& Russian 0309
3
=]
~ QR
g @
2 <
0.15
Chinese
0.00

Chinese Arabic Russian English  French
Hop-1 Languages

(e) Chinese

Figure 12: Composition Failure Ratios
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Settings Document Languages Query Languages Ave.
Hop-1 Hop-2 En Fr Ru Ar Zh
_Monolingual _ @ = Q_ 8 SL68  4l.15 4802 4567  37.38 4481
Q Q 52.72 42.60 47.22 44.32 37.39 44.85
Multilingual () Q 39.69 3427 3773 3401 30.59 3525

Table 5: Multilingual two-hop QA performance for Qwen-3-8B. We report the F1 score token ac-
curacy. (/Q) denotes whether the languages of documents are the same or different from the query
language. For languages of documents that differ from the query, we report their average perfor-
mance.
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