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Abstract

Theory of Mind (ToM)—the cognitive abil-001
ity to reason about mental states of ourselves002
and others, is the foundation of social inter-003
action. Although ToM comes naturally to hu-004
mans, it poses a significant challenge to even005
the most advanced Large Language Models006
(LLMs). Due to the complex logical chains in007
ToM reasoning, especially in higher-order ToM008
questions, simply utilizing reasoning methods009
like Chain of Thought (CoT) will not improve010
the ToM capabilities of LLMs. We present011
TIMETOM, which constructs a temporal space012
and uses it as the foundation to improve the013
ToM capabilities of LLMs in multiple scenar-014
ios. Specifically, within the temporal space, we015
construct Temporal Belief State Chain (TBSC)016
for each character and inspired by the cog-017
nition perspective of the social world model,018
we divide TBSC into self-world beliefs and019
social world beliefs, aligning with first-order020
ToM (first-order beliefs) and higher-order ToM021
(higher-order beliefs) questions, respectively.022
Moreover, we design a novel tool-belief solver023
that, by considering belief communication be-024
tween characters in temporal space, can trans-025
form a character’s higher-order beliefs into an-026
other character’s first-order beliefs under belief027
communication period. Experimental results028
indicate that TIMETOM can dramatically im-029
prove the reasoning performance of LLMs on030
ToM questions while taking a big step towards031
coherent and robust ToM reasoning.032

1 Introduction033

Humans continually try to reason about other peo-034

ple’s mental states and understand how it might im-035

pact their actions (Frith and Frith, 2003). This capa-036

bility, known as Theory of Mind (ToM) (Premack037

and Woodruff, 1978), is crucial for social interac-038

tions. With Large Language Models (LLMs) play-039

ing a growing role in our lives, developing LLMs040

with ToM could be better at teaching us, learn-041

ing from us, communicating with us, collaborating042

with us, and understanding us (Gandhi et al., 2021, 043

2023; Rabinowitz et al., 2018; Shu et al., 2021). 044

Although ToM often comes naturally to humans, 045

LLMs often make various errors in ToM reasoning 046

(Figure.1C), such as ignoring the temporal order 047

of events, generating outputs that violate common- 048

sense, confusing the reasoning logic in higher-order 049

ToM questions (He et al., 2023) and failing on "triv- 050

ial" alternations to existing datasets (Kim et al., 051

2023; Ullman, 2023). Recently, various reasoning 052

strategies like Chain of Thought (CoT) (Wei et al., 053

2022) and Tree of Thought (ToT) (Yao et al., 2023) 054

have improved the reasoning abilities of LLMs in 055

some tasks. However, these strategies are not suit- 056

able for ToM reasoning (Ma et al., 2023). Further- 057

more, Wilf et al. (2023) proposes the perspective- 058

taking strategy to improve the ToM reasoning abil- 059

ities of LLMs, but this strategy is not suitable for 060

higher-order ToM reasoning. Currently, there is 061

still a lack of effective reasoning strategies to im- 062

prove the performance and robustness of LLMs in 063

ToM reasoning tasks. 064

In this paper, we introduce TIMETOM, which 065

initially constructs temporal space by adding time- 066

line to the stories or dialogues. Within the temporal 067

space, we construct Temporal Belief State Chain 068

(TBSC) for each character based on the events 069

they are aware of on the timeline. Meanwhile, in- 070

spired by a principle of modern cognitive science 071

(Mitchell, 2023; Yue, 2022), which posits that hu- 072

mans construct abstract models of the social world 073

and their self-world in their minds, we split the 074

beliefs in TBSC into self-world beliefs and social 075

world beliefs. We use self-world beliefs to answer 076

first-order ToM questions and incorporate social 077

world beliefs when answering higher-order ToM 078

questions. 079

The reasoning difficulty of ToM questions sig- 080

nificantly increases as the order of questions rises 081

(Sclar et al., 2023), and currently, there is no ef- 082

fective reasoning strategy for solving higher-order 083
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Figure 1: (A) and (B): The structure of story and dialogue, as well as ToM questions in reading comprehension and
dialogue scenarios. (C): ToM reasoning errors made by LLMs. (D): Reasoning perspective of belief solver.

(reasoning depth m ≥ 2) ToM questions. We con-084

sider that the key to higher-order ToM reasoning085

lies in capturing the belief communication between086

characters. We design a novel tool—belief solver,087

which first parses each character’s perceptible time088

set based on their TBSC and then calculates the089

intersections of the time set of different characters090

to determine at which times they achieve belief091

communication. Furthermore, as illustrated in Fig-092

ure.1D, since John’s understanding of Bob’s be-093

lief only occurs during the belief communication094

period, the higher-order ToM question of John’s095

estimation of Bob’s beliefs can be transformed into096

a first-order ToM question of what Bob’s belief097

state is like during the belief communication period.098

In reasoning about higher-order ToM questions,099

LLMs generate an initial reasoning process based100

on the character’s TBSC, and the belief solver trans-101

forms the higher-order ToM questions into first-102

order ToM questions under belief communication103

period, which serves as feedback to inspire LLMs104

to refine their initial reasoning process on higher-105

order ToM questions.106

Experimental results Experimental results on the107

ToMI (Le et al., 2019), BigToM (Gandhi et al.,108

2023), and FanToM (Kim et al., 2023) benchmarks109

indicate that TIMETOM dramatically improves the110

reasoning performance of LLMs on ToM questions111

in multiple scenarios (Figure.1A and Figure.1B),112

while taking a big step towards coherent and robust113

ToM reasoning. It’s noteworthy that TIMETOM is 114

well-suited for higher-order ToM questions, demon- 115

strating good performance in third-order ToM ques- 116

tions. Furthermore, TIMETOM can be applied to 117

situations involving agent communication which is 118

commonly occurring in the real-world. 119

The main contributions of this work are as fol- 120

lows: (1) We construct temporal space and use it 121

as the foundation. (2) Within the temporal space, 122

we construct TBSC, which is a comprehensive rep- 123

resentation of a character’s beliefs, including the 124

temporal evolution of thing states and clear tempo- 125

ral cognition of key social events that create belief 126

gaps. From the social world model’s cognitive per- 127

spective, TBSC is split into self-world and social 128

world beliefs, aligning with first-order ToM (first- 129

order beliefs) and higher-order ToM (higher-order 130

beliefs) questions respectively. (3) Within the tem- 131

poral space, we design a novel tool—belief solver, 132

which serves as feedback to inspire LLMs to refine 133

their initial reasoning process in higher-order ToM 134

questions. (4) Temporal space is the key to unlock- 135

ing the door of LLMs’ Theory of Mind. Extensive 136

experimental results indicate that TIMETOM dra- 137

matically improves the reasoning performance and 138

robustness of LLMs on ToM questions. 139

2 TIMETOM Overview 140

Figure.1C illustrates the errors LLMs made in ToM 141

reasoning, often ignoring the temporal order of 142
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events and confusing the reasoning logic in higher-143

order ToM questions. Concurrently, explicitly rep-144

resenting the timeline not only allows LLM to have145

a clearer temporal understanding of the events in146

the story and dialogue, but we also observe the as-147

sociation between higher-order questions (higher-148

order beliefs) and first-order questions (first-order149

beliefs) on the timeline. Building upon this insight,150

we introduce TIMETOM, improving the ToM capa-151

bilities of LLMs in interactive dialogue and reading152

comprehension scenarios. The overall procedure153

of TIMETOM is shown in Figure 2.154

2.1 Constructing Temporal Space155

In reading comprehension scenarios, each sentence156

in the story corresponds to a specific time point.157

Similarly, in interactive dialogue scenarios, each158

utterance in the dialogue corresponds to a specific159

time point. Illustrating with the case of reading160

comprehension scenarios, given the input story x:161

Sentence1, Sentence2,..., SentenceN, prompt pcts,162

and model M, TIMETOM adds a complete time-163

line for input story x to form xt:164

xt = M(pcts||x). (1)165

For example, as illustrated in Figure 2, the model166

explicitly adds time points before each sentence for167

the given input story. Here, || denotes concatation168

and pcts is shown in Appendix C.2.169

2.2 Constructing Temporal Belief State Chain170

for Each Character171

ToM questions focus on the beliefs of characters,172

including their own beliefs as well as their esti-173

mations of others’ beliefs. Given story xt within174

temporal space, prompt ptbsc and model M, TIME-175

TOM construct TBSC ctbsc for each character,176

based on the events they are aware of on the time-177

line:178

ctbsc = M(ptbsc||xt) (2)179

For example, as illustrated in Figure 2, Alice is180

aware of events between t1 to t3, but since she181

leaves the room at t3 and re-enters the room at t6,182

he cannot aware of events between t4 to t5. TBSC183

is a comprehensive representation of a character’s184

beliefs, which includes the temporal evolution of185

object states, such as celery is in the basket at t2,186

in the box at t4, and on the table at t7 as well as187

key social events that create belief gaps with clear188

temporal logic, such as Alice exits the room at t3,189

Bob exits the room at t5, and Alice re-enters the190

room at t6. Here, || denotes concatation and ptbsc 191

is shown in Appendix C.2. 192

2.3 Time-Aware ToM-Question Answer from 193

Social World Model Perspective 194

Mitchell (2023) posits that humans construct ab- 195

stract models of the social world and their self- 196

world in their minds. Inspired by this cognitive 197

perspective, we divide the belief in TBSC into self- 198

world belief and social world belief. We consider 199

self-world belief as the perception of the state and 200

information of things around oneself, while social 201

world belief is the perception of other characters’ 202

actions that may lead to a belief gap1. Given char- 203

acter’s TBSC ctbsc, prompt pself and model M, 204

TIMETOM generates self-world belief ctbsc−self 205

via belief compression, i.e., focusing on events in 206

TBSC about the states and information of things: 207

ctbsc−self = M(pself ||ctbsc). (3) 208

Given the character’s self-world belief ctbsc−self 209

and the comprehensive belief ctbsc after incorpo- 210

rating social world beliefs, prompt pqa, and model 211

M, TIMETOM use self-world belief ctbsc−self to 212

answer first-order ToM questions and comprehen- 213

sive belief ctbsc when answering higher-order ToM 214

questions: 215

yfirst_order = M(pqa||ctbsc−self )

yhigher_order = M(pqa||ctbsc).
(4) 216

For example, as illustrated in Figure 2, John uses 217

only self-world belief (celery is in the basket at t2, 218

in the box at t4, and on the table at t7) to answer the 219

first-order ToM question "Where will John look for 220

the celery?" and incorporates social world belief 221

(Alice exits the room at t3, Bob exits the room at t5, 222

and Alice re-enters the room at t6) when answer- 223

ing higher-order ToM questions "where does John 224

think Bob looks for the celery?". Here, || denotes 225

concatation, pself and pqa is shown in Appendix 226

C.2. 227

2.4 Time-Aware Belief Solver 228

We achieve a more comprehensive and clearer rep- 229

resentation of characters’ beliefs by establishing a 230

TBSC for each character, which improve the per- 231

formance of LLMs in answering first-order and 232

higher-order ToM questions. However, as the order 233

1Considering self-world belief and social world belief in
this way aligns well with first-order and higher-order ToM
questions, making it very suitable for ToM scenarios.
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Figure 2: Pipeline overview of TIMETOM, which constructs a temporal space and uses it as the foundation to
improve the ToM capabilities of LLMs. TIMETOM does not require training, it works in a zero-shot setting.

of ToM questions increases, the depth of reason-234

ing required becomes deeper, relying solely on the235

character’s TBSC still leads to logical errors in rea-236

soning. Through in-depth consideration of belief237

communication between characters, we design an238

external tool—belief solver, which provides a novel239

reasoning perspective that effectively reduces the240

depth of reasoning, and serves as a feedback to in-241

spire LLMs to refine their initial reasoning process242

on higher-order ToM questions.243

Time Set Parsing We parse each character’s per-244

ceptible time set based on their TBSC. For example,245

as illustrated in Figure 2, the set of times that John,246

Bob, and Alice can perceive are as follows:247

TJohn = [t1, t2, t3, t4, t5, t6, t7]

TBob = [t1, t2, t3, t4, t5]

TAlice = [t1, t2, t3, t6, t7]

(5)248

Belief Communication between Different Char- 249

acters To determine at which times belief com- 250

munication occurs between different characters, we 251

perform intersection operations on the sets of times 252

perceived by each character, as parsed in the previ- 253

ous step: 254

BCJohn,Bob = TJohn ∩ TBob

BCJohn,Bob,Alice = TJohn ∩ TBob ∩ TAlice

(6) 255

where BCJohn,Bob = [t1, t2, t3, t4, t5] repre- 256

sents the set of times for belief communica- 257

tion between John and Bob, the same applies to 258

BCJohn,Bob,Alice = [t1, t2, t3]. 259

Transforming Higher-order ToM problems into 260

First-order ToM problems Consider second- 261

order ToM question "Where does John think Bob 262

looks for the celery?", since John’s understand- 263

ing of Bob’s belief only occurs during BCJohn,Bob 264

4



period, this question can be transformed into a first-265

order ToM question "Where does Bob look for the266

celery?" under BCJohn,Bob. It is worth noting that267

this transformation is also applicable to third-order268

and higher-order ToM problems.269

Inspiring LLMs to Reason on Higher-order270

ToM Questions Through in-depth consideration271

of belief communication between characters, we272

observe that higher-order ToM questions can be273

transformed into first-order ToM questions under274

belief communication periods. Given this reason-275

ing process as feedback pfeedback, LLM’s initial276

reasoning process yhigher_order, and model M,277

TIMETOM lets the LLM reason again:278

yhigher_final = M(pfeedback||yhigher_order). (7)279

We hope that through this method, the LLM can pay280

attention to the belief communication between char-281

acters as well as the connection between higher-282

order beliefs and first-order beliefs to refine their283

initial reasoning outputs on higher-order ToM ques-284

tions. Here, || denotes concatation, pfeedback is285

shown in Appendix C.2.286

3 Experiments287

3.1 Settings288

Benchmarks We evaluate TIMETOM within289

reading comprehension and interactive dialogue290

scenarios, using ToMI, BigToM, and FanToM291

benchmarks. Compared to stories in reading com-292

prehension scenarios, dialogues are more aligned293

with real-world scenarios requiring ToM reasoning.294

Furthermore, dialogues in FanToM are significantly295

longer, with a larger number of subtopics and char-296

acters per dialogue. This poses a greater challenge297

for LLMs, as it demands the LLMs’ capability to298

comprehend the complete dialogue utterance and299

reason about each character’s beliefs. Detailed ex-300

planations for story (or dialogue) structure, each301

type of question in ToMI, BigToM, and FanToM302

benchmarks, and evaluation metrics can be found303

in Appendix B.304

Baselines We employ five widely utilized LLMs:305

three open source – Llama2-7b, 13b, and 70b chat306

(Touvron et al., 2023) – and two closed source:307

GPT-3.5-Turbo-0613 and GPT-4-0613 to evalu-308

ate TIMETOM. To highlight the effectiveness of309

TIMETOM, we evaluate LLMs 0-shot on ToM310

benchmarks with and without our TIMETOM. Ad-311

ditionally, we compare TIMETOM with the CoT312

(Wei et al., 2022) and SimToM (Wilf et al., 2023), 313

where SimToM is a recently proposed prompting 314

framework specifically designed to improve the rea- 315

soning performance of LLMs on ToM questions, 316

achieving state-of-the-art results. To make a fair 317

comparison, we uniformly set the temperature to 0 318

(GPT-series models) or 0.3 (Llama2-series models) 319

and top_p to 0.95 for all experiments. We repro- 320

duce our TIMETOM prompts in Appendix C. 321

3.2 Main Results 322

In Tables 1 and 2, we report the reasoning per- 323

formance of LLMs for ToM questions in reading 324

comprehension scenarios and dialogue scenarios. 325

Substantial Improvement across Different 326

LLMs and Scenarios From widely utilized com- 327

mercial LLMs (GPT-series) to open-source models 328

(Llama2-series), and from reading comprehension 329

to interactive dialogue scenarios, TIMETOM leads 330

to substantial performance improvement. Specifi- 331

cally, in the reading comprehension scenario, we 332

achieve an average absolute accuracy improvement 333

of +19.43% and +9.63%, as well as +13.38% and 334

+10.81% over the 0-shot and SIMTOM baselines 335

for the ToMI and BigTOM benchmark, respectively. 336

A larger improvement is observed in the interactive 337

dialogue scenario, where TIMETOM achieves an 338

average absolute accuracy improvement of +44.7% 339

and +13.6% over the 0-shot and SIMTOM base- 340

lines for the FanTOM benchmark. 341

Well-suited for Higher-order ToM Reasoning 342

On the challenging higher-order ToM questions, 343

TIMETOM yields +29.00% and +18.75% absolute 344

accuracy improvement over the 0-shot and SIM- 345

TOM GPT-4 baselines, as well as +16.8% and 346

+17.9% absolute accuracy improvement over the 347

0-shot and 0-shot-CoT GPT-4 baselines for the 348

ToMI and FanTOM benchmark, respectively. An 349

equally impressive result is observed across other 350

model types. Furthermore, based on the GPT-4 351

model, we test the performance of baselines and 352

TIMETOM on the third-order ToM problems of 353

ToMI-Extend2 benchmark. As shown in Figure 354

3, compared with SIMTOM and 0-shot-CoT, the 355

performance of TIMETOM does not degrade as the 356

order of the ToM question increases, indicating its 357

suitability for higher-order ToM reasoning. Mean- 358

while, TIMETOM exhibits the most outstanding 359

2Sclar et al. (2023) construct third-order ToM questions
by making simple modifications to the story structure of the
original ToMI benchmark
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Model
ToMI BigTOM

Overall False-Belief First-Order Second-Order Overall False-Belief

0-Shot
Llama2-7b-chat 44.50 28.25 39.00 40.00 52.50 53.50
Llama2-13b-chat 51.00 39.25 54.75 34.75 55.25 46.50
GPT-3.5-turbo 68.60 67.25 68.75 52.75 78.50 69.50
GPT-4 66.50 25.50 50.75 65.50 97.50 99.00
0-Shot-CoT
Llama2-7b-chat 43.70 24.00 45.00 37.75 50.50 39.50
Llama2-13b-chat 45.00 16.50 43.00 37.00 57.25 52.50
GPT-3.5-turbo 64.10 34.00 58.50 53.00 80.75 71.50
GPT-4 74.40 74.25 73.75 62.25 97.75 99.00
SIMTOM
Llama2-7b-chat 48.10 40.00 47.25 39.25 56.25 75.00
Llama2-13b-chat 61.10 35.50 53.75 53.75 57.75 62.50
GPT-3.5-turbo 72.80 81.00 74.75 57.25 84.00 78.00
GPT-4 87.80 87.75 93.75 75.75 96.00 98.00
TIMETOM

Llama2-7b-chat
64.30 47.25 56.50 57.75 68.75 84.50

(+19.80,+16.20) (+19.00, +7.25) (+17.50, +9.25) (+17.75, +18.50) (+16.25, +12.50) (+31.00, +9.50)

Llama2-13b-chat
67.20 44.75 61.25 57.00 77.75 89.50

(+16.20, +6.10) (+5.50, +9.25) (+6.50, +7.50) (+22.25, +3.25) (+22.50, +20.00) (+43.00, +27.00)

GPT-3.5-turbo
80.80 82.00 80.50 71.50 93.75 96.00

(+12.20, +8.00) (+14.75, +1.00) (+11.75, +5.75) (+18.75, +14.25) (+15.25, +9.75) (+26.50, +18.00)

GPT-4
96.00 98.75 95.50 94.50 97.00 99.00

(+29.50, +8.20) (+73.25, +11.00) (+44.75, +1.75) (+29.00, +18.75) (-0.50, +1.00) (+0.00, +1.00)

Avg (+19.43, +9.63) (+28.13, +7.13) (+20.13, +6.06) (+21.94, +13.69) (+13.38, +10.81) (+25.13, +13.88)

Table 1: TIMETOM results on ToMI across False-Belief, First-Order, Second-Order, and All question types. Since
the BigToM benchmark contains only First-Order ToM questions, we only report results across False-Belief and
All question types. We present absolute accuracy difference between TIMETOM and the baselines (0-shot and
SIMTOM). Results for True-Belief and Mem-Real question types can be found in Appendix D.2.

performance on both first-order and higher-order360

ToM questions.361

Figure 3: Performance comparison of TIMETOM and
baselines on first-order and higher-order ToM questions.

Better ToM Reasoning Robustness We use362

ALL* and All score from Table 2 to evaluate the363

ToM reasoning robustness of baselines and TIME-364

TOM. We achieve +33.0% (× 4.8) and +31.3%365

(× 4.0) absolute accuracy improvement over the366

0-shot and 0-shot-CoT GPT-4 baselines for ALL* 367

score, which requires correct answers to all five 368

types of ToM questions (Belief, Answerability[List, 369

Y/N], and Infoaccess[List, Y/N]). For All scores 370

under the Answerability question and Infoaccess 371

question, which require correct answers to both list- 372

type and Y/N-type questions, we achieve +27.8% 373

(× 2.2) and +26.1% (× 2.0), as well as +28.7% 374

(× 2.2) and +17.3% (× 1.5) absolute accuracy im- 375

provement over the 0-shot and 0-shot-CoT GPT-4 376

baselines, respectively. A similar improvement is 377

noticeable in the llama2-70b-chat model, although 378

the degree of improvement is not as large. 379

4 The Effect of Key Components 380

Given TIMETOM’s strong performance, we ana- 381

lyze its key components: (1) Foundation: construct- 382

ing temporal space. (2) From the perspective of 383

first-order and higher-order ToM questions, consid- 384

ering temporal belief construction and compression 385

as well as time-aware belief solver. 386

Constructing Temporal Space The construction 387

of temporal space provides LLMs with a clearer un- 388
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Model
ALL*

Question
Types

Belief
Questions

Answerability
Questions

All

infoaccess
Questions

AllOverall First-order Third-acyc Third-cyc

0-Shot
Llama2-70b-chat 0.0 6.5 8.7 0.0 5.7 4.3 8.7
GPT-4 8.7 76.2 73.0 77.1 85.7 23.5 23.5
0-Shot-CoT
Llama2-70b-chat 3.5 69.7 64.3 77.1 80.0 11.3 13.9
GPT-4 10.4 75.1 73.0 74.3 82.9 25.2 34.8
TIMETOM

Llama2-70b-chat
6.1 79.0 75.7 80.0 88.6 17.4 15.7

(+6.1, +2.6) (+72.5, +9.3) (+67.0, +11.4) (+80.0, +2.9) (+82.9, +8.6) (+13.1, +6.1) (+7.0, +1.8)
(×∞, × 1.7) (× 4.0, × 1.5) (× 1.8, × 1.1)

GPT-4
41.7 93.0 93.1 94.3 91.5 51.3 52.2

(+33.0, +31.3) (+16.8, +17.9) (+20.1, +20.1) (+17.2, +20.0) (+5.8, +8.6) (+27.8, +26.1) (+28.7, +17.3)
(× 4.8, × 4.0) (× 2.2, × 2.0) (× 2.2, × 1.5)

Avg (+19.6, +17.0) (+44.7, +13.6) (+43.6, +15.8) (+48.6, +11.5) (+44.4, +8.6) (+20.5, +16.1) (+17.9, +9.6)

Table 2: TIMETOM results on FanToM. We present absolute accuracy difference between TIMETOM and the
baselines (0-shot and 0-shot-CoT), and green will appear on metrics related to the robustness of ToM reasoning.
Results for list-type and binary-type questions can be found in Appendix D.2.

derstanding of object states and character actions,389

especially for those models with weaker cognitive390

abilities. We conduct experiments on the Llama2391

series models in 0-shot and 0-shot with timeline392

settings, results show that the construction of the393

temporal space has led to significant performance394

improvements in true-belief and mem-real ques-395

tions, which are associated with the real-world state.396

Moreover, the clear cognition brought by the tem-397

poral space is also helpful for reasoning about false398

belief questions. Detailed results data can be found399

in Appendix D.1. Case 1 in Figure 4 vividly illus-400

trates the benefits of constructing temporal space.401

Temporal Belief Construction and Compression402

Within the temporal space, we construct TBSC403

for the characters and utilize self-world belief, ob-404

tained through belief compression, to answer first-405

order ToM questions. By comparing the perfor-406

mance of the Llama2-7b-chat and Llama2-13b-chat407

models on first-order ToM questions in Tables 1408

and 4, an observed improvement of +3.75% and409

+2.75% brought by belief construction and com-410

pression is noted. A larger improvement +10.50%411

and +29.50% appears in the GPT-3.5-turbo and412

GPT-4 models, as they inherently possess stronger413

language comprehension abilities, construct better414

TBSCs, perform more effective belief compression.415

Tool—Time-Aware Belief Solver Within the416

temporal space, we design a novel tool—belief417

solver to inspire the reasoning process of LLMs on418

higher-order ToM questions. As shown in Table 3,419

the incorporation of belief solver results in a per-420

formance improvement of +7.0% and +16.0% for 421

the GPT-3.5-turbo and GPT-4 models, respectively. 422

Model Response Result Relation

GPT-3.5-turbo
Initial 65.0 Collaboration
Tool 69.0

+7.0Final 72.0

GPT-4
Initial 79.0 Tool Dominates
Tool 96.0

+16.0Final 95.0

Table 3: Comparison of initial, tool (belief solver as
prompt), and final (belief solver as feedback) response
performance of GPT series models on higher-order ToM
questions under ToMI benchmark.

5 Analysis 423

In this section, we analyze belief solver as prompt 424

vs feedback and the extension of TIMETOM to 425

situations encompassing agent communication. 426

Belief Solver as Prompt vs Feedback Given 427

that the belief solver can transform higher-order 428

ToM questions into first-order ToM questions un- 429

der belief communication periods, why don’t we 430

use it directly as a prompt when answering higher- 431

order ToM questions? There are two reasons: (1) 432

Given the GPT-4 model’s exceptional language 433

comprehension capabilities, it can construct accu- 434

rate TBSC for each character. Consequently, it can 435

accurately determine periods of belief communi- 436

cation through intersection operations of TBSC 437

between characters. But as the model’s ability 438

decreases, e.g., for the GPT-3.5-turbo model, the 439

7



Figure 4: Case 1: The benefit of constructing temporal space. Case 2: The comparison between the belief solver as
prompt and as feedback. Case 3: The application of TIMETOM in situations involving agent communication.

TBSC of the characters it builds will have a certain440

probability of error, and then the probability of ob-441

taining an incorrect belief communication periods442

is greatly increased when performing the TBSC443

intersection operation between characters. (2) It444

is more effective to use the belief solver as feed-445

back to inspire the reasoning process of LLMs on446

higher-order ToM questions. LLMs will consider447

the initial reasoning perspective and the reasoning448

perspective provided by the feedback to form a final449

response, and when the reasoning perspective pro-450

vided by the feedback is accurate and effective, the451

LLMs also acknowledge this perspective, which452

corresponds to the GPT-4 model case. Conversely,453

if the reasoning perspective offered by the feedback454

is erroneous, the LLMs have a certain probability455

of recognizing this error and realizing the integra-456

tion of useful information from both perspectives457

to achieve better performance, which corresponds458

to the GPT-3.5-turbo model case. Case 2 in Figure459

4 and Table 3 offers qualitative and quantitative460

analysis support for the above two reasons.461

Applicable to Situations Involving Communica-462

tion between Agents. In real-world interactions,463

people engage in sharing their innermost thoughts464

with each other, including both their perceptions465

of situations and observations of others’ behav-466

iors. He et al. (2023) recently propose a benchmark 467

encompassing agent communication, considering 468

TIMETOM in this situation, which can model agent 469

communication as a belief communication between 470

agents at a specific time point. As shown in case 471

3 of Fig 4, TIMETOM has good applicability to 472

situations involving agent communication. 473

6 Conclusion 474

In this paper, we propose TIMETOM to im- 475

prove the ToM capabilities of LLMs in reading 476

comprehension and interactive dialogue scenar- 477

ios. Specifically, we first construct temporal space 478

which serves as the foundation. Building on 479

this, we develop several key components: char- 480

acter’s belief state chain construction, social world 481

model cognition-inspired belief compression, and 482

tool—belief solver. Extensive experimental results 483

show that TIMETOM substantially improves the 484

reasoning performance of LLMs on ToM questions 485

while making a significant advance towards coher- 486

ent and robust ToM reasoning. The temporal space, 487

serving as a key, unlocks the door to the LLMs’ 488

Theory of Mind. Furthermore, we find that TIME- 489

TOM can also be extended to situations involving 490

agent communication which is commonly occur- 491

ring in the real-world. 492

8



Limitations493

There are two major limitations in TIMETOM.494

Firstly, the belief solver relies on constructing an495

accurate TBSC for characters. We conduct exper-496

iments on models with a parameter scale of 7B497

or larger. For models with less than 7B parame-498

ters, due to their relatively weaker instruction un-499

derstanding ability, the error rate in constructing500

TBSCs is higher, which in turn affects the effec-501

tiveness of the belief solver. However, with the502

continuous development of LLMs, this limitation503

can be solved easily. Secondly, we focus on ToM504

reasoning for textual modality, it is also important505

to perform effective multimodal ToM reasoning,506

which we treat as future work.507
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Appendix653

A Background and Related Work654

Existing ToM Benchmarks Previous evalua-655

tions for the ToM of LLMs are primarily focused on656

testing models using situation descriptions (i.e., nar-657

ratives) (Nematzadeh et al., 2018; Le et al., 2019;658

Sap et al., 2022; Shapira et al., 2023), also referred659

as reading comprehension scenarios. Recently, con-660

sidering ToM capabilities play an even more impor-661

tant role in understanding dynamic social interac-662

tions, Kim et al. (2023) introduce FanToM, which663

tests models using interactive dialogues, also re-664

ferred as dialogue scenarios.665

LLMs Lack of ToM Capabilities Several stud-666

ies (Gandhi et al., 2023; Sap et al., 2022; Kim et al.,667

2023; Wilf et al., 2023; Ullman, 2023) have shown668

that LLMs have poor reasoning performance and669

robustness on ToM tasks in a zero-shot setting, even670

with the current state-of-the-art GPT-4 (Achiam671

et al., 2023) model. With LLMs becoming increas-672

ingly integrated into our everyday lives, developing673

LLMs with ToM is very necessary.674

Enhancing LLMs Reasoning Capabilities Re-675

cent prompt-based methods enhance the reason-676

ing abilities of LLMs by guiding them to produce677

intermediate reasoning steps. For example, CoT678

(Wei et al., 2022) guides LLMs to generate step-679

by-step derivations before producing the final an-680

swer, LtM (Zhou et al., 2022) decomposes a target681

question into a series of subquestions, ToT (Yao682

et al., 2023) using tree-structured search to find683

better reasoning chains, Self-Refine (Madaan et al.,684

2023) and Reflexion (Shinn et al., 2023) adds self-685

verification steps for rectifying reasoning errors.686

RAP (Hao et al., 2023; Hu and Shu, 2023) repur-687

poses an LLM as a world model by prompting the688

LLM to predict the next state st+1 of reasoning af-689

ter applying a reasoning step at to the current state690

st. Apart from prompt-based methods, Declara-691

tive (He-Yueya et al., 2023) uses external symbolic692

solver to solve the equations in reasoning steps.693

MAF (Nathani et al., 2023) uses multiple exter-694

nal tools such as calculator, programming syntax to695

generate feedback to refine initial reasoning output.696

Although many methods have been introduced697

to enhance the reasoning ability of LLMs, they are698

not suitable for ToM reasoning. Wilf et al. (2023)699

adopts the perspective-taking strategy to enhance700

the ToM reasoning abilities of LLMs, but this strat-701

egy falls short in addressing higher-order ToM rea- 702

soning. Sclar et al. (2023)3 tracks each entity’s 703

beliefs and their estimation of other entities’ be- 704

liefs, through graphical representations. However, 705

it requires a substantial amount of external memory 706

as well as being difficult to apply to context-rich 707

ToM scenarios. Furthermore, there are currently no 708

tools specifically dedicated to ToM reasoning. 709

B Benchmark Details and Evaluation 710

Metrics 711

B.1 ToMI 712

ToMI (Le et al., 2019) is a benchmark in the read- 713

ing comprehension scenarios, strictly imitating the 714

Sally-Anne test, including the story, questions, and 715

answer choices. The structure of the story is as 716

follows: 717

Figure 5: Story structure of ToMI.

Five types of ToM questions are proposed: first- 718

order or second-order, exploring characters’ true or 719

false beliefs (i.e., beliefs that are consistent or in- 720

consistent with reality) as well as questions explor- 721

ing reality and memory (zeroth-order ToM, (Sclar 722

et al., 2022)). The formatted description for each 723

type of question is as follows: 724

Reality: Where is celery really? 725

Memory: Where was celery at the beginning? 726

First-Order Belief Sally: Where will Sally look 727

for celery? 728

First-Order Belief Anne: Where will Anne look 729

for celery? 730

Second-Order Belief Sally: Where does Sally be- 731

lieve Anne will look for celery? 732

Second-Order Belief Anne: Where does Anne 733

believe Sally will look for celery? 734

3This method works by explicitly memorizing beliefs of
each character, rather than utilizing LLMs for ToM reasoning

11



Meanwhile, in first-order belief and second-order735

belief questions, both false belief and true belief736

are involved. For example: Sally moves the celery737

from basket to box without Anne observing this738

action. A first-order belief question: "Where will739

Anne look for celery?" Since Sally has moved the740

celery, Anne’s belief will be incorrect – this type of741

question is called false belief and has its counter-742

part in true belief questions, where Anne’s belief743

about the world is correct.744

An updated version of ToMI proposed from (Ar-745

odi and Cheung (2021); Sap et al. (2022)) that has746

relabelled mislabelled second-order questions and747

disambiguated the location of containers after their748

reference. Sclar et al. (2023) expands the story749

structure by introducing more characters and con-750

tainers.751

All questions have two possible answers: the752

original O location, and the final O location.753

ToMI is a binary multiple-choice task, with ran-754

dom accuracy being 50%. In our experiments, we755

select the exact same test dataset used in SIMTOM756

(i.e., the updated version of ToMI) to ensure a fair757

comparison.758

B.2 BigToM759

BigToM (Gandhi et al., 2023) is another benchmark760

in the reading comprehension scenario and also fol-761

lows the Sally-Anne test format. It is generated by762

GPT-4. Unlike ToMI, BigToM tells stories in more763

natural language and is not limited to changes in ob-764

ject locations. In our experiments, we focus on the765

"Forward belief" questions rather than "Backward766

belief" to align more closely with the structure of767

ToMI questions. The definitions of true belief and768

false belief questions in BigToM are the same as769

in ToMI. BigToM is also a binary multiple-choice770

task, with random accuracy being 50%.771

B.3 FanToM772

FanToM (Kim et al., 2023) is a benchmark in inter-773

active dialogue scenarios. Dialogues involve infor-774

mation asymmetry (Quesque and Rossetti, 2020),775

with characters joining and leaving the dialogues776

while it continues, to simulate distinct mental states.777

The structure of dialogue is illustrated in Figure 6.778

The authors of FanToM formulate multiple types779

of questions (belief questions, answerability ques-780

tions[list, binary], and infoaccess questions[list, bi-781

nary]) that demand the same underlying reasoning782

to identify the illusory or false sense of ToM capa-783

bilities in LLMs:784

First-Order Belief: What does Gianna believe 785

about who discussed their experiences train- 786

ing their pets, Bruno and Snowflake? 787

Third-Order Acyclic Belief: What does Sara be- 788

lieve about Javier’s belief regarding Gianna 789

believe about who discussed their experiences 790

training their pets, Bruno and Snowflake? 791

Third-Order Cyclic Belief: What does Sara be- 792

lieve about Javier’s belief regarding Sara be- 793

lieve about who discussed their experiences 794

training their pets, Bruno and Snowflake? 795

Answerability_List: Who discussed their ex- 796

periences training their pets, Bruno and 797

Snowflake? List all the characters who know 798

the precise correct answer to this question. 799

Answerability_Binary Who discussed their ex- 800

periences training their pets, Bruno and 801

Snowflake? Does Gianna (Javier, Sara) know 802

the precise correct answer to this question? 803

Infoaccess_List: Sara and Javier discussed their 804

experiences training their pets, Bruno and 805

Snowflake. List all the characters who know 806

this information. 807

Infoaccess_Binary: Sara and Javier discussed 808

their experiences training their pets, Bruno 809

and Snowflake. Does Gianna (Javier, Sara) 810

know this information? 811

In our experiments, we focus not only on the per- 812

formance of our method in answering individual 813

question types but also on its ability to reason coher- 814

ently and robustly across multiple question types. 815

All questions have two possible answers, with ran- 816

dom accuracy being 50%. 817

B.4 Evaluation Metrics 818

Following Wilf et al. (2023), we report accuracy for 819

all questions under ToMI and BigToM. Following 820

Kim et al. (2023), for FanToM, we report accuracy 821

for belief, answerability[list] and infoaccess[list] 822

questions. The weighted F1 scores are reported 823

for answerability[binary] and infoaccess[binary] 824

questions. To evaluate the reasoning robustness 825

of LLMs on ToM questions, we report the All 826

score for answerability and infoaccess questions 827

requiring models to be correct on both list-type 828

and binary-type questions, the ALL* score which 829

12



Figure 6: Dialogue structure of FanToM.

requires the models to answer all five ToM ques-830

tion types which require the same type of ToM831

reasoning.832

C Our Prompt833

C.1 Prompt for Interactive Dialogue Scenario834

Constructing Temporal Space:835
The following is a dialogue. Your task836
is to add timeline to the dialogue.837

838
Here are one rules: Each utterance839
spoken by a character corresponds to a840
moment t, Use \n as a delimiter , and the841
timeline is t1,t2 ,... ,tN.842

843
Dialogue:844
{dialogue}845

846
Only output the dialogue content with847
the added timeline , do not provide848
explanations.849

Temporal Belief State Chain Construction:850
The following is a dialogue with a851
timeline between multiple characters.852
Your task is to only output the dialogue853
content on the timeline that the854

character {character} can aware of.855
856

Here are two rules:857
If a character leaves the conversation858
to do something else and then back after859
a few rounds of dialogue , they are860

unaware of the content of the861
conversation that took place during862
their absence , but they aware of the863
content of the conversation besides864
their absence.865
If a character don ’t leaves the866
conversation to do something else and867
then back after a few rounds of dialogue868
. They are aware of all the content of869
dialogue with all timeline.870

871
Dialogue: 872
{dialogue} 873

874
What dialogue content on the timeline 875
does {character} aware of? Only output the 876
dialogue content according to the above 877
rules , do not provide an explanation. 878

Time-Aware Belief Question Answer with Belief 879
Compression (First-order ToM questions): 880
The following is the belief states chain 881
of character {name}. This is the content 882
known to {name}:[{perspective}] 883

You are {name}. 884
Based on the above information , answer 885
the following question: 886
{question} 887
When answering questions , based on own 888
belief , simply focus on the information 889
of things asked in the question and 890
ignore other distracting factors. You 891
must choose one of the above choices. 892

Time-Aware Belief Question Answer without Belief 893
Compression (Higher-order ToM questions): 894
The following is the belief states chain 895
of character {name}. This is the content 896
known to {name}:[{perspective}] 897

You are {name}. 898
Based on the above information , answer 899
the following question: 900
{question} 901
You must choose one of the above choices 902
. 903

Time-Aware Answerablity Question[List] Answer: 904
The following is the belief states chain 905
of each character. This is the content 906

known to each character. 907
Each character only knows the contents 908
within their own belief state chain and 909
is unaware of the contents within the 910
belief state chain of other characters. 911
{final_text} 912
Question: 913

13



{target}914
Based on the belief state chain of the915
above -mentioned characters , only output916
all the characters who know the precise917
correct answer to this question , do not918
provide an explanation.919

Time-Aware Answerablity Question[Binary] Answer:920
The following is the belief states chain921
of character {character}. This is the922

content known to {character }.923
{binary_context}924
Question:925
{target}926
Based on the belief state chain of927
character {character}, does {character}928
know the precise correct answer to this929
question? Answer yes or no. Answer :.930

Time-Aware Infoaccess Question[List] Answer:931
The following is the belief states chain932
of each character. This is the content933

known to each character.934
Each character only knows the contents935
within their own belief state chain and936
is unaware of the contents within the937
belief state chain of other characters.938
{final_text}939
Target:940
{target_q}941
{target_a}942
Question:943
Based on the belief state chain of the944
above -mentioned characters , only output945
all the characters who know the target946
information , do not provide an947
explanation.948

Time-Aware Infoaccess Question[Binary] Answer:949
The following is the belief states chain950
of character {character}. This is the951

content known to {character}.952
{binary_context}953
Target:954
{target_q}955
{target_a}956
Question:957
Based on the belief state chain of958
character {character}, does {character}959
know the target information? Answer yes960
or no. Answer :.961

Time-Aware Belief Solver:962
The following is the belief states chain963
of character {name}. This is the content964
known to {name}:[{perspective}]965

You are {name}.966
Based on the above information , answer967
the following question:968
{question}969
Answer :{answer}970
Feedback: The event corresponding to the971
period of belief communication between972

characters {character1}, {character2} and {973
character3}: {common_belief} Based on this974
information , the answer we get to the975
question :{question} is [{answer2}]976
Considering this feedback , answer the977
question: {question} again. Keep your978

answer concise , one sentence is enough. 979
You must choose one of the above choices 980
. 981

C.2 Prompt for Reading Comprehension 982

Scenario 983

Constructing Temporal Space: 984
The following is a story. Your task is 985
to add timeline to the story. 986

987
Here are one rules: Each sentence 988
corresponds to a moment t, Use \n as a 989
delimiter , and the timeline is t1,t2 ,... 990
,tN. 991

992
Story: 993
{story} 994

995
Only output the story with the added 996
timeline , do not provide explanations. 997

Temporal Belief State Chain Construction: 998
The following is a sequence of events 999
with a timeline about some characters , 1000
that takes place in multiple locations. 1001
Your job is to output only the events on 1002
the timeline that character {character} 1003

can aware of. 1004
1005

Here are a few commonsense rules: 1006
1. If a character is in a certain room/ 1007
location , they will be aware of all 1008
other events happening in that room. 1009
This includes other characters entering 1010
or leaving the location , the locations 1011
of objects within it, and whether 1012
someone has moved an object to another 1013
location. 1014
2. If a character leaves a location and 1015
is no longer there , they will no longer 1016
be aware of any events occurring at that 1017
location. However , they can re-enter 1018

the location. 1019
3. A character is aware of all the 1020
events that they do. 1021

1022
Story: 1023
{story} 1024

1025
What events on the timeline does { 1026
character} aware of? Only output the 1027
events according to the above rules , do 1028
not provide an explanation. 1029

Time-Aware Belief Question Answer with Belief 1030
Compression (First-order ToM questions): 1031
Belief Compression: The following is 1032
information from the perspective of the 1033
character , {character}. 1034

1035
Perspective: 1036
{perspective} 1037

1038
Output the remaining perspective 1039
information after removing the events of 1040
characters enter or leave/exit the room 1041

/location , do not provide an explanation 1042
. 1043
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1044
Time -Aware Belief Question Answer:1045
{perspective2}1046
You are {name}.1047
Based on the above information , answer1048
the following question:1049
{question}1050
Keep your answer concise , one sentence1051
is enough. You must choose one of the1052
above choices.1053

Time-Aware Belief Question Answer without Belief1054
Compression (Higher-order ToM questions):1055
{perspective}1056
You are {name}.1057
Based on the above information , answer1058
the following question:1059
{question}1060
Keep your answer concise , one sentence1061
is enough. You must choose one of the1062
above choices.1063

Time-Aware Belief Solver:1064
Perspective1: {perspective}1065
You are {name}.1066
Based on the above information , answer1067
the following question:1068
{question}1069
Answer1 :{answer}1070
Feedback Perspective2: The event1071
corresponding to the period of belief1072
communication between characters {1073
questionSubject} and {questionObject}: {1074
common_belief} Based on this information ,1075
the answer we get to the question :{1076
question} is Answer2: {answer2}1077
Consider Perspective1 , Feedback1078
Perspective2 and their answers , answer1079
the question: {question} again. Keep your1080
answer concise , one sentence is enough.1081
You must choose onea of the above1082

choices.1083

D Experiments1084

D.1 The Effect of Constructing Temporal1085

Space1086

ToMI
Model L-7b w/t L-13b w/t

Total 44.50 58.80 ↑14.30 51.00 60.90↑9.90

True-Belief 50.75 73.00 ↑22.25 50.25 60.00↑9.75

False-Belief 28.25 30.00 ↑1.75 39.25 52.00↑12.75

Mem-Real 64.50 88.00 ↑23.50 76.00 83.50 ↑7.50

First-Order 39.00 52.75 ↑13.75 54.75 58.50↑3.75

Second-Order 40.00 50.25 ↑10.25 34.75 52.00↑17.25

Table 4: Performance comparison of the Llama2 series
models in 0-shot and 0-shot with timeline settings under
ToMI benchmark.

D.2 Full Results1087

In Table 5 and 6, we present the full results of1088

TIMETOM on the ToMI, BigToM, and FanToM1089

benchmarks.1090
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Model
ToMI BigTOM

Total True-Belief False-Belief Mem-Real First-Order Second-Order True-Belief False-Belief

0-Shot
Llama2-7b-chat 44.50 50.75 28.25 64.50 39.00 40.00 51.50 53.50
Llama2-13b-chat 51.00 50.25 39.25 76.00 54.75 34.75 64.00 46.50
GPT-3.5-turbo 68.60 54.25 67.25 100.00 68.75 52.75 87.50 69.50
GPT-4 66.50 90.75 25.50 100.00 50.75 65.50 96.00 99.00
0-Shot-CoT
Llama2-7b-chat 43.70 58.75 24.00 53.00 45.00 37.75 61.50 39.50
Llama2-13b-chat 45.00 63.50 16.50 65.00 43.00 37.00 62.00 52.50
GPT-3.5-turbo 64.10 77.50 34.00 97.50 58.50 53.00 90.00 71.50
GPT-4 74.40 61.75 74.25 100.00 73.75 62.25 96.50 99.00
SIMTOM
Llama2-7b-chat 48.10 46.50 40.00 67.50 47.25 39.25 37.50 75.00
Llama2-13b-chat 61.10 72.00 35.50 90.50 53.75 53.75 53.00 62.50
GPT-3.5-turbo 72.80 51.00 81.00 100.00 74.75 57.25 90.00 78.00
GPT-4 87.80 81.75 87.75 100.00 93.75 75.75 94.00 98.00
TIMETOM

Llama2-7b-chat
64.30 67.00 47.25 93.00 56.50 57.75 53.00 84.50

(+19.80,+16.20) (+16.25, +20.50) (+19.00, +7.25) (+28.50, +25.50) (+17.50, +9.25) (+17.75, +18.50) (+1.50, +15.50) (+31.00, +9.50)

Llama2-13b-chat
67.20 73.50 44.75 99.50 61.25 57.00 66.00 89.50

(+16.20, +6.10) (+23.25, +1.50) (+5.50, +9.25) (+23.50, +9.00) (+6.50, +7.50) (+22.25, +3.25) (+2.00, +13.00) (+43.00, +27.00)

GPT-3.5-turbo
80.80 70.00 82.00 100.00 80.50 71.50 91.50 96.00

(+12.20, +8.00) (+15.75, +19.00) (+14.75, +1.00) (+0.00, +0.00) (+11.75, +5.75) (+18.75, +14.25) (+4.00, +1.50) (+26.50, +18.00)

GPT-4
96.00 90.75 98.75 100.00 95.50 94.50 95.00 99.00

(+29.50, +8.20) (+0.00, +9.00) (+73.25, +11.00) (+0.00, +0.00) (+44.75, +1.75) (+29.00, +18.75) (-1.00, +1.00) (+0.00, +1.00)

Table 5: The full results of TIMETOM on the ToMI, BigToM benchmarks. Mem-Real can be viewed as zeroth-order
ToM question.

Model
ALL*

Question
Types

Belief
Questions

Answerability
Questions

Infoaccess
Questions

Overall First-order Third-acyc Third-cyc All List Binary All List Binary

0-Shot
Llama2-70b-chat 0.0 6.5 8.7 0.0 5.7 4.3 30.4 60.4 8.7 21.7 75.4
GPT-4 8.7 76.2 73.0 77.1 85.7 23.5 44.3 73.8 23.5 28.7 90.3
0-Shot-CoT
Llama2-70b-chat 3.5 69.7 64.3 77.1 80.0 11.3 45.2 66.8 13.9 47.0 72.8
GPT-4 10.4 75.1 73.0 74.3 82.9 25.2 48.7 75.6 34.8 47.8 89.4
TIMETOM

Llama2-70b-chat
6.1 79.0 75.7 80.0 88.6 17.4 51.3 69.0 15.7 60.0 68.2

(+6.1, +2.6) (+72.5, +9.3) (+67.0, +11.4) (+80.0, +2.9) (+82.9, +8.6) (+13.1, +6.1) (+20.9, +6.1) (+8.6, +2.2) (+7.0, +1.8) (+38.3, +13.0) (-7.2, -4.6)
(× ∞, × 1.7) (× 4.0, × 1.5) (× 1.8, × 1.1)

GPT-4
41.7 93.0 93.1 94.3 91.5 51.3 62.6 90.7 52.2 63.5 92.0

(+33.0, +31.3) (+16.8, +17.9) (+20.1, +20.1) (+17.2, +20.0) (+5.8, +8.6) (+27.8, +26.1) (+18.3, +13.9) (+16.9, +15.1) (+28.7, +17.3) (+34.8, +15.7) (+1.7, +2.6)
(× 4.8, × 4.0) (× 2.2, × 2.0) (× 2.2, × 1.5)

Table 6: The full results of TIMETOM on the FanToM benchmark.
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