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Abstract

This work presents an extensive study of001
transformer-based NLP models, dedicated to002
detection of social media posts containing veri-003
fiable factual claims and harmful claims. The004
document summarizes activities carried out005
during the pipeline execution, which led to006
the design of the NLP models for post detec-007
tion. These activities included dataset collec-008
tion, dataset pre-processing, architecture selec-009
tion, setting up the experiments, model training010
(fine-tuning), model testing and implementa-011
tion. Comprehensive analysis of various mod-012
els was conducted. Special attention was fo-013
cused on multilingual models, which are capa-014
ble of processing English social media posts015
and simultaneously posts of low-resource lan-016
guages, like: Polish, Czech, Slovak and Bul-017
garian. The obtained results were validated018
with state-of-the-art models and the compari-019
son proved the robustness of the created mod-020
els. The work’s novelty consists in multi-label,021
multilingual classification models, which can022
efficiently perform simultaneous detection of023
harmful posts and of social media posts con-024
taining verifiable factual claims.025

1 Introduction026

The application of NLP methods along with the027

development of transformer architectures reaches028

broader subject domains. Nowadays, a lot of works029

focus on exploring the possibility to deploy NLP030

techniques in the combat against misinformation,031

fake news or propaganda. Although there is a con-032

sensus in the community, that the concept of com-033

pletely replacing a human in the process of detect-034

ing fake news is currently rejected, the transformer035

architectures are being studied as solutions that036

can significantly optimize and improve the work037

of human fact checkers. With the development of038

electronic communication, particularly social me-039

dia, and the simultaneous increase in awareness040

and also responsibility of governmental, social and041

opinion-forming institutions, the need to create ap- 042

plications and tools to combat fake news and disin- 043

formation is growing. 044

The ambiguity and diversity of natural lan- 045

guages, the high intensity of irony and satire in 046

social media texts and posts, and the presence of 047

a cultural context make the task of detecting fake 048

news a challenging and relatively time-consuming 049

process. The process requires the involvement of 050

fact checkers, i.e. experts with specific knowledge 051

in this domain area. In order to relieve the fact 052

checkers, overwhelmed with information and to 053

facilitate their work, NLP and DL (deep learning) 054

methods are applied. The paper is dedicated to AI 055

models facilitating the work of human fact check- 056

ers, it presents models for the detection of verifiable 057

factual claims and harmful claims. 058

Detection of checkworthy claims represents 059

the first stage in the fake news detection pro- 060

cess (Cheema et al., 2022). Verifiable factual 061

claims are posts that state a definition, mention 062

a quantity in the present or the past, make a ver- 063

ifiable prediction of the future, reference laws, 064

procedures, rules of operation, discuss images or 065

videos, and make statements on correlation or cau- 066

sation (Nakov et al., 2022). Harmful claims are de- 067

fined as offensive and/or hateful content on social 068

media that can harm an individual, organization, 069

and society (Nakov et al., 2022). It is assumed that 070

automatic checkworthy claim detection can signifi- 071

cantly support the work of human fact checkers. 072

The paper presents a series of experiments 073

consisting in training (fine-tuning) existing trans- 074

former architectures in order to perform check- 075

worthy claim detection tasks, which are also 076

classification tasks. The following architectures 077

were fine-tuned: DistilBERT (Sanh et al., 2019), 078

BERT-large (Devlin et al., 2019), BERT-base (De- 079

vlin et al., 2019), XLM-RoBERTa-base (Conneau 080

et al., 2019), XLM-RoBERTa-large (Conneau et al., 081

2019). The study applied the Flair tool (Akbik et al., 082
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2019) and the cloud computing platform Google083

Colaboratory (Google). An important aspect of084

the work was to create models that would be char-085

acterized not only by a high level of performance086

but that would also be easy to implement, use and087

maintain. Apart from the analysis of the typical088

metrics of NLP models for classification tasks (like089

accuracy, recall, f1-score) the inference times were090

also analysed. The research also focused on obtain-091

ing models that would support multilingual texts,092

in particular for low-resource languages such as093

Slovak, Czech and Polish.094

The paper presents the entire pipeline starting095

from data selection and pre-processing, through096

the selection and fine-tuning of architectures, to097

model testing and additional validation in real life098

applications. Three types of models were obtained:099

models for detecting verifiable factual claims, mod-100

els for detecting harmful claims, and models that101

simultaneously detect verifiable factual claims and102

harmful claims. The verification of the results con-103

firms the reliability and usefulness of the proposed104

solutions. The data used in the training process105

was on multiple subjects, which makes the models106

effective at detecting checkworthy claims in posts107

with multiple topics.108

The key contributions of the paper are:109

• Creating models based on the XLM-110

RoBERTa-large and the XLM-RoBERTa-base111

architectures for simultaneous detection of112

verifiable factual claims and harmful claims113

in multilingual posts; tests were carried out114

for the following languages: English, Arabic,115

Bulgarian, Dutch, Turkish, Polish, Slovak,116

Czech.117

• Selecting and composing multi-subject and118

multilingual data collections containing verifi-119

able factual claims allowing for the creation120

of above mentioned models.121

• Conducting a detailed inference time analysis122

of models implemented using (a) only CPU123

units; (b) also GPU units. The obtained times124

show that the models inference is much faster125

than that of humans.126

2 Related Works127

With the emergence of transformer architectures128

in the NLP domain, solutions focusing on auto-129

mated fake news detection began to appear. Such130

attempts are presented in (Kula et al., 2021), where 131

the BERT architecture (Devlin et al., 2019) and 132

other derivative architectures like RoBERTa (Liu 133

et al., 2019), DistilBERT (Sanh et al., 2019) or 134

even the autoregressive DistilGPT2 (Sanh et al., 135

2019) and XLNet (Yang et al., 2019) were applied 136

to classifying news articles (mainly on political and 137

social topics) into articles that contain/do not con- 138

tain fake news. Transformer-based models were 139

also applied in the fight against COVID-19 misin- 140

formation in (Glazkova et al., 2020; Li et al., 2021; 141

Koloski et al., 2021), where they achieved the best 142

results. 143

The task of fact checking is also gaining promi- 144

nence in research. The first stage of the fact- 145

checking task pipeline is the detection of claims 146

in posts. Fact-checking methods not only allow 147

to determine whether a given post is true or false 148

(binary classification), but also to verify and po- 149

tentially demystify the disinformation contained in 150

the content, e.g. by highlighting verifiable claims 151

in the text and linking to sources relevant for fact 152

checkers. 153

The task of claim detection using various trans- 154

former architectures is discussed in articles (Gupta 155

et al., 2021; Stammbach et al., 2022; Reddy et al., 156

2022; Nakov et al., 2022). Fine-tuned architectures 157

of DistilBERT (Sanh et al., 2019), RoBERTa (Liu 158

et al., 2019), and ClimateBERT (Webersinke et al., 159

2021) were applied to detect environmental claims 160

using a dataset dedicated specifically to the envi- 161

ronmental domain (Stammbach et al., 2022). The 162

CLEF2022 (Nakov et al., 2022) competition was 163

devoted to the detection of verifiable factual claims 164

and harmful claims, in which the best results were 165

achieved by methods based on BERT (Eyuboglu 166

et al.), XLM-RoBERTa (Savchev), GPT-3 (Agresti 167

et al.). In its turn, a claim-spotting system, called 168

claimBuster (Hassan et al., 2017) was used to de- 169

tect sentences containing claims in news articles 170

about COVID-19 (Reddy et al., 2022). Models for 171

detecting claims in any type of an online text are 172

presented in (Gupta et al., 2021). 173

3 Overview of the Models’ Architectures 174

In order to create an optimal model for detection 175

of social media posts with verifiable factual claims 176

and harmful claims, a number of experiments were 177

carried out using architectures based on Transform- 178

ers (DistilBERT, BERT-large, BERT-base, XLM- 179

RoBERTa-base, XLM-RoBERTa-large). Standard 180
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Figure 1: Top layers of the XLM-RoBERTa-base for the
one-class model.

Figure 2: Top layers of the XLM-RoBERTa-base for the
multilingual, multi-label model.

versions of the already mentioned architectures181

were applied and no additional changes were made182

to their hyperparameters (such as the typical num-183

ber of layers or the number of self-attention heads).184

The models were trained as classifiers: the last185

(top) layer in each model is a linear dense layer.186

Following the standard PyTorch approach, the fi-187

nal activation is built into the loss function: a188

softmax layer (the CrossEntropyLoss() loss189

function) for the single-label case and a sigmoid190

layer (the BCEWithLogitsLoss() loss func-191

tion) for the multi-label case (Foundation; Paszke192

et al., 2017). The top layers are also presented in193

Figure 1 and Figure 2.194

As a result of experiments and an analysis of195

requirements for the claim detection tasks, the mul-196

tilingual XLM-RoBERTa architecture was chosen197

to obtain the final models, due to the multilingual198

character of the detection task. The RobertaLayer199

of the XLM-RoBERTa-base architecture is shown200

in Figure 3.201

4 Datasets202

Data is a crucial component in the training of203

transformer-based architectures for downstream204

tasks. Appropriate selection of training data is205

a necessary precondition for the correct perfor-206

mance of the resulting models. Due to the very207

specific and unique tasks considered here, the avail-208

ability of appropriate labeled data was very lim-209

ited. The following datasets were applied in this210

work: CLEF2022 (task 1B and 1C) (Nakov et al.,211

2022), CLEF2021 (task 1B) (Shaar et al., 2021),212

Figure 3: The RobertaLayer within the XLM-RoBERTa-
base architecture.

LESA2021 (noisy and semi-noisy datasets) (Gupta 213

et al., 2021), Monant dataset (Srba et al., 2019, 214

2022). 215

Dataset CLEF2022 (task 1B) contains Twitter 216

posts, dedicated to the topic of COVID-19, which 217

are binary-labeled as containing/not containing ver- 218

ifiable factual claims. The dataset contains five 219

different languages (English, Turkish, Dutch, Ara- 220

bic, Bulgarian) and they are highly unbalanced, 221

there are many more items labeled as 1 (containing 222

verifiable factual claims) than 0 (without verifiable 223

factual claims). Table 1 shows the number posts in 224

each category across the included languages. 225

Dataset CLEF2022 (task 1C) is very similar to 226

CLEF2022 (task 1B) – it contains posts almost 227

identical to those in CLEF2022 (task 1B), but 228

labeled for containing/not containing posts with 229

harmful claims. This dataset is also unbalanced: it 230

contains significantly more 0 (not harmful) posts 231

than 1 (harmful) posts. 232

Dataset CLEF2021 (task 1B) contains data on 233

political debates, the content of the collection refers 234

to a variety of topics that are the subject of current 235

political debates. The samples were labeled as 236

containing/not containing fact-check-worthy veri- 237

fiable factual claims. The dataset is characterized 238

by a large imbalance, it contains more non-check- 239

worthy elements that do not contain verifiable fac- 240

tual claims. 241

The LESA2021 dataset is a collection of data on 242

a variety of topics collected from Twitter (COVID- 243

19 topic) and six publicly available benchmark 244

datasets (Gupta et al., 2021). 245

Finally, the Monant dataset is a unique collec- 246

tion of data, containing posts and verified factual 247

claims paired with them. The topics of the posts 248
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Dataset
language

Nr. of posts
with verifiable
factual claims

Nr. of posts
without verifiable

factual claims
English 3,040 1,753
Turkish 2,480 1,331

Dutch 1,861 2,162
Arabic 4,121 2,093

Bulgarian 2,697 1,329
Total 14,199 8,668

Table 1: Amount of verifiable and not verifiable factual
claims in the CLEF2022 (task 1B) dataset (Nakov et al.,
2022).

are diverse, and the collection is also multilingual.249

The presented datasets were used to create250

several collections: an overview of these is251

given in Table 2. Each collection was split into252

train/validation/test folds (using (pandas develop-253

ment team, 2020; Akbik et al., 2019)); the sizes of254

the splits are shown in Table 3. In the remaining255

part of this section, we are going to describe all the256

individual collections in more detail.257

Collection 1 Collection 1 is based entirely on258

the CLEF2022, task 1B dataset, contains all items259

and all five original languages. The task is to clas-260

sify posts as containing / not containing verifiable261

factual claims. The validation (dev) subset is a262

combination of dev.csv and dev_test.csv from the263

CLEF2022 (task 1B) dataset, the train and test264

sets are train.csv and test_GOLD.csv from the the265

CLEF2022 (task 1B) dataset, respectively.266

Collection 2 Collection 2 is based entirely on the267

CLEF2022, task 1C dataset and the original five268

languages. The task is to classify posts as harmful269

or not. The collection consists of three subsets: the270

train, validation and test sets of 14018, 5124 and271

3649 posts respectively. A version of this collection272

with only English posts was also created, which we273

refer to as collection 2tr.274

Collection 3 Collection 3 is the same as collec-275

tion 1, but with all non-English (i.e. Turkish, Dutch,276

Arabic and Bulgarian) posts automatically trans-277

lated into English using Google Translate. The278

division of collection 3 into folds is as follows:279

14032 (train), 5137 (dev), 3698 (test). The imple-280

mented splitting resulted from the subsets of the281

source dataset CLEF2022 (task 1B), which con-282

sists of four subsets and files (train.csv, dev.csv +283

dev_test.csv as dev and test_GOLD.csv) (Nakov284

et al., 2022). 285

Collection 4 Collection 4 is a combination of the 286

CLEF2022, task 1B with selected data from the 287

Monant dataset (Srba et al., 2019, 2022) and with 288

selected data from CLEF2021 (task 1B). Concern- 289

ing the Monant dataset, the selection of elements 290

for collection 4 was based on the selection of posts 291

scripted in the Latin alphabet or in Bulgarian or 292

Arabic language. All posts selected from the Mo- 293

nant dataset were labeled as 1 (containing verifi- 294

able factual claims). The selection of posts from 295

the CLEF2021 (task 1B) dataset consisted in select- 296

ing only posts labeled as 0 (posts without verifiable 297

factual claims). 298

Collection 4 also aggregated posts from 299

CLEF2021 (task 1B) by combining three posts into 300

one post. The purpose of this operation was to 301

avoid bias related to the length of posts. CLEF2021 302

(task 1B) contains very short posts relative to other 303

items in collection 4, hence the requirement of the 304

aggregation. 305

Collection 4 also contains selected semi-noisy 306

items from LESA2021 (Gupta et al., 2021), la- 307

belled as 0 (posts without verifiable factual claims), 308

along with posts translated from the CLEF2022 309

(task 1B) collection into Slovak, Czech and Pol- 310

ish. Finally, collection 4 also includes the entire 311

collection 2 with items labeled as harmful vs. non- 312

harmful posts. In summary, collection 4 contains 313

four labels (verifiable factual claims, non-verifiable 314

factual claims, harmful posts, non-harmful posts). 315

49,265, 10,148 and 3,705 items are used for train- 316

ing, validation and testing respectively. 317

All described collections have been pre- 318

processed in accordance with the requirements of 319

the conducted experiments. Two methods of pre- 320

processing were applied. Pre-processing method 321

1 consisted in eliminating punctuation, www ad- 322

dresses, e-mail addresses, white spaces, emoti- 323

cons, newlines, empty lines. This method of pre- 324

processing was adopted as the fundamental one, 325

because it was recognized that the crucial element 326

in the implementation of the task of detecting posts 327

with verifiable factual claims and with harmful con- 328

tent is the analysis of the content itself, and not 329

of the form. Moreover the models were designed 330

to detect content in social media posts that gener- 331

ally contain a severe level of noise. Noisy posts 332

are often contain incorrect grammar and punctua- 333

tion, hence the elimination of punctuation in the 334

pre-processing phase is justified. 335
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Coll. # Datasets Languages Claim Detection Task In
1 CLEF2022:1B en, tr, nl, ar, bg verifiable factual exp2
2 CLEF2022:1C en, tr, nl, ar, bg harmful exp3
2tr CLEF2022:1C en + (tr, nl, ar, bg) → en harmful exp4
3 (1tr) CLEF2022:1B en + (tr, nl, ar, bg) → en verifiable factual exp1

4 CLEF2022:1B; Coll. 2;
Subset of: Monant;

CLEF2021:1B; LESA2021

en, tr, nl, ar, bg +
CLEF2022:1B
→ sk, cz, pl

verifiable factual +
harmful

exp5

Table 2: Collections and data splits applied during the experiments conducting.

Coll. # Train Validation Test
1 14032 5137 3698
2 14018 5124 3649
2tr 14018 5124 3649
3 (1tr) 14032 5137 3698
4 49265 10148 3705

Table 3: The data splits (by collection).

Pre-processing method 2 is an extension of pre-336

processing 1, consisting in the elimination of posts,337

which are not scripted in Bulgarian, Arabic or Latin338

alphabet, and in elimination of posts shorter than339

15 characters and longer than 500 characters. Posts340

shorter than 30 characters, without including the341

digits were also eliminated due to the observa-342

tion, that there are relatively short posts containing343

mainly digits. This pre-processing framework was344

imposed as an attempt to eliminate very noisy posts345

that convey no or relatively little content, and there-346

fore do not contain verifiable factual claims.347

The removal of posts exceeding 500 characters348

is based on a statistical analysis of the datasets,349

which revealed that the average length of a post in350

the Monant dataset is three times longer than the351

same in the CLEF2021 (task 1B) dataset.352

Duplicates, hashtags and social media handles353

were also removed in order to eliminate details354

such as user account names and keywords from the355

posts. The motivation behind this was the obser-356

vation that posts using a non-Latin alphabet very357

often contained hashtags and proper names scripted358

in the Latin alphabet. Therefore, the filtering of359

non-Latin posts resulted in a relatively large num-360

ber of posts containing only hashtags and social361

media handles, and this led to an increase in the362

collection’s noise level.363

5 Setup and Execution of Experiments 364

The data preparation process as well as the ex- 365

ecution of the experiments themselves were per- 366

formed remotely in the Google Colaboratory cloud 367

platform (Google), with the use of the Flair tool 368

(version 0.7) (Akbik et al., 2019) and the pandas 369

library (pandas development team, 2020). The ac- 370

tual instance used for the experiments contained 371

the Tesla T4 card with 16 GB RAM, and the Intel 372

Xeon CPU @2.00 GHz with 12.68 GB RAM. 373

In order to identify the optimal model for de- 374

tecting posts with claims, five experiments were 375

carried out. Two of them concerned the detection 376

of posts containing verifiable factual claims (exper- 377

iment 1 and experiment 2), and the next two were 378

related to the detection of posts containing harmful 379

claims (experiment 3 and experiment 4). The final 380

experiment (experiment 5) concerned the multi- 381

label model, which simultaneously performed the 382

task of detecting posts containing verifiable factual 383

claims and the task of detecting harmful claims. 384

In all experiments the data were split into 385

train/validation/test folds. The sizes of the folds 386

are presented in Table 3. The train set was used for 387

training and the validation (a.k.a. dev) set was used 388

to determine validation accuracy at each epoch. 389

During training, both the last model (trained for the 390

most epochs) and the best model (in terms of valida- 391

tion accuracy) were checkpointed. The best models 392

were then taken and tested on the withheld test set. 393

Tests on the last models were also conducted. 394

Table 2 gives an overview of which collections 395

were used in which experiments. The collections 396

themselves are described in sec. 4. In this sec- 397

tion, we are therefore going to concentrate on other 398

aspects of the experiments such as the hyperparam- 399

eters and the training process. 400

Experiment 1 Experiment 1 uses collection 3, i.e. 401

the version of collection 1 with non-English content 402
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Name of the hyperparameter
Hyperparameter

value
learning rate 3e-05

batch size 32
anneal factor 0.5

patience 3
max number of epochs 5/10*
mini batch chunk size 1**

Table 4: Training hyperparameters’ values; * 10 epochs
were applied for the XLM-RoBERTa-large architecture;
* mini batch chunk size was set only for the XLM-
RoBERTa-large architecture due to the GPU memory
limitations.

machine-translated to English, where the task is to403

detect posts that contain verifiable factual claims.404

In experiment 1, only the BERT-large-uncased ar-405

chitecture was applied, the main hyperparameters406

of the experiment are presented in Table 4.407

Experiment 2 Experiment 2 is related to mul-408

tilingual architectures and original, non-English-409

translated posts. Collection 1 was used in the ex-410

periment. The following architectures were trained:411

XLM-RoBERTa-base, XLM-RoBERTa-large, mul-412

tilingual DistilBERT-base, multilingual BERT-base.413

The same hyperparameters were applied as for ex-414

periment 1 (Table 4).415

Experiment 3 Experiment 3 addresses detection416

of posts containing harmful claims based on col-417

lection 2, the collection containing five different418

languages. To select the optimal model, the follow-419

ing architectures were fine-tuned: XLM-RoBERTa-420

base, XLM-RoBERTa-large.421

Experiment 4 Experiment 4 is analogous to ex-422

periment 3, except that it uses collection 2tr (i.e.423

the version of collection 2 with non-English posts424

machine-translated into English) and it uses a425

model designed for English – fine-tuning was con-426

ducted on DistilBERT-base.427

Experiment 5 Experiment 5 was crucial for the428

conducted work and its scope and shape was the re-429

sult of the other four experiments. The focus of the430

experiment was to create a single model capable of431

detecting posts containing verifiable factual claims432

and harmful claims, which can also detect posts not433

related to COVID-19 topics. All the experiments434

presented heretofore were based on collections re-435

lated to the topics of COVID-19. To generate a436

multi-thematic, universal model, collection 4 was 437

used. 438

6 Results 439

The models were compared in terms of metrics 440

(recall, f1-score, accuracy), typically used in NLP 441

models testing in classification tasks. Models were 442

also compared in terms of the requirements during 443

the implementation phase of the models in hands- 444

on applications and in terms of performance of the 445

models in the inference process. 446

The main metric that was taken into account was 447

recall. The recall is used when the model’s fail- 448

ure to detect the sought phenomenon (in our case, 449

a specific post) results in significant negative ef- 450

fects. It was considered that it is a much worse 451

case scenario for fact-checkers to overlook a post 452

with verifiable factual claims and harmful claims 453

than to unnecessarily check a post that does not 454

contain verifiable factual claims or harmful claims. 455

The analysis showed that the best results for recall 456

were obtained for models based on the BERT-large- 457

uncased (recall=0.7938) and the XLM-RoBERTa- 458

large (recall=0.7724) architecture in case of ver- 459

ifiable factual claims detection, Table 5. In case 460

of harmful claims detection the best models were 461

the XLM-RoBERTa-large (recall=0.3765) and the 462

XLM-RoBERTa-base (recall=0.3466). 463

Since the discrepancies between the mentioned 464

models for individual detection tasks were rela- 465

tively small in relation to recall, the second crite- 466

rion was analysed, i.e. the ease of implementation 467

and use of the solution. The XLM-RoBERTa mod- 468

els are multilingual and, unlike the BERT-large- 469

uncased, do not require English-only texts. A 470

comparative analysis of inference time was also 471

performed and the XLM-RoBERTa-base model 472

needed up to 3.5 times less time for the infer- 473

ence than the XLM-RoBERTa-large. Therefore, 474

the XLM-RoBERTa-base model was considered 475

the best performing model out of models men- 476

tioned in the previous paragraph. The inference 477

time analyses were the subject of the experiment 478

2. In the analysis, apart from comparing models, 479

comparisons between GPU and CPU computing 480

platforms were conducted, Table 6. The results 481

of the inference time analysis showed that the use 482

of AI models jointly with GPU cards allows for 483

a significant acceleration of the process of claims 484

detection in posts in relation to the time needed 485

by a human. A human for the task of identifying 486
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Model Accuracy Recall Test dataset
XLM-RoBERTa-large 10 epochs 0.7558 0.7724 5 original languages

BERT-large-uncased 0.7388 0.7938 EN + translations into EN
XLM-RoBERTa-base 0.7520 0.6976 5 original languages

distilBERT-base-multilingual-cased 0.7223 0.6811 5 original languages
BERT-base-multilingual-cased 0.7239 0.6597 5 original languages

Table 5: Task of verifiable factual claims detection. Comparison between generated multilingual and English based
language models. Results of experiment 1 and experiment 2.

sentences with claims needs about 30 seconds per487

sentence (Reddy et al., 2022). The obtained models488

at the same amount of time classify about 1,000 or489

even more than 2,000 posts (in the case of XLM-490

RoBERTa-base), which results several thousand491

times acceleration with comparison to the work492

done by a human.493

The credibility of the presented models was ver-494

ified by comparing them with the results from the495

CLEF2022 (Nakov et al., 2022) paper. In Table 7496

results for 5 different languages are included, the497

models were tested on the same testing datasets as498

the models from the CLEF2022 article (in terms of499

accuracy). In comparison to the best models from500

CLEF2022, task 1B (Nakov et al., 2022), the pro-501

posed models showed better accuracy in two cases502

(BG and AR), similar accuracy (the difference is503

max. 2.7 points) in two cases (EN and NL) and504

worse (the difference is more than 6 points) accu-505

racy in one case (TR). Considering the above, as506

well as the fact that the generated XLM-RoBERTa-507

large and XLM-RoBERTa-base models are mul-508

tilingual, and the CLEF2022 paper models were509

aimed at processing only one specific language, the510

generated models were considered reliable, and the511

obtained results as SOTA for Bulgarian and Arabic.512

Table 8 compares models for detection of verifi-513

able factual claims with the model that simultane-514

ously detects verifiable factual claims and harmful515

claims (multi-label XLM-RoBERTa-base). Based516

on the results collected in the table, it can be ob-517

served that the multi-label XLM-RoBERTa-base518

model, despite being dedicated to two different519

tasks, achieves better results than models dedicated520

only to the task of verifiable factual claims detec-521

tion. This leads to the conclusion that the XLM-522

RoBERTa-base multi-label model is a reliable and523

credible model in the task of detecting posts with524

verifiable factual claims. In Table 8 results for525

low-resource languages are also presented, test sets526

for these languages (SK, CZ, PL) were created as527

translations of the original CLEF2022 (task 1B) 528

datasets. 529

Regarding the detection of harmful claims, the 530

XLM-RoBERTa-base is a multi-label model, which 531

is the same multi-label model placed in Table 8, the 532

model achieves slightly worse results than mod- 533

els dedicated only to the task of harmful claims 534

detection (models with one class), Table 9. In Ta- 535

ble 9 the results from the literature (CLEF2022, 536

task 1C (Nakov et al., 2022)) were compared 537

with the results achieved by the generated models. 538

The f1-score metric was compared on the original 539

CLEF2022 test sets (task 1C), for a total of 5 origi- 540

nal languages considered jointly; for English + the 541

4 languages translated into English; and for the in- 542

dividual original languages (EN, TR, AR), which 543

were considered separately. 544

7 Conclusion 545

The paper has shown how fine-tuned, pre-trained 546

languages models can be used to accurately and 547

simultaneously detect verifiable factual claims and 548

harmful claims in posts (in a multi-label setup), 549

and how the models perform during the inference 550

process. A number of models were trained and 551

compared, starting with unilingual (EN) models, 552

through multilingual models, and ending with mul- 553

tilingual, multi-label models. 554

Furthermore it was studied how the multilingual 555

models perform with low-resource languages like 556

Slovak, Czech, and Polish in the task of verifiable 557

factual claims detection. The presented results con- 558

firm that the generated models are credible and 559

efficient for the task of detecting verifiable fac- 560

tual claims and harmful claims in posts. The re- 561

ported results are in all cases based on evaluation 562

on the withheld test sets. The trained models can be 563

successfully used as tools supporting manual fact- 564

checking processes conducted by humans. The 565

future work will be dedicated to study the impact 566

of particular data on multi-label models. 567
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Nr. of items Model
XLM-RoBERTa

-large GPU
[s]

XLM-RoBERTa
-large CPU

[s]

XLM-RoBERTa
-base GPU

[s]

XLM-RoBERTa
-base CPU

[s]
100 3.13 110.23 1.99 31.26

1000 32.97 1174.14 13.71 337.86
2000 61.48 2339.22 26.67 680.62

Table 6: The inference time in seconds of the XLM-RoBERTa-large and XLM-RoBERTa-base models, comparison
between GPU computational platform (Tesla T4 & Intel(R) Xeon(R) CPU @ 2.00GHz) and CPU computational
platform (AMD EPYC 7B12). Analysis made for the social media posts from the Monant dataset (Srba et al., 2019,
2022).

Language of the
test dataset

Accuracy

best results
of CLEF2022

XLM-RoBERTa-large
10 epochs

XLM-RoBERTa-base

EN 0.761 0.7331 0.7371
BG 0.839 0.8176 0.8511
NL 0.736 0.7239 0.7172
TR 0.801 0.7383 0.7539
AR 0.570 0.7861 0.7660

Table 7: Accuracy comparison between generated multilingual models for verifiable factual claims detection
(experiment 2) and results from the CLEF2022 (task 1B) paper (Nakov et al., 2022). Tests done for 5 original
languages from the CLEF2022 dataset.

Model Recall Test dataset
XLM-RoBERTa-large 10 epochs 0.7724 5 original languages

XLM-RoBERTa-base 0.6976 5 original languages
multi-label XLM-RoBERTa-base 0.8024 5 original languages
multi-label XLM-RoBERTa-base 0.8249 translations into SK
multi-label XLM-RoBERTa-base 0.8212 translations into CZ
multi-label XLM-RoBERTa-base 0.8282 translations into PL

Table 8: Task of verifiable factual claims detection, metric recall for the positive class. Comparison between
multi-label and multilingual language models. Results of experiment 2 and experiment 5. Tests done for 5 original
languages from the CLEF2022 dataset and for translations into Slovak, Czech and Polish.

Model f1-score Test dataset
multi-label XLM-RoBERTa-base 0.3741 5 original languages

XLM-RoBERTa-base 0.4032 5 original languages
distilBERT-base-uncased 0.3587 EN + translations into EN

model of Zorros (Nakov et al., 2022) 0.397 original EN
model of ARC-NLP (Nakov et al., 2022) 0.366 original TR

XLM-RoBERTa-base 0.5609 original AR
model of iCompass (Nakov et al., 2022) 0.557 original AR

Table 9: Task of harmful claims detection, metric f1-score for the positive class. Comparison between genereted
models and results from the CLEF2022 (task 1C) paper (Nakov et al., 2022). Results of experiment 3 and experiment
5. Tests done for 5 original languages, for translations and singular languages from the CLEF2022 dataset.
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Michał Woźniak. 2021. Transformer based models 639
in fake news detection. In Computational Science 640
– ICCS 2021, pages 28–38, Cham. Springer Interna- 641
tional Publishing. 642

Xiangyang Li, Yu Xia, Xiang Long, Zheng Li, and Su- 643
jian Li. 2021. Exploring text-transformers in AAAI 644
2021 shared task: COVID-19 fake news detection in 645
english. CoRR, abs/2101.02359. 646

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man- 647
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis, 648
Luke Zettlemoyer, and Veselin Stoyanov. 2019. 649
Roberta: A robustly optimized bert pretraining ap- 650
proach. CoRR, abs/1907.11692. 651

Preslav Nakov, Alberto Barrón-Cedeño, Giovanni 652
Da San Martino, Firoj Alam, Rubén Míguez, Tom- 653
maso Caselli, Mücahid Kutlu, Wajdi Zaghouani, 654
Chengkai Li, Shaden Shaar, Hamdy Mubarak, Alex 655
Nikolov, and Yavuz Selim Kartal. 2022. Overview 656
of the CLEF-2022 checkthat! lab task 1 on identify- 657
ing relevant claims in tweets. In Proceedings of the 658
Working Notes of CLEF 2022 - Conference and Labs 659
of the Evaluation Forum, Bologna, Italy, September 660
5th - to - 8th, 2022, volume 3180 of CEUR Workshop 661
Proceedings, pages 368–392. CEUR-WS.org. 662

The pandas development team. 2020. pandas- 663
dev/pandas: Pandas. 664

Adam Paszke, Sam Gross, Soumith Chintala, Gregory 665
Chanan, Edward Yang, Zachary DeVito, Zeming Lin, 666
Alban Desmaison, Luca Antiga, and Adam Lerer. 667
2017. Automatic differentiation in pytorch. In NIPS- 668
W. 669

Revanth Gangi Reddy, Sai Chetan, Zhenhailong Wang, 670
Yi R. Fung, Kathryn Conger, Ahmed Elsayed, Martha 671
Palmer, Preslav Nakov, Eduard Hovy, Kevin Small, 672
and Heng Ji. 2022. Newsclaims: A new benchmark 673
for claim detection from news with attribute knowl- 674
edge. 675

Victor Sanh, Lysandre Debut, Julien Chaumond, and 676
Thomas Wolf. 2019. Distilbert, a distilled version 677
of BERT: smaller, faster, cheaper and lighter. CoRR, 678
abs/1910.01108. 679

9

http://ceur-ws.org/Vol-3180/#paper-31
http://ceur-ws.org/Vol-3180/#paper-31
http://ceur-ws.org/Vol-3180/#paper-31
https://github.com/flairNLP/flair
https://github.com/flairNLP/flair
https://github.com/flairNLP/flair
http://dblp.uni-trier.de/db/conf/naacl/naacl2019-4.html#AkbikBBRSV19
http://dblp.uni-trier.de/db/conf/naacl/naacl2019-4.html#AkbikBBRSV19
http://dblp.uni-trier.de/db/conf/naacl/naacl2019-4.html#AkbikBBRSV19
https://doi.org/10.18653/v1/2022.findings-naacl.72
https://doi.org/10.18653/v1/2022.findings-naacl.72
https://doi.org/10.18653/v1/2022.findings-naacl.72
http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1911.02116
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
http://ceur-ws.org/Vol-3180/#paper-37
http://ceur-ws.org/Vol-3180/#paper-37
http://ceur-ws.org/Vol-3180/#paper-37
http://ceur-ws.org/Vol-3180/#paper-37
http://ceur-ws.org/Vol-3180/#paper-37
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
http://arxiv.org/abs/2012.11967
http://arxiv.org/abs/2012.11967
http://arxiv.org/abs/2012.11967
http://arxiv.org/abs/2012.11967
http://arxiv.org/abs/2012.11967
https://colab.research.google.com/
https://colab.research.google.com/
https://colab.research.google.com/
https://doi.org/10.18653/v1/2021.eacl-main.277
https://doi.org/10.18653/v1/2021.eacl-main.277
https://doi.org/10.18653/v1/2021.eacl-main.277
https://doi.org/10.18653/v1/2021.eacl-main.277
https://doi.org/10.18653/v1/2021.eacl-main.277
https://doi.org/10.14778/3137765.3137815
https://doi.org/10.14778/3137765.3137815
https://doi.org/10.14778/3137765.3137815
http://arxiv.org/abs/2101.03988
http://arxiv.org/abs/2101.03988
http://arxiv.org/abs/2101.03988
http://arxiv.org/abs/2101.02359
http://arxiv.org/abs/2101.02359
http://arxiv.org/abs/2101.02359
http://arxiv.org/abs/2101.02359
http://arxiv.org/abs/2101.02359
http://dblp.uni-trier.de/db/journals/corr/corr1907.html#abs-1907-11692
http://dblp.uni-trier.de/db/journals/corr/corr1907.html#abs-1907-11692
http://dblp.uni-trier.de/db/journals/corr/corr1907.html#abs-1907-11692
http://ceur-ws.org/Vol-3180/paper-28.pdf
http://ceur-ws.org/Vol-3180/paper-28.pdf
http://ceur-ws.org/Vol-3180/paper-28.pdf
http://ceur-ws.org/Vol-3180/paper-28.pdf
http://ceur-ws.org/Vol-3180/paper-28.pdf
https://doi.org/10.5281/zenodo.3509134
https://doi.org/10.5281/zenodo.3509134
https://doi.org/10.5281/zenodo.3509134
http://arxiv.org/abs/2112.08544
http://arxiv.org/abs/2112.08544
http://arxiv.org/abs/2112.08544
http://arxiv.org/abs/2112.08544
http://arxiv.org/abs/2112.08544
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108


Aleksandar Savchev. Ai rational at checkthat! 2022:680
Using transformer models for tweet classification.681
pages 656–659.682

Shaden Shaar, Maram Hasanain, Bayan Hamdan,683
Zien Sheikh Ali, Fatima Haouari, Alex Nikolov,684
Mücahid Kutlu, Yavuz Selim Kartal, Firoj Alam,685
Giovanni Da San Martino, Alberto Barrón-Cedeño,686
Rubén Míguez, Javier Beltrán, Tamer Elsayed, and687
Preslav Nakov. 2021. Overview of the CLEF-2021688
checkthat! lab task 1 on check-worthiness estima-689
tion in tweets and political debates. In Proceedings690
of the Working Notes of CLEF 2021 - Conference691
and Labs of the Evaluation Forum, Bucharest, Roma-692
nia, September 21st - to - 24th, 2021, volume 2936693
of CEUR Workshop Proceedings, pages 369–392.694
CEUR-WS.org.695

Ivan Srba, Robert Moro, Jakub Simko, Jakub Sevcech,696
Daniela Chuda, Pavol Navrat, and Maria Bielikova.697
2019. Monant: Universal and extensible platform698
for monitoring, detection and mitigation of antisocial699
behavior. In Proceedings of Workshop on Reduc-700
ing Online Misinformation Exposure (ROME 2019),701
pages 1–7.702

Ivan Srba, Branislav Pecher, Tomlein Matus, Robert703
Moro, Elena Stefancova, Jakub Simko, and Maria704
Bielikova. 2022. Monant medical misinformation705
dataset: Mapping articles to fact-checked claims. In706
Proceedings of the 45th International ACM SIGIR707
Conference on Research and Development in Infor-708
mation Retrieval (SIGIR ’22), New York, NY, USA.709
Association for Computing Machinery.710

Dominik Stammbach, Nicolas Webersinke, Julia Anna711
Bingler, Mathias Kraus, and Markus Leippold. 2022.712
A dataset for detecting real-world environmental713
claims.714

Nicolas Webersinke, Mathias Kraus, Julia Anna Bin-715
gler, and Markus Leippold. 2021. Climatebert: A716
pretrained language model for climate-related text.717
CoRR, abs/2110.12010.718

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime G. Car-719
bonell, Ruslan Salakhutdinov, and Quoc V. Le. 2019.720
Xlnet: Generalized autoregressive pretraining for lan-721
guage understanding. CoRR, abs/1906.08237.722

A Work Limitations723

The limitations apply primarily to the obtained724

models, they were trained, fine-tuned mainly on725

noisy and on semi-noisy data, and then tested only726

on noisy data. The models are therefore intended727

for this type of data, they can be used to detect728

verifiable factual and harmful claims in other types729

of texts, but the reliability of the models in this730

scope has not been tested due to the work con-731

cerns social media posts. The test sets derive from732

CLEF2022 (Nakov et al., 2022) and are dedicated733

to the COVID-19 topic, no testing was performed734

for data on other topics. The final models proposed 735

are XLM-RoBERTa architecture models, i.e. they 736

are multilingual models, but testing was carried out 737

for 8 languages (AR, BG, NL, EN, TR, PL, SK, 738

CZ). 739

B Artifacts licenses 740

The main tool used in the work was Flair library. 741

This is including the usage and the modification 742

of the code available at the tool web-page. Flair 743

is based on the MIT license and is free of charge 744

and allows using and also tool modification (Akbik 745

et al., 2019), (Akbik). The version of Google Co- 746

laboratory, used in the work is free of charge and it 747

access rules are described in the Google Terms of 748

Service (Google). Pandas library is free software 749

based on BSD 3-clause license (pandas develop- 750

ment team, 2020). Datasets used in the work are 751

free for general research use. The Monant dataset 752

is not allowed to be re-shared, the rest datasets are 753

publicly available. 754

The main purpose of the study was research work 755

and the obtained models are intended for research 756

purposes only. It is in full compliance with the 757

requirements of the creators of datasets and tools 758

used in the work. 759

C Additional Details of Experiments 760

Model
Training

time [minutes]
multilabel

XLM-RoBERTa-base 180
vfc XLM-RoBERTa-large

10 epochs 227
vfc XLM-RoBERTa-base 55
vfc BERT-large-uncased 97

vfc distilBERT-base-
multilingual-cased 30

vfc BERT-base-
multilingual-cased 49

harm XLM-RoBERTa-base 55
harm distilBERT-base-uncase 17

Table 10: Training times comparison for different mod-
els, vfc - verifiable factual claim detection model, harm
- harmful claims detection model.

The work uses version 0.7 of the Flair library, 761

and the code prepared is based on available Flair 762

documents and tutorials (Akbik). The code is used 763
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Architecture
Number of
parameters

BERT base 110
BERT large 336
DistilBERT 66

XLM-RoBERTa large 355
XLM-RoBERTa-base 125

Table 11: Architectures size comparison regarding the
number of parameters (Sanh et al., 2019), (Devlin et al.,
2019), (Conneau et al., 2019).

to launch training and then display the test re-764

sults (Akbik). The discrepancies in the code from765

the Flair tutorials and the code used in the work766

relate to: different values and parameter settings,767

the choice of a different architecture, as well as the768

adaptation of the code to the requirements of gen-769

erating a multi-label model. Essential parts of the770

code are available in the anonymized repository.1771

1https://anonymous.4open.science/r/
multilingual_checkworthy-F06D
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