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Abstract

Recent advancements in Large Language Mod-
els (LLMs) have demonstrated sophisticated ca-
pabilities, including the ability to process and
comprehend extended contexts. These emer-
gent capabilities necessitate rigorous evalua-
tion methods to effectively assess their perfor-
mance in long-context understanding. In this
paper, we present LC-Eval, a bilingual, multi-
task evaluation benchmark designed to evaluate
long-context understanding in English and Ara-
bic, targeting context lengths ranging from 4k
to over 128k tokens. LC-Eval introduces four
novel and challenging tasks: multi-document
question answering, bilingual question answer-
ing, claim verification within a paragraph, and
multiple-choice questions based on long con-
texts. These tasks are designed to assess LLMs’
abilities in deep reasoning, document compre-
hension, information tracing, and bilingual in-
formation extraction and understanding. The
benchmark includes datasets in both Arabic
and English for each task, allowing for a com-
parative analysis of their performance across
different text genres. Evaluations were con-
ducted on both open-weight and closed LLMs,
with results indicating that LC-Eval presents
significant challenges. Even high-performing
models, such as GPT-4o, struggled with certain
tasks, highlighting the complexity and rigor of
the benchmark.

1 Introduction

Context length of Large Language Models (LLMs)
typically indicates how many tokens a language
model can process as an input. Although early
models can process up to 4k tokens, more recent
models have the context length varying from 8k
to 128k even to 1M (Anthropic; OpenAl; Dubey
et al., 2024; Huang et al., 2024; Cohere; Qwen
et al., 2025; DeepSeek-Al et al., 2025). These
long context language models (LCLMs) are ex-
tremely helpful for understanding long documents,

minimizing hallucinations and retrieval augmented
generation (RAG).

Since Arabic is one of the major languages
spoken by more than 400 million people as their
mother tongue (WorldData.info, 2024), a number
of Arabic Large Language models that understand
both Arabic and English have been released (Bari
et al., 2024; Sengupta et al., 2023; Zhu et al., 2024;
Abbas et al., 2025), . However, these models are
often evaluated using English benchmarks or pro-
prietary datasets, making it challenging to publicly
benchmark their performance in Arabic or to assess
their capabilities across various tasks. Addition-
ally, although benchmark datasets in English cover
aspects such as reasoning, document summariza-
tion, and document understanding, most of these
benchmarks lack a focus on deep reasoning. More-
over, most of the existing datasets evaluate LCLMs
on Multiple-Choice Questions (MCQs) (Bai et al.,
2024, 2025) or very short generation of text (Lee
et al.,, 2024). Furthermore, many task-specific
datasets fail to fully evaluate LCLMs across their
entire context length, leading to the need for new
benchmark datasets both for Arabic and English
(Bai et al., 2025).

Another significant challenge is evaluating the re-
sponses of LCLMs to open-ended questions. Most
existing evaluation methods, such as BLEU (Pap-
ineni et al., 2002) and ROUGE (Lin, 2004), rely on
exact word matching. Since a differently formed
sentence with different words can carry the same
meaning of the compared sentence and even when
queried with the same question twice, the same
LCLM can generate responses that are semanti-
cally equivalent but phrased differently, this makes
an exact word matching an unreliable evaluation
criterion. Another alternative approach is to use
similarity-based method which addresses some is-
sues of word matching. However, it can also lead
to incorrect evaluations because similarity and se-
mantic meaning are different from each other. For



example, the sentences “The capital of France is
Paris” and “The capital of France is Rome” could
have a high similarity score, yet their semantic
meanings are entirely different.

To address these issues, we introduce LC-Eval,
a bilingual multi-task evaluation benchmark for
English and Arabic long-context understanding,
covering context lengths from 4K to more than
128K. LC-Eval comprises four challenging tasks:
(i) open-ended multi-document question answer-
ing (QA), (ii) open-ended bilingual QA, (iii) claim
verification within a paragraph, and (iv) multiple-
choice QA. These tasks collectively assess LCLMs’
ability in deep reasoning, document understand-
ing, information tracing, and bilingual information
extraction. Additionally, we propose an entity re-
lationship based evaluation method, an approach
inspired from (Goodrich et al., 2019), using LLM
as a judge that takes semantic meaning into account
when evaluating open-ended question answer com-
pared to gold standard answer.

Our dataset was initially generated using GPT-
4 (with task-specific prompts), followed by multi-
stage refinements to increase complexity. To ensure
accuracy, three human annotators validated all data,
with majority agreement determining the final ver-
dict. The validation criteria were task-specific, and
human validators received specialized training on
the respective tasks before beginning the validation
process.

Evaluation results show that LC-Eval poses sig-
nificant challenges for LCLMs. Our key contribu-
tions are:

1. A large-scale dataset of 7,903 samples, span-
ning context lengths from 4K to over 128K
and targeting deep reasoning, document trac-
ing, and bilingual information extraction (Ta-
ble 1).

2. Both Arabic and English datasets, enabling a
broader assessment of LCLMs’ performance
across different languages and text genres.

3. An entity-based evaluation approach that ac-
counts for semantic meaning in open-ended
question answering (Section 5.2.1).

4. Multiple complementary evaluation metrics—
including entity relationships, recall, and
accuracy—for comprehensive performance as-
sessment (Section 5.2).

The rest of the paper is organized as follows:
related work is presented in section A.1. In sec-
tion 2, we present an overview of all the tasks that
are being evaluated, while in section 3 we give the
details of how the datasets were curated. Section 4
highlights the data validation process. In section 5,
the experiment setup is presented and the actual
evaluation and results are presented in section 6.
Then we conclude in section 7.

2 Tasks Overview

2.1 Multi-document Question Answering

In this task, answering the question requires knowl-
edge from multiple documents. Given the involve-
ment of multiple documents, some serve as dis-
tractors, closely resembling the relevant documents
from which the answer needs to be derived. The
task is to identify correct documents and form
a response to the question using correct docu-
ments. This task tests analytical depth (e.g., Cross-
Document Reasoning, Contextual Understanding),
generative proficiency (e.g., synthesis, coherent
output) and information tracing (from which docu-
ments the answer is derived), ensuring the model
can navigate complex, real-world scenarios where
information is fragmented and noisy.

2.2 Bilingual Question Answering

Bilingual QA assesses an LCLM’s ability to un-
derstand and process information across different
languages. For instance, a document may be writ-
ten in one language while the question is in another.
Users of an LCLM typically expect responses in
the same language as the question, regardless of
the document’s original language. To address this
challenge, we designed a task in which the LCLM
must accurately answer a question in the same lan-
guage as the question, even when the context is in
a different language. Since our focus is on Ara-
bic and English, this evaluation demonstrates the
model’s capacity to comprehend content in one
language while generating responses in another,
thereby assessing its cross-lingual understanding
and generation capabilities.

2.3 Claim Verification

A claim is a statement that can be evaluated as ei-
ther true or false. When information is extracted
from a large document, it may consist of multi-
ple lines, each of which may contain accurate or
erroneous information. Given this scenario, the



task of claim verification involves identifying each
true and false claims within a paragraph. Since
this setup simulates real-world scenarios where
the statements in a paragraph are not direct ex-
tractions from the given context, accurately deter-
mining their truthfulness necessitates the reasoning
capabilities of LCLMs.

2.4 Multiple Choice Question Answering

Multiple-choice question answering refers to the
task in which a question is presented along with
a set of possible answer choices. The objective
is to identify the correct answer from the given
options. This task typically requires a combination
of document understanding and reasoning to
accurately determine the correct response.

3 Data Curation

Our data collection process drew from both Ara-
bic and English corpora, leveraging multiple pub-
licly available datasets to ensure broad coverage.
We utilized the 2024 Wikipedia dumps, WikiNews,
WikiHow, and WikiBooks for both languages, pro-
viding a rich mix of encyclopedic, instructional,
and news content. Additionally, we incorporated
English books from Project Gutenberg (Gutenberg)
and Arabic books from the Hindawi Organization
(Hindawi) to ensure a well-balanced representa-
tion of formal and literary language. For timely
and relevant news content in both languages, we
included articles from the Saudi Press Agency'.
While these datasets are non-parallel, they provide
valuable coverage across diverse domains such as
economy, biology, and many more. We discuss the
license of the data in appendix A.2.

Since these datasets may contain harmful con-
tent, such as hate speech, we employed a custom
word-based dictionary filtering method to remove
potentially harmful content. For dynamic tasks
(e.g., multi-document QA), we sampled according
to domain, word count, and source, distributing
samples uniformly across sources (with complete
inclusion of sources below 100 samples). For fixed
tasks, the sampling aimed for a similar distribution
across varying context lengths. In total we obtained
7,903 evaluation samples, Table 1 shows the over-
all statistics of selected samples. The following
subsections describe the curation process for our
dataset.

"https://www.spa.gov.sa/

3.1 Multi-document Question Answering

We curated multi-document questions and answers
based on Arabic and English inputs using the fol-
lowing steps:

1. For each document (main document) in the
corpus, we compiled three sets: most sim-
ilar, least similar, and same-domain docu-
ments. These sets were used to assemble
multi-document inputs, with similarity deter-
mined using the Min-Hash measure.

2. We randomly selected one to three of the most
similar documents and used GPT-40 to gener-
ate a question and answer based on the main
document and its selected similar documents
(see Appendix A.3.1 for the prompt).

3. GPT-4o0 then evaluated the quality of the gen-
erated pairs (see Appendix A.3.2 for the eval-
uation prompt).

4. We applied GPT-40 across four temperature
values (0.0,0.3,0.6,0.9) and computed three
key scores: majority vote assessment, average
assessment, and majority vote average. High-
quality instances were selected based on the
following criteria: Accuracy, Grammar and
Syntax, Cultural Sensitivity, and Safety > 9,
with an average majority vote > 9.0. Instances
exceeding 2,666 words (8,000 tokens) were
identified as candidates for the long-context
evaluation dataset.

5. From the resulting dataset, we selected 1,300
high-quality instances for human validation
(see Section 4.1 for details on the validation
procedure and Appendix A.4.1 for an example
multi-document QA).

3.2 Bilingual Question Answering

We curated English questions and answers from
Arabic documents and vice versa using the follow-
ing steps:

1. Documents exceeding 2,666 words were di-
vided into 1,000-word chunks, ensuring each
chunk ended at a sentence boundary (., ?, !).
A chunk was randomly selected with proba-
bilities: 60% from the middle, 20% from the
beginning (excluding the first), and 20% from
the end (excluding the last). This selection
facilitated human validation.



Dataset Number of Samples Length Distribution Avg Word Count.
4K-8K | 8K-16K | 16K-32K | 32K-64K | 64K-128K | >128K

AR Multidoc QA 1180 590 191 384 15 - - 6,006
EN Multidoc QA 1186 513 327 298 48 - 6,894
AR Bilingual QA 1194 391 244 176 86 297 35,244
EN Bilingual QA 1191 342 215 119 159 356 - 41,424
AR Claim Verification 400 63 62 75 84 64 52 49,382
EN Claim Verification 400 58 56 67 68 67 84 57,667
AR MCQs 1200 200 200 201 193 199 207 52,814

EN MCQs 1152 165 162 201 210 208 206 55,546

Table 1: Data statistics for different tasks and context length.

2. Using GPT-4o, a question and an answer were
generated in English from the selected Arabic
chunk (and vice versa). (see Appendix A.3.3
for the prompt).

3. The generated pairs were evaluated for quality
using GPT-4o (see Appendix A.3.4 for the
evaluation prompt).

4. We applied GPT-40 across four temperature
values (0.0,0.3,0.6,0.9) and computed three
key scores: majority vote assessment, aver-
age assessment, and majority vote average.
High-quality instances were selected based
on Accuracy, Grammar and Syntax, Cultural
Sensitivity, and Safety > 9, with an average
majority vote > 9.0.

5. GPT-4 identified the paragraph(s) within the
document that contained the answer to the
generated question (see Appendix A.3.5 for
the prompt).

6. We selected 1,300 high-quality instances for
human validation (see Section 4.2 for de-
tails on the validation procedure and Ap-
pendix A.4.2 for an example bilingual QA).

3.3 Claim Verification

Since most of the documents in Wikipedia, wiki-
How have text less than 4k words, we chose books
from Hindawi (Hindawi) and Project Gutenberg
(Gutenberg) for Arabic and English respectively.
To develop complex multiple-choice and claim ver-
ification datasets, we employ a two-step approach
where the first step is the same for both datasets.
In the first step, we generate a summary of each
document using the GPT-40 API. Given that some
documents are longer than the maximum context
length of GPT-40 and it also has output token limi-
tation, we divide the documents into 4,000-token
chunks and request GPT-4o to summarize each seg-
ment. Furthermore, we supply the summaries of all

preceding chunks as input to GPT-40, prompting
it to continue the summarization from the previ-
ously written summary. This methodology yields
a comprehensive and detailed summary of a docu-
ment. The prompt used for summary generation is
included in Appendix A.3.6.

In step two, GPT-4o is instructed to generate a
paragraph that contains at most five claims, each
of which may be true or false. We direct GPT-40
to refrain from introducing any external entities or
external relationships between entities when cre-
ating false claims. In addition, We define a diffi-
culty level for creating the claim paragraph. The
prompt used for claim verification is included in
Appendix A.3.8 and an example datapoint of claim
verification is given in Appendix A.4.3.

3.4 Multiple Choice Question Answering

Multiple choice QA creation also involves two
steps where the first step is the same as Claim verifi-
cation described in section 3.3. In step 2 for MCQs,
we prompt GPT-40 to generate MCQs based on the
summaries, each comprising four options with one
correct answer. The distractors may include par-
tially correct answers. In addition, we define a diffi-
culty level for the options to make it more difficult
for LCLMs. The prompt used for MCQs genera-
tion is included in Appendix A.3.7 and an example
datapoint of MCQ is given in Appendix A.4.4.

4 Data Validation

To ensure high-quality data, we engaged human an-
notators to review and validate the datasets. In all
tasks, each data sample was reviewed by three anno-
tators. We only accept samples that were accepted
by at least two annotators. The evaluation process
and criteria vary depending on the nature of each
dataset. In the following, we outline the process in
detail. More details about the annotation process
and guidelines are presented in Appendix A.9.



4.1 Multi-document Question Answering

For this dataset, the human annotators were pre-
sented with a question, an answer, and three or four
texts representing summaries of the corresponding
documents. The annotators were asked to evaluate
the data based on four key criteria: Clarity refers to
whether the question is well-structured, unambigu-
ous, and easily understood. Cross-referencing as-
sesses whether the answer appropriately integrates
information from all provided texts. Correctness
ensures that the answer is accurate, complete, and
strictly based on the given texts, without intro-
ducing external information. Coherence evalu-
ates whether the texts are logically connected and
consistently focused on the same topic. Cultural
and Safety Alignment ensures that content aligns
with Arabic cultural norms and promotes safety
and well-being

4.2 Bilingual Question Answering

In the bilingual question-answering validation, hu-
man annotators reviewed entries consisting of a
question, an answer, a question excerpt, and an
answer excerpt. The question excerpt refers to a
text segment selected from the original document,
while the answer excerpt is a subset of the question
excerpt that contains the answer. The question and
answer were provided in English, whereas the ex-
cerpts were in Arabic and vice-versa. Each entry
was evaluated based on three key criteria; Clarity,
ensuring the question is well-structured, easily un-
derstood, and extracted from the question excerpt;
Correctness, verifying the accuracy and complete-
ness of the answer based on the answer excerpt
without introducing external information; and Cul-
tural and Safety Alignment, ensuring the content
respects established cultural values and safety stan-
dards.

4.3 Claim Verification

In the claim verification task, human annotators
were presented with a claim paragraph contain-
ing five claims, the true claims, the false claims,
and the original book from which the claims were
extracted. Each claim was individually reviewed
to determine its veracity. All claims were verified
based on factual accuracy with reference to the orig-
inal book. Annotators were instructed to assess the
claims based on their source alignment, accuracy,
truthfulness, and falsehood. Source Alignment
refers to the consistency of the claims with the orig-

inal book from which they were derived, ensuring
that the claims reflect the information found in the
source material. Accuracy ensures that the true
and false claims align with the content of the claim
paragraph. Truthfulness refers to whether the true
claims are inherently true, in accordance with es-
tablished facts from the original source. Falsehood
ensures that false claims are actually false, as they
do not align with the factual content of the original
book. Cultural and Safety Alignment, ensuring
the content respects established cultural values and
safety standards.

4.4 Multiple Choice Question Answering

In the Multiple Choice Question Answering task,
annotators were provided with a book summary, a
question with four answer choices, and an answer
key. They were tasked with validating the sam-
ples based on five key criteria: Clarity assesses
whether the question is well-structured, easily un-
derstood, and free from ambiguity. Source-Driven
ensures that the question is derived directly from
the source textbook. Answer Correctness verifies
that the labeled answer corresponds to the correct
choice. Choice Distinctiveness ensures that all
answer choices are unique, with no duplicates. Un-
ambiguity confirms that no answer choices are
repeated, guaranteeing a clear and distinct set of
options.

S Experiment

5.1 Baseline

We selected five open-source 128k context-length
LCLMs: Llama-3.1-8B Instruct (Dubey et al.,
2024), Llama-3.3-70B Instruct, Qwen2.5-14B In-
struct (Qwen et al., 2025), Command-r-plus08-
2024 Instruct (Cohere), and Phi-3.5-mini Instruct
(Abdin et al., 2024), along with two open-source
32k context-length LCLMs: AceGPT-v2-32B In-
struct (Zhu et al., 2024) and Qwen2.5-72B Instruct,
as baseline models. Additionally, we included the
GPT-40 (OpenAl) API with a 128k context length.
Since tokenizers vary across LCLMs, the number
of words corresponding to a given context length
differs by model. Table 2 shows the token fertility
rate for each tokenizer, indicating that 128k and
32k context lengths typically correspond to 64k
and 16k words for Arabic, respectively, and about
106k words for English at 128k tokens. While some
baseline models may exceed their reported context
lengths, their performance usually degrades signifi-



cantly. For a fair comparison, we measured context
by word count and evaluated models within their
reported context lengths.

Tokenizer Language Context Length
Arabic | English

GPT-40 1.995 1.262 128K
AceGPT-v2-32B | 2.350 1.273 32K
Command-r-plus | 2.170 1.266 128K
Llama 3 family 2.332 1.269 128K
Phi-3.5-mini 2.203 1.417 128K

Qwen 2.5 family | 2.350 1.273 32K/128K

Table 2: The average fertility rate of tokenizers. The
fertility rate indicates the average number of tokens
required per word.

5.2 Performance Metrics

5.2.1 Entity relationship recall and F1-Score

To evaluate the answers of multi-document and
bilingual QA, we first identify entities and their
relationships from the gold standard answers us-
ing GPT-4o, considering these as the gold standard
entity relationships (Appendix A.3.9). Then the
generated responses of baseline models are eval-
uated by employing GPT-4o to assess the degree
of overlap between the entity relationships in the
model-generated responses and the gold standard
entity relationships (Appendix A.3.10). Since dif-
ferent models may use varying wording, we prompt
GPT-40 to identify relationships based on concep-
tual meaning rather than lexical similarity. The
recall of a model’s response for a given prompt is
calculated as the ratio of shared relationships-those
present in both the gold standard and the generated
response-to the total relationships in the gold stan-
dard. The final recall is computed as the average
recall across all samples. Entity relationship recall
ranges from 0 to 100 where higher score indicates
a better result.

In addition to the entity relationship recall, we
calculated the F1-score of entity relationship. Pre-
cision is calculated as follows:

Relationship in generated response
M Relationship in gold standard

Precison = ———
Total relationship in generated response

Finally, the F1-score is calculated from precision
and recall.

5.2.2 Recall@k

Recall@k typically refers to correctly identified
top k documents from a set of relevant documents.
We assessed the average recall for multi-document

QA by taking the average of recall@2, recall@3
and recall @4 which measures the models’ ability
to retrieve the correct documents.

5.2.3 Accuracy

Language accuracy in bilingual QA evaluates the
percentage of responses provided in the correct
language. In claim verification, accuracy by sen-
tence is the percentage of an LCLM’s ability to
correctly identify whether individual statements
are true or false when provided with a context and
a single sentence as input. Conversely, accuracy
by paragraph assesses the percentage of true or
false statements within a paragraph that an LCLM
can correctly identify when given the context and
the entire claim paragraph as input. Finally, for
multiple-choice questions (MCQs), accuracy rep-
resents the percentage of MCQ samples for which
the baseline models generate the correct response.

6 Evaluation

6.1 Multi-document Question Answering

Table 3 summarizes the performance of LCLMs
on multi-document QA tasks. As shown in the
table, GPT-40 achieved the highest accuracy for
entity relationship evaluation in both Arabic and
English. Although the entity relationship recall
of Command-r-plus is higher than four LCLMs, it
failed to retrieve the correct document IDs, result-
ing in lower average recall showing its limitation
to accurately trace the source of the retrieved infor-
mation.

The low average of entity relationship recall and
recall can be attributed to the significant perfor-
mance decline observed in most models as the
number of words increases (see Appendix A.S),
highlighting the limited capability of LCLMs when
handling increased context lengths or larger num-
bers of documents. For Arabic, the standard de-
viation of entity relationship recall across word
counts ranges from 2.29% to 11.49% across differ-
ent models, with accuracy generally decreasing as
word count increases. A similar trend is observed
in English, where standard deviations for entity
relationship recall across word counts range from
4.72% to 19.36%. Notably, the standard deviations
for recall across word count bins are typically much
higher than those for entity relationship recall, fur-
ther emphasizing the overall limitations of LCLMs
in document tracing, particularly as context length
increases.



idocument QA Bilingual QA Claim Veri NCQ
Arabic English Arabic English Arabic English Arabic | English
Entity | F1 Ave Entity | F1 Ave Lang Entity | F1 Lang Entity | F1 Acc. | Ace. | Ace. | Acc.
Model Rel | (Entity | ' | ROUGE-L |Rel | (Entity | p*® | ROUGE-L | \* | Rel | (Entity | ROUGE-L | BLEU | % | Rel | (Entity | ROUGE-L | BLEU | by |by |by |by |Acc |Acc.
Recall | Rel) Recall | Rel) Recall | Rel) Recall | Rel) Sent | Para | Sent | Para
128k Context Length
GPT-40 70.55 | 67.29 72.30 | 47.83 77.81 | 76.01 40.53 | 36.35 95.35 | 73.47 | 72.05 37.37 23.95 |97.60 | 78.79 | 80.23 43.32 21.19 | 68.02 | 64.19 | 81.43 | 75.43 | 79.42 87.36
Llama-3.1-8b | 48.19 | 43.54 15.95 | 15.01 6237 | 57.71 41.51 | 2081 76.94 | 54.53 | 51.99 9.12 1.56 97.81 | 45.10 | 40.27 13.88 3.96 52.09 | 54.83 | 56.08 | 63.51 | 49.64 81.25
Llama-3.3-70B | 50.76 | 43.97 38.58 | 15.15 61.40 | 51.02 54.59 | 20.45 94.96 | 50.86 | 47.55 16.29 421 99.88 | 57.31 | 4348 30.44 12.83 | 52.58 | §9.34 | 76.17 | 70.17 | 71.02 84.49
Qwen2.5-14B_| 6888 | 64.4 | 4181 | 371 7001 | 6432 | 3147 | 2894 97.16 | 7186 | 69.02 | 3985 1563 | 100 | 6436 | 6302 | 4423 2173 | 5182 | 35.17 | 81.29 | 64.27 | 7409 | 7695
Cp‘::";““];“z“oz 4 | 5097 4623 [4s2 | 2245 6832 | 6404 |578 [2389 83.03 5159 [4829 | 14.86 406 | 8425 |49.61 | 4595 | 175 598 | 53.04 5515|7193 | 6441 | 6431 | 7432
Phi-3.5-mini | 4451 | 3773 | 1383 | 2701 6800 | 5295 | 3044 | 2391 8966 | 4301 [ 395 | 1939 481 | 7683 | 3196 | 2849 | 2664 796 | 52.06 | 2604 | 42.86 | 64.27 | 3.60 | 7882
32k Context Length
AceGPT-v2 - < < < <
328 42.64 ‘ 3743 0.42 ‘ 11.83 58.12 ‘ 48.13 ‘ 7.02 19.23 85.89 | 40.57 | 37.1 ‘ 5.96 ‘ 1.17 ‘ 69.95 | 33.71 | 28.72 ‘ 14.67 245 ‘ 53.00 | 56.28 | 76.86 ‘ 45.98 | 52.54 75.64
Quen2572B_| 6639 | 6434 | 7509 | 2240 | 68.76 | 6663 | 6443 | 2973 | 8085 | 77.61 | 7801 | 2091 | 747 | 9332 | 6882 | 8003 | 3402 | 1741 | 5081 6192 | 76.77 | 69.63 | 70.12 | 7981

Table 3: Performance of LCLMs for four tasks. Bold value indicates the best performing model. A detailed
breakdown based on different context lengths are provided from appendix A.5 to appendix A.8.

Compared to ROUGE-L, entity relationship re-
call and F1-score are higher. This is because entity
relationship scores are based on semantic meaning,
which provides a more relaxed evaluation criterion
than BLEU and ROUGE. Nevertheless, we observe
a strong correlation between entity relationship re-
call and ROUGE-L, with a Pearson correlation co-
efficient of 0.77 for Arabic and 0.94 for English.

6.2 Bilingual Question Answering

Table 3 presents the performance of LCLMs on
the bilingual QA task. In the table, “Arabic” indi-
cates a scenario where the question is in Arabic,
the context is in English, and the answer must be
provided in Arabic. Conversely, “English” repre-
sents the opposite scenario, where the question is
in English, the context is in Arabic, and the answer
must be in English. From the table, we observe
that Qwen2.5-14B- Instruct-1M model obtained
the highest correct language accuracy both for Ara-
bic and English, GPT-40 has the highest entity re-
lationship recall. Unlike in multi-document QA,
the standard deviations of entity relationship recall
across different context lengths for Arabic are more
stable across most LCLMs, ranging from 0.84% to
8.64% (see Appendix A.6.1). However, Llama-3.3-
70B exhibit relatively higher standard deviations
(> 24%). Both Llama models and Qwen2.5-14B-
Instruct, entity relationship recall gradually decline
as the word count increases.

For English, most LCLMs experience a decline
in entity relationship recall as the word count in-
creases, with some exceptions in specific word
count ranges (see Appendix A.6.2). For instance,
GPT-40 shows a decrease in accuracy between
8k and 16k word count range before gradually
increasing. The overall standard deviation for
varying word counts across LCLMs ranges from
4.56% (Llama-3.3-70B) to 25.21% (Llama-3.1-8B-
Instruct), representing significant variability in per-
formance among context length.

Similar to the multi-document QA setting, entity-
relationship scores (accuracy and Fl-score) are
higher compared to BLEU and ROUGE-L. Ad-
ditionally, the Pearson correlation coefficients be-
tween entity-relationship recall and both BLEU
and ROUGE-L are relatively high, ranging from
0.73 to 0.87.

6.3 Claim Verification

Table 3 presents the performance of LCLMs on
the claim verification task at both the sentence and
paragraph levels. From the table, we observe that
the accuracy of some LCLMs decreases signifi-
cantly when claims are presented as paragraphs.
However, the opposite scenario is also observed
when accuracy by paragraph is higher than the ac-
curacy by sentence. Similar to other evaluation
tasks, claim verification demonstrates that LCLMs
generally perform better in English compared to
Arabic.

The standard deviation across word count bins
for LCLMs for Arabic and English are very close
to each other ranging from 1.91% to 7.11% (see
Appendix A.7). The accuracy of Qwen2.5-14B-
Instruct-1M and Phi-3.5-mini-Instruct declines for
Arabic as context length increases. Although GPT-
40 achieves the highest accuracy across all bins for
English, it experiences a performance drop with
increasing context length.

6.4 Multiple Choice Questions

From table 3, we observe that the general trend of
better performance in English compared to Arabic
persists in the MCQ task. However, some models,
such as Llama-3.1-8B and Phi-3.5-mini, exhibit a
substantial disparity in performance between Ara-
bic and English. Overall, all models demonstrated
higher accuracy in English MCQ tasks compared to
the other three evaluation tasks. In contrast, the re-
sults for Arabic MCQs indicate that certain models
are significantly undertrained in Arabic compared



to English, highlighting a gap in their multilingual
capabilities.

The performance across different word count
bins showed that some LCLMs exhibit sudden
jumps or drops in accuracy for both Arabic and
English. Additionally, there is no consistent trend
of performance improvement or decline as the word
count bins increase, suggesting that the models’ be-
havior varies unpredictably with changes in context
length (See Appendix A.8).

6.5 Human Evaluation on Entity Relationship
Recall

Human evaluators assessed whether entity relation-
ships in gold-standard answers were present in
baseline models’ responses using 50 randomly se-
lected multi-document QA samples per model. The
top-performing models were GPT-40, Qwen2.5-
14B, Command-r-plus-08-2024, and Phi-3.5-mini.
Despite differences between entity relationship re-
call calculations and human evaluations, the re-
sults showed a strong correlation between the best-
performing models for multi-document QA.

6.6 Memorization of Context

Since LCLMs are trained on large amounts of data,
it is essential to ensure that they do not rely solely
on memorized content when generating answers.
As our data is generated using GPT-4o0, we evalu-
ated this behavior specifically for GPT-40, follow-
ing the approach of (Bai et al., 2024). As shown
in Figure 1, there is a significant performance gap
between conditions where the context is provided
and where it is not. The average score when the
context is given is 75.88 vs when the context is not
given is 56.41, showing a 20 points gap. Overall,
the gap is even higher in Arabic than in English
pointing out a probable lack of training data for
Arabic.

7 Conclusion

Our work introduces a new benchmark dataset for
long-context English and Arabic, designed to eval-
uvate LCLMs’ capabilities in deep reasoning, in-
formation extraction, and tracing. This dataset is
particularly significant for evaluating long-context
Arabic tasks, as, to the best of our knowledge,
no dedicated Arabic benchmark currently exists
for such evaluations. Since the dataset is human-
validated, it ensures high quality and serves as a
valuable resource for advancing progress toward
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Figure 1: Average accuracies of GPT-40 when context
is provided vs when context is not provided

Artificial General Intelligence (AGI) in both Ara-
bic and English. The evaluation results across four
distinct tasks demonstrate that, although the initial
data was generated using GPT-40, our data creation
methodology introduces sufficient complexity to
challenge even GPT-40, preventing it from achiev-
ing exceptionally high scores. Notably, in certain
tasks in the benchmark, other models outperformed
GPT-40. Moreover, although we evaluated most
of the baseline models up to 64k words for Arabic
(approximately 128k tokens), LC-Eval is capable
of evaluating context lengths of up to 256k tokens.
This is because it includes data points more than
128k words, and the token fertility rate of Arabic is
>2 for all the baseline models we evaluated. Over-
all, all LCLMs performed better in English than in
Arabic, underscoring the necessity of a benchmark
dataset for Arabic to identify and address areas
where LCLMs require improvement. LC-Eval also
uncovers multi-document reasoning flaws: models
can generate correct-seeming answers yet fail to
cite correct sources. Bi-lingual QA shows further
challenges beyond translation, with performance
varying by model and language pair and declining
at longer contexts. Finally, our entity relationship
recall method for open-ended questions considers
semantic meaning, offering a more robust evalua-
tion than existing methods.

8 Limitation

We recognize the following limitations in our work:

1. Created by GPT-40: Since the initial dataset
was created using GPT-40 and subsequently
human-validated, this may result in a higher
evaluation score for GPT-40 compared to



other LCLMs, potentially introducing a bias
in its favor.

2. Benchmark Size: The benchmark size for dif-
ferent word range bins is not large enough to
eliminate the effects of randomness in LCLM
performance. Future work should focus on in-
creasing the number of samples in each bin to
ensure more robust and reliable evaluations.

3. No Validation on Summaries: The con-
tent of the summaries used to generate the
multiple-choice questions (MCQs) and claim
paragraphs was not validated. This lack of
validation may introduce inaccuracies or in-
consistencies in the generated evaluation data.

4. Domain Distribution: While the dataset in-
cludes multiple domains, it lacks a sufficient
number of datapoints for each individual do-
main. As a result, high performance in a spe-
cific task does not necessarily indicate that the
LCLM performs well across all domains. Fu-
ture efforts should aim to improve the domain
balance within the dataset.

5. Human Evaluation on Entity Relationships:
If the human evaluation process for entity re-
lationship existence aligned exactly with the
method used to calculate entity relationship
recall, it would provide a more direct compar-
ison between the human-evaluated approach
and the LL.M-as-a-judge approach.

6. No Penalization for Repetition: We oc-
casionally observe that LCLMs repeat pre-
viously generated tokens. Since entity re-
lationship recall focuses solely on identify-
ing matching relationships between the gold-
standard answer and the generated responses,
it does not penalize repetition. As a result, an
LCLM can achieve 100% entity relationship
recall while still repeating its output.

Ethical Considerations

We affirm that all authors of this work are aware
of and fully adhere to the ACL Code of Ethics. In
developing the datasets presented in this paper, we
employed GPT-40 while ensuring alignment with
ethical principles. To uphold quality and cultural
integrity, all datasets were meticulously validated
by human annotators to ensure accuracy and the
absence of content conflicting with safety standards

or Arab cultural norms. Furthermore, all annotators
were fairly compensated based on mutually agreed-
upon wage standards and working hours, with all
employment arrangements strictly adhering to local
regulations.
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A Appendix
A.1 Related work

Previous research on LCLMs evaluation can be
broadly classified into two categories: synthetic
tasks and nonsynthetic tasks focusing on real-world
scenarios. Synthetic tasks typically involve artifi-
cially generated texts or texts from various sources,
into which specific information (referred to as the
"needle") is deliberately inserted. The objective
of long-context language models (LCLMs) is to
accurately retrieve this information from the text
(Hsieh et al., 2024; Hengle et al., 2024). Such
tasks are commonly referred to as "needle-in-a-
haystack" (NIAH) problems and exist in several
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variations. Since the data in these tasks is syntheti-
cally generated, they can be scaled to accommodate
infinite context lengths. As NIAH tasks effectively
test LCLMs’ capabilities in information extraction
and document understanding, they are often em-
ployed to evaluate the initial performance of these
models (Dubey et al., 2024). Despite their util-
ity, NIAH tasks are limited in diversity, and the
insertion of the "needle" often results in abrupt
topic shifts within the text. These limitations make
NIAH tasks insufficient as standalone measures for
evaluating the performance of LCLMs.

To address the need for nonsynthetic evaluation
datasets, various English and multilingual datasets
have been developed. These datasets cover a broad
range of tasks, including general reasoning, docu-
ment understanding, document summarization, and
claim verification (Yang et al., 2018; Shaham et al.,
2023; An et al., 2023; Bai et al., 2024; Lee et al.,
2024; Karpinska et al., 2024; Wang et al., 2024).
Additionally, task-specific evaluation datasets have
been introduced for domains such as question an-
swering (Pang et al., 2022), summarization (Wang
et al., 2022), and coding (Bogomolov et al., 2024).
However, datasets constructed before 2024 had
a context length of less than 16k tokens (Yang
et al., 2018; Pang et al., 2022; Wang et al., 2022).
Since the context length of long-context language
models (LCLMs) has increased to 128k tokens or
more—particularly from early 2024 onward (An-
thropic; OpenAl; Dubey et al., 2024; Huang et al.,
2024; Cohere; Qwen et al., 2025; DeepSeek-Al
et al., 2025)—the development of new benchmarks
for LCLMs with extended context lengths has ac-
celerated.

Although some of these datasets are multilin-
gual, there remains a lack of Arabic benchmark
data, highlighting the need for the development
of new Arabic benchmark datasets. For example,
(Wang et al., 2024) proposed an open-ended QA
evaluation sets, however, their dataset is limited
to English and Chainese. Additionally, some ex-
isting datasets do not include tasks that require
deep reasoning and the scarcity is more for Arabic.
Furthermore, most evaluations rely on exact infor-
mation matching or BLEU/ROUGE scores (Wang
et al., 2024). However, evaluating long-text gen-
eration based on exact match is challenging, and
BLEU/ROUGE scores do not account for semantic
meaning, making them insufficient as sole indica-
tors of an LCLM’s performance (Goodrich et al.,
2019). To address these limitations, we constructed
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a new benchmark dataset for both Arabic and En-
glish, incorporating four distinct tasks that require
deep reasoning. Additionally, we introduced an
entity relationship-based evaluation method that
considers conceptual meaning for assessing rele-
vant tasks.

A.2 Data License

We selected only sources that explicitly allow re-
distribution and academic use and followed all rel-
evant licensing terms. English texts were obtained
from Project Gutenberg, which hosts public do-
main or freely redistributable works. Arabic texts
came from the Hindawi Organization, distributed
under CC BY-NC 4.0. We also used collaboratively
licensed resources (Wikipedia, WikiNews, Wiki-
How, WikiBooks) under CC BY-SA, and Saudi
Press Agency articles marked for public use, with
proper attribution.
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A.3 Prompts
A.3.1 Multi-document QA Generation

You are a helpful AI assistant tasked with formulating questions and providing detailed,
informative answers based on a given text and its most similar texts. I will provide you
with a main text and a set of selected similar texts. Your responsibilities are as follows:
Generate a question based on the main text and all the selected similar texts. Provide a
detailed and informative answer based on all provided texts.

Follow these criteria carefully:

Question Requirements:

- The question must be in Arabic.

- Start the question with REQ:

- The question must be clear and ask about explicit information derived from the provided
texts only.

- The question must seek the combined knowledge from the main text and all the selected
similar texts.

- The question should encourage a detailed, long, and informative answer.

- Avoid yes/no or overly general questions.

- Handle edge cases (e.g., sparse content in the middle sections) by formulating questions
that draw out deeper implications or relationships.

Answer Requirements:

- The answer must be in Arabic.

- Start the answer with RES:

- The answer must be long, detailed, and based xxentirely*x on the main text and all the
selected similar texts.

- Avoid including content from external sources.

- Ensure the answer is long, comprehensive, and strictly relevant to the question.
- Use Markdown formatting sparingly, only to enhance clarity (e.g., for headings or
lists).

- Avoid unnecessary formatting for answer text.

- Avoid any external information or overlap with unrelated content.

- Do not acknowledge the provided texts explicitly in the answer.

- Handle edge cases (e.g., sparse content in the middle sections) by drawing out
deeper implications or relationships.

Main Text: {line["text"]1}
Selected Similar Texts: {similar_texts_dict}

A.3.2 Multi-document Generated QA Evaluation

I have provided a main text, a set of selected similar texts, a question, and an answer
generated based on these texts.

The information in the provided texts can be assumed to be correct. I need you to
evaluate the quality of the question and answer together based on the following criteria,
and assign a score from @ to 10 for each criterion, with @ being very poor and 10 being
excellent:

- Accuracy: Do the question and answer accurately reflect the information and ideas in
the main text and the selected similar texts?

- Completeness: Do the question and answer fully address all aspects of the task,
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combining relevant information from the main text and the selected similar texts?
Is any important information missing?

- Clarity: Are the question and answer clear, well-structured, and free of
ambiguity? Is the language used easy to understand?

- Relevance: Do the question and answer stay focused on the provided texts?
Are there any off-topic or irrelevant parts?

- Grammar and Syntax: Are the grammar and syntax of the question and answer
correct? Are there any spelling mistakes or awkward phrasing? Is the sentence
structure smooth and appropriate for the context?

- Consistency: Are the question and answer consistent with the provided texts
and with each other? Do they maintain a coherent narrative throughout?

- Tone and Style: Is the tone appropriate for the context? Do the question
and answer maintain a consistent style and voice throughout?

- Cultural Sensitivity: Do the question and answer respect cultural norms,
particularly with regard to laws, Islam, and Saudi culture? Is there any
content that could be considered offensive or inappropriate?

- Safety: Do the question and answer promote safety and well-being? Is there
any content that could be considered harmful, unsafe, or promoting dangerous
behavior?

After evaluating, provide the scores for each criterion as a dictionary in
the format {{'Criterion': score}}. Ensure that:

- No new line characters ("\\n~) or code block formatting (e.g., " or
triple backticks) are used in the dictionary or its representation.

- The evaluation is precise and considers each criterion based solely on the
provided texts, question, and answer.

Main Text: {line["answer_text"J["main_text"]}

Selected Similar Texts: {line["answer_text"]["selected_similar_texts"]}
Question: {line["question"]}

Answer: {line["answer"]}

A.3.3 Bilingual QA Generation

You are a helpful AI assistant tasked with formulating open-ended questions and
providing detailed, informative answers based on a given text.

Task Overview:

1. Generate a question based on the main text.

2. Provide a detailed and informative answer based solely on the main text.

Question Requirements:

- The question must be in English.

- Start the question with REQ:

- The question should be a "{question_type}"” type of question.

- It must focus on information from the **second and third quarters** of the text,
avoiding content from the beginning or end.
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- The question should encourage a thoughtful, detailed, and informative response.
- Avoid yes/no or overly general questions.
- Do not reference or explicitly mention the main text in the question.

Answer Requirements:

- The answer must be in English

- start the answer with RES:.

- It should be accurate, detailed, and based **entirely** on the main text.

- Avoid including content from external sources.

- Ensure the answer is long, comprehensive, and strictly relevant to the uestion.
- Do not reference or acknowledge the main text in the answer.

- Avoid unnecessary formatting for plain text.

Main Text: {[line["ga_chunk"]]}

%question_type is one of the following: ["How"”, "Why", "What"”, Where"”, "Who", "Whos",
"Whom", "When", "Which”, "Describe”, "Explain"]
A.3.4 Bilingual QA Evaluation

I have provided the Arabic text and question, and an answer in English generated
based on the text. The information in the provided text can be assumed to be correct.

I need you to evaluate the quality of the answer based on the following criteria, and
assign a score from @ to 10 for each criterion, with @ being very poor and 10 being excellent:

Accuracy: Does the answer accurately reflect the information and ideas in the text?
Does the question and answer in English

Completeness: Does the answer fully address all aspects of the question? Is any important
information missing?

Clarity: Is the answer clear and easy to understand? Is the language well-structured and
free of ambiguity?

Relevance: Does the answer stay focused on answering the question based on the text? Are
there any off-topic or irrelevant parts?

Grammar and Syntax: Is the grammar correct? Are there any spelling mistakes or awkward
phrasing? Is the sentence structure smooth and appropriate for the context?

Consistency: Is the answer consistent with the provided text and with itself? Does it
maintain a coherent narrative throughout?

Tone and Style: Is the tone appropriate for the context? Does the answer maintain a
consistent style and voice throughout?

Cultural Sensitivity: Does the answer respect cultural norms, particularly with regard to
laws, Islam, and Saudi culture? Is there any content that could be considered offensive

or inappropriate?

Safety: Does the answer promote safety and well-being? Is there any content that could be
considered harmful, unsafe, or promoting dangerous behavior?
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After evaluating, provide the scores for each criterion as a dictionary in the
format {{'Criterion': score}}.

n~s~sn

Do not use new line "\n" or in the dictionary or any identification of the data type shape.
Text: {[line["ga_chunk"]1]1}

Question: {line["question"]}

Answer: {line["answer"]}

A.3.5 Bilingual QA segment identification

You are a helpful AI assistant tasked with pinpointing the exact paragraphs in a
long Arabic text that support a given English answer. I will provide:

An English question (derived from the Arabic text), An English answer

(based on that same text) and A long Arabic text (the source for both the
question and the answer).

Your task is to identify all paragraphs in the Arabic text where this answer
is found or supported. When presenting these paragraphs, you must provide them
exactly as they appear—-with no edits, changes, or additions to the original text.

English question: {[line["question”"]]}
English answer: {[line["answer”]]}
Arabic text: {[line["ga_chunk"]]}

A.3.6 Summary Generation

You are an excellent writing assistant. I will give you a chunk to summarize.
I will also provide you with the text I wrote for the previous (n-1) chunk.
Please help me continue writing the summarization to the next chunk based on
the chunk to summarize, and the already written text.

Make sure the summarization is detailed and contains key information.

If already written text is empty, it will be indicated by "" and summarize the
chunk to summarize as the first chunk.

Requirements for summarization:
1. Cover all main points
2. Keep information on elements that may be important for future chunks

3. Create a comprehensive summary that can be built upon
5. The summary should not be in bullet points or numbers but in paragraphs
6. The summary should be 5%-10% of the provided chunk to summarize.

7. Exclude any irrelevant information to the summary, such as chapter information,
Patent information, chapter name, headlines, author name and copyrights.
8. If already_written_text is empty, start with introductory paragraph.

chunk to summarize: {chunk_to_summarize}

Already written text: <{already_written_text}

Please integrate the already written text to the new summary, and now continue
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writing the summary for the next chunk.

Make sure that the chunk to summarize is coherent with the already written text. If
already written text is empty, do not add anything before the summary.

Do not make any changes to the already written text and continue the

summarization as if it is the continuation of already written text.

Include already written text in the summary.

Output in the following json format:
{

Summary: <<Summary>>

Replace <<Summary>> with the generated summary.

A.3.7 MCQ Generation

You are an expert in generating High-Difficulty Multiple-Choice Questions (MCQs).
Based on the passage provided below, you need to generate a well-formed MCQ.
Please follow the format exactly as described:

Requirements:

1. **Question Designxx*:

- Each question must integrate information from **multiple, non-adjacent partsx*x*
of the passage.

- Questions should emphasize **critical analysis**, requiring the reader to
interpret relationships, infer meaning, or synthesize ideas.

- Questions should have a **difficulty level of 90-100** on a scale of 0-100.

- *%90-94%%: Challenging, requiring detailed understanding and connection of ideas.
- *x95-97**: Very challenging, demanding integration of complex concepts and
nuanced reasoning.

- *%98-100*x: Extremely challenging, involving deep interpretation and synthesis
of intricate details.

2. **Answer Options**:

- Provide **4 options per question*x, with a single correct answer.

- Distractors (incorrect choices) can be partially correct and very close to
the correct answer, making the question more difficult.

- Each option’s *xdifficulty levelx* should be between **95-100%x*.

3. *xQutput Formatx*x:

Use #**JSON** to structure the output.

For each question, include the following fields:

“question™: The text of the question.
“difficulty_level_of_the_question™: The difficulty level of the
question (90-100).

- “choices™: An array of 4 plausible answer options, each written
clearly and precisely.

- “correct_answer™: The number corresponding to the correct choice (1-4).
- “difficulty_level_of_the_choices™: The difficulty level of the answer
options (95-100).
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4. x*Balance of Difficultyxx:

- At least x*2 questions** must have a difficulty level of *%*98-100x*.
- At least **2 questions** must have a difficulty level of *xx95-97%%,
Here is the passage to generate the MCQ from:

{chunk_to_process?}

**Expected output format:*xx

{
"question”: "<question_text>",
"difficulty_level_of_the_question”: <difficulty_level_of_the_question>,
"choices": [
"Answer 1: <answer_1>",
"Answer 2: <answer_2>",
"Answer 3: <answer_3>",
"Answer 4: <answer_4>"
1,
"correct_answer"”: <correct_answer_index>,
"difficulty_level_of_the_answers”: <difficulty_level_of_the_answers>
}

Make sure the output is structured exactly as shown above.
The question should be based on the passage, and the answers
should be plausible but distinct.

A.3.8 Claim Verification

You are an excellent claim writer.

Your task is to create a 5 sentence paragraph with

claims from a given passage. In the paragraph, some claims could be true
and some could be false. The paragraph should have coherence and be
challenging for even an expert reader to judge the truth of each claim.

**Requirements for creating the paragraph from the passage:**

1. The paragraph should contain at most 5 sentences. Sentences should
not be unnecessarily long.

2. Each sentence should contain a claim that can be either true or false.
3. The false claim should contain partially true statement to make it
more difficult to ideintify.

4. Do not include any external entities or external relationships in

any of the claims.

5. The difficulty level of each claim should be between 97-100 out

of 1-100. 97-100 signifies extremely difficult.

**xQutput Format:*x*

- A paragraph containing the claims.

- A breakdown specifying which claims are true and which are false.

- A corrected version of the paragraph where all claims are accurate.
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**xPassage: xx
[Insert passage here]

**0Qutput Example:xx
T json
{
"claims_paragraph”: <created claim paragraph>,
"true_claims”: [
"<true claim 1>",
"<true claim 2>"
1,
"false_claims”": [
"<false claim 1>",
"<false claim 2>",
1,
"corrected_paragraph”: <corrected Paragraph>"

Replace <...> in the Output example json with generated true claims,
false claims and corrected paragraph.

A.3.9 Entity Relationships
You will be given a text: {input_text}

Your task is to identify all entities in each line and their relationships.
Include people, organizations, locations, dates, numerical values, and any
other relevant entities. Relationship means how these entities are
connected to each other.

Instructions:

1. Identify all entities for each sentence.

2. Map all relationships between connected entities for each sentence.

3. Express the relationship between entities with at most 3 words.

4. Break multiple relationships into smaller relationships.

5. When identifying relationships, consider only two entities at a time.

6. Avoid duplicates and ensure each entity and relationship pair appears only once.

JSON Output:
Map the relationships for each text in the following JSON format strictly:

json
{
L
{"entity_1": "Entity A", "relationship"”: "Relation”, "entity_2": "Entity B"},
{"entity_1": "Entity C", "relationship”: "Relation”, "entity_2": "Entity D"},
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Strictly follow this JSON structure.
Do not generate any additional text outside of JSON.
Do not leave any entities or their relationships unrecorded.

A.3.10 Matching Entity Relationships with Gold Standard Answer

You will be given a text and a set of entity relationships. Your task is to
identify the subset of entity relationships that exist in the text. A
relationship exists in the given text if there is a conceptual similarity.
Conceptual similarity means an entity relationship has the same meaning in
the given text, even if different words are used. Entity relationships are
given in a pair in the following format: {entity_1: entity 1 name,
relationship: relationship name, entity_2: entity 2 name}.

Output format:

{

{"entity_1": "entity 1 name"”, "relationship”: "relationship name",
"entity_2": "entity 2 name”, "relation_exists": <score>}
{"entity_1": "entity 1 name”, "relationship”: "relationship name”,
"entity_2": "entity 2 name”, "relation_exists": <score>}

}

Entity Relationships:
{entity_relationships?}

Text:
{text}

For each entity relationship, output either 1 or @, where 1 means the relationship exists and @ means

A.4 Evaluation Samples

A4.1 Multi-document QA Example
A.4.2 Bilingual QA Example
A.4.3 Claim Verification Example
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[1] distractor document-1

[16] China reported 41 new coronavirus (COVID-19) cases on Tuesday. China’s National Health
Commission stated that the total number of COVID-19 cases reached 95,851, while the total
deaths remain at 4,636. Beijing, September 22, 2021.

[35] China reported 200 new coronavirus (COVID-19) cases. China’s National Health Commission
stated that the total number of COVID-19 cases reached 101,277, while the total deaths remain at
4,636. Beijing, December 27, 2021.

[37] China reported 207 new coronavirus (COVID-19) cases. China’s National Health Commission
stated that the total number of COVID-19 cases reached 101,890, while the total deaths remain at
4,636. Beijing, December 30, 2021.

[n] distractor document-n

Question:
How has the number of COVID-19 cases and deaths in China evolved from September 2021 to the
end of December 20217

(Long text about architectural inspired design in Arabic Language here)
Question:
Where can you find architectural elements inspired by Islamic design in Oxford and Cambridge?

(Long English document here)

Claims paragraph:

Contributors who are most receptive to suggestions are always the ones who can be
trusted to work independently. Editors strive to minimize restrictions on contributors once they are
confident in their abilities because writers perform best when passionate about their work. Modern
magazines have shifted towards relying more on new and unknown contributors, providing a
platform for aspiring writers. The tradition of editing has remained unchanged over time, with
editors being the first and often the most critical reviewers of a contributor’s work. Contributors
should focus on producing true and beautiful work, as editors appreciate quality submissions and
are more likely to support consistent contributors.
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A.4.4 Multiple Choice Question Example

(Long English document here)

Question:

How did the introduction of Arabic numerals and algebra by oriental scholars in Europe impact
the curriculum, according to the text?

Options:

A) It led to the inclusion of practical subjects like financial training in the curriculum.

B) It revolutionized mathematical calculations, making arithmetic and algebra more practical and
accessible.

C) It resulted in the early introduction of geometry in lower grades to develop spatial understanding.
D) It caused the curriculum to heavily emphasize traditional literary subjects over practical
applications.
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A.5 Detailed Evalution of Multi-document QA

A.5.1 Arabic
Model Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | Avg | Std
128k Context Length

GPT-40 ROUGE-L 4938 | 49.7 47.09 4517 | 47.835 |2.123
Avg Recall 77.40 | 7698 | 69.76 65.07 | 7230 |5.96
Entity Rel Recall | 74.91 | 67.54 | 69.93 69.82 | 7055 |3.10

Llama-3.1-8B | ROUGE-L 179 | 15.94 14.32 11.9 [ 15015 |2.54
Avg Recall 4028 | 1426 | 7.39 1.88 15.95 16.98
Entity Rel Recall | 59.47 | 48.61 43.92 4076 | 48.19 | 8.18

Llama-3.3-70B | ROUGE-L 179 | 16.68 15.28 10.75 | 1515 | 3.12
Avg Recall 69.83 | 47.37 | 37.08 0.04 38.58 | 29.10
Entity Rel Recall | 56.79 | 57.98 57.52 30.75 | 50.76 13.34

Qwen2.5-14B | ROUGE-L 36.82 | 35.38 36.51 37.1 [3645 [0.75
Avg Recall 68.58 | 49.04 | 32.37 17.26 41.81 | 22.06
Entity Rel Recall | 71.73 | 69.75 67.22 66.83 | 68.8825 | 2.29

Command-r

plus-08-2024 ROUGE-L 24.58 | 25.19 22.74 1729 | 2245 |3.59
Avg Recall 18.08 | 0.43 0.01 0.78 4.82 8.84
Entity Rel Recall | 59.63 | 51.63 51.7 4094 | 50975 |7.67

Phi-3.5-mini | ROUGE-L 25.17 | 27.48 28.4 - 27.01 1.66
Avg Recall 36.18 | 5.24 0.08 - 13.83 19.52
Entity Rel Recall | 46.06 | 45.65 41.83 - 4451 [233

32k Context Length

f;cz‘;sGPT'Vz ROUGE-L 13.8 986 |- . 11.83 | 2.78
Avg Recall 084 [0 - - 0.42 0.59
Entity Rel Recall | 50.76 | 34.52 - - 42.64 11.48

Qwen2.5-72B | ROUGE-L 18.41 | 264 - - 22.405 | 5.64
Avg Recall 83.27 | 6691 |- - 75.09 11.57
Entity Rel Recall | 6593 | 66.85 | - - 66.39 | 0.65

Table 4: Performance of Arabic language in multi-document QA.
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A.5.2 English

Model | Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | 64k-128k [ Avg | Std
128k Context Length

GPT-40 ROUGE-L 38.92 [ 36.61 | 3584 35.69 34.69 36.35 | 1.59
Avg Recall 56.37 | 4379 | 42.25 36.83 23.41 40.53 | 11.95
Entity Rel Recall | 85.1 | 7554 | 69.48 81.44 77.52 77.81 | 5.93

Llama-3.1-8B | ROUGE-L 2196 | 2177 |21.17 19.91 19.27 20.82 | 1.17
Avg Recall 81.71 | 68.52 | 4538 11.61 0.36 41.52 | 35.17
Entity Rel Recall | 79.23 | 63.5 55.03 63.9 50.23 62.38 | 11.05

Llama-3.3-70B | ROUGE-L 21.24 | 2099 | 20.68 20.12 19.26 20.46 | 0.78
Avg Recall 84.02 | 72.16 | 62.39 42.92 11.45 54.59 | 28.42
Entity Rel Recall | 75.77 | 60.94 | 575 54.4 58.4 61.40 | 8.36

Qwen2.5-14B | ROUGE-L 29.05 | 28.05 | 28.96 29.07 29.6 28.95 | 0.56
Avg Recall 62.32 | 4120 | 29.71 17.74 6.37 31.47 | 21.60
Entity Rel Recall | 82.47 | 66.1 59.88 69.07 72.53 70.01 | 8.37

Command-r

plus-08-2024 ROUGE-L 28.03 | 2498 | 23.03 22.47 20.97 23.89 | 2.72
Avg Recall 1626 | 7.17 452 0.64 0.04 572 657
Entity Rel Recall | 80.07 | 70.64 | 66.64 66.39 57.89 68.32 | 8.04

Phi-3.5-mini | ROUGE-L 2472 | 23.84 | 23.85 24.46 22.68 2391 | 0.70
Avg Recall 61.43 | 5217 | 29.43 7.28 1.89 30.44 | 26.38
Entity Rel Recall | 74.74 | 68.92 | 68.92 66.7 60.76 68.00 | 5.03

32k Context Length

f;‘;‘;GPT'VZ RougleL 1992 | 19.17 | 1862 | - ; 19.23 | 0.65
Avg Recall 13.58 | 4.62 2.86 - - 7.02 | 5.74
Entity Rel Recall | 63.58 | 55.4 55.39 - - 58.12 | 472

Qwen2.5-72B | ROUGE-L 3148 | 29.56 | 28.15 - - 29.73 | 1.67
Avg Recall 7499 | 7048 | 47.84 - - 64.43 | 1455
Entity Rel Recall | 85.07 | 73.87 | 47.36 - - 68.76 | 19.36

Table 5: Performance for English in multi-document QA.
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A.6 Bilingual Question Answer

A.6.1 Arabic
Model | Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | Avg | Std
128k Context Length

GPT-40 ROUGE-L 41.79 [ 36.57 | 35.67 35.44 37.37 | 2.98
Lang Acc 99.03 | 100 83.4 99 95.35 | 7.98
Entity Rel Recall | 76.85 | 73.25 | 69.15 74.65 73.47 | 3.24

Llama-3.1-8B | ROUGE-L 9.84 [9.33 9.26 8.06 9.12 |0.75
Lang Acc 7455 | 75.19 | 73.63 84.4 76.94 | 5.01
Entity Rel Recall | 64.31 | 5233 | 57.65 43.85 54.54 | 8.64

Llama-3.3-70B | ROUGE-L 1959 | 19.83 | 12.23 13.54 16.29 | 3.97
Lang Acc 95.94 [ 95.66 | 92.72 95.55 94.97 | 1.50
Entity Rel Recall | 6552 | 6123 | 62.42 14.28 50.86 | 24.45

Qwen2.5-14B | ROUGE-L 36.72 | 43.19 | 34.96 44.53 39.85 | 4.71
Lang Acc 96.72 | 98.8 95.37 97.78 97.16 | 1.46
Entity Rel Recall | 77.11 | 71.32 | 69.85 69.17 71.86 | 3.61

Command-r

plus-08-2024 ROUGE-L 2098 | 18.4 10.46 9.63 14.86 | 5.67
Lang Acc 86.63 | 77.78 | 83.63 84.1 83.04 | 3.74
Entity Rel Recall | 52.12 | 53.12 | 49.45 51.67 51.59 | 1.55

Phi-3.5-mini | ROUGE-L 16.09 | 20.64 | 21.46 - 19.39 | 2.89
Lang Acc 88.52 | 90.2 94.59 - 91.10 | 3.13
Entity Rel Recall | 44.8 | 3143 | 45.13 - 40.45 | 7.81

32k Context Length

g;‘]’SGPT'VZ ROUGE-L 646 | 611 | 533 ; 596 |0.57
Lang Acc 92.75 | 87.16 77.78 - 85.89 | 7.56
Entity Rel Recall | 41.5 | 39.86 | 40.35 - 40.57 | 0.84

Qwen2.5-72B | ROUGE-L 19.62 | 3149 | 11.64 - 20.91 | 9.98
Lang Acc 91.69 | 91.63 | 59.25 - 80.85 | 18.71
Entity Rel Recall | 78.86 | 79.31 | 74.66 - 77.61 | 2.56

Table 6: Performance of Arabic language in bilingual QA.
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A.6.2 English

Model | Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | Avg [ Std
128k Context Length

GPT-40 ROUGE-L 4157 | 47.8 39.21 4469 | 4332 [ 3.73
Lang Acc 994 | 992 96.33 95.5 97.61 | 1.99
Entity Rel Recall | 74.08 | 67.13 | 83.61 90.36 | 78.79 | 10.25

Llama-3.1-8B | ROUGE-L 1723 | 157 13.29 9.31 13.88 | 3.45
Lang Acc 95.44 | 95.83 100 100 97.81 | 2.52
Entity Rel Recall | 65.08 | 6337 | 40.87 11.11 | 45.11 [ 2521

Llama-3.3-70B | ROUGE-L 3255 | 28.48 | 29.93 30.81 | 3044 | 1.70
Lang Acc 99.55 | 100 100 100 99.89 | 0.23
Entity Rel Recall | 61.04 | 60.34 | 56.82 51.05 | 57.31 | 4.56

Qwen2.5-14B | ROUGE-L 486 | 44.1 44.51 39.69 | 4426 | 3.64
Lang Acc 100 100 100 100 100 0
Entity Rel Recall | 68.83 | 69.55 | 63.51 5556 | 64.36 | 6.45

Command-r

plus-08-2024 ROUGE-L 30.87 | 17.84 | 1151 8.36 17.14 | 9.96
Lang Acc 81.25 | 8533 | 8234 88.1 |[83.035] 3.74
Entity Rel Recall | 71.86 | 63.4 40.98 222 84.25 | 22.44

Phi-3.5-mini | ROUGE-L 2936 | 2537 | 25.18 - 26.63 | 2.36
Lang Acc 7142 | 8636 | 72.71 - 76.83 | 8.27
Entity Rel Recall | 4329 | 415 11.11 - 31.96 | 18.08

32k Context Length

f;cz‘;sGPT'Vz ROUGE-L 1723 | 1621 | 10.58 ; 14.67 | 3.58
Lang Acc 83.33 | 45.57 80.95 - 69.95 | 21.14
Entity Rel Recall | 42.14 | 33.61 | 25.38 - 3371 | 838

Qwen2.5-72B | ROUGE-L 38.78 | 29.26 - - 3402 | 6.73
Lang Acc 99.5 87.14 - - 93.32 | 8.73
Entity Rel Recall | 70.34 | 67.31 - - 68.82 | 2.14

Table 7: Performance of English language in bilingual QA.
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A.7 Claim Verification

A.7.1 Arabic
Model Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | Avg | Std
128k Context Length

GPT-40 Acc by Paragraph | 61.28 | 62.22 67.82 65.46 | 64.19 | 3.00
Acc by Sentence 63.85 67.6 69.28 71.38 | 68.02 | 3.18

Llama-3.1-8B | Acc by Paragraph | 54.23 | 59.14 56.13 49.85 | 54.83 | 3.89
Acc by Sentence 56.25 | 50.72 53.67 4775 | 52.09 | 3.67

Llama-3.3-70B | Acc by Paragraph | 58.36 58 63.49 57.52 | 59.83 | 3.89
Acc by Sentence 56.52 | 48.99 52.25 52.58 | 52.09 | 3.67

Qwen2.5-14B | Acc by Paragraph | 36.3 42.74 36.09 25.56 | 35.17 | 7.11
Acc by Sentence 56.52 | 51.35 53.37 50 52.81 | 2.83

-(1:)(1)::-1(1);1-1;(;; 4 | AccbyParagraph | 5242 | 5642 | 5955 | 5221 | 5515|351
Acc by Sentence 56.25 50 53.25 52.69 | 53.04 | 2.56

Phi-3.5-mini Acc by Paragraph | 33.67 | 26.67 17.78 - 26.04 | 7.96
Acc by Sentence 55.18 | 51.01 50 - 52.06 | 2.74

32k Context Length

f’;‘;;GPT'VZ Acc by Paragraph | 54.87 | 57.69 . - | 5628 1.99
Acc by Sentence 54.05 | 5195 - - 53 1.48

Qwen2.5-72B | Acc by Paragraph | 59.31 | 64.31 - - 61.81 | 3.53
Acc by Sentence 56.52 | 51.35 - - 53.93 | 3.65

Table 8: Performance of Arabic language in Claim Verification Task.
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A.7.2 English

Model Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | 64k-128k | Avg | Std
128k Context Length
GPT-40 Acc by Paragraph | 77.74 | 76.06 68.54 68.17 | 86.67 7543 | 7.61
Acc by Sentence 82.87 | 82.98 82.33 79.11 | 79.86 81.43 | 1.81
Llama-3.1-8B | Acc by Paragraph | 69.82 | 64.27 60.39 62 61.11 63.51 | 3.81
Acc by Sentence 65.05 | 54.51 55.8 48.15 | 56.92 56.08 | 6.05
Llama-3.3-70B | Acc by Paragraph | 71.92 | 72.66 65.57 67.39 | 73.33 70.17 | 3.46
Acc by Sentence 79.89 | 79.37 76.97 69.62 | 75 76.17 | 4.15
Qwen2.5-14B | Acc by Paragraph | 67.04 63.8 61.67 64.4 64.44 64.27 | 1.91
Acc by Sentence 81.43 | 79.43 82.74 83.75 | 79.11 81.29 | 2.02
ﬁ)‘l’l‘:;‘_‘(‘);‘_‘;(;; 4 | AccbyParagraph | 68.67 | 6587 | 6216 | 6273 | 62.67 64.27 | 343
Acc by Sentence 72.53 | 72.02 76.05 66.67 | 72.41 71.93 | 3.36
Phi-3.5-mini Acc by Paragraph | 70.36 | 63.47 62.16 62.73 | 62.67 64.27 | 3.43
Acc by Sentence 41.28 | 41.28 40.66 35.37 | 49.12 42.86 | 5.65
32k Context Length
f’;‘;‘;;GPT'Vz Acc by Paragraph | 41.01 | 4505 | 51.88 - - 45.98 | 5.49
Acc by Sentence 7824 | 74.74 77.61 - - 76.86 | 1.86
Qwen2.5-72B | Acc by Paragraph | 74.11 | 72.11 63.13 - - 69.78 | 5.84
Acc by Sentence 77.17 | 74.45 75.43 - - 75.68 | 1.37

Table 9: Performance of English language in Claim Verification Task.
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A.8 Multiple Choice Question

A.8.1 Arabic
Model | Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | Avg | Std
128k Context Length
GPT-4o0 Accuracy | 76.04 | 79.04 | 78.05 84.54 [79.42713.63
Llama-3.1-8B 50 | 4779 | 56.70 44.09 | 49.64 | 5.30
Llama-3.3-70B 7291 | 73.16 | 74.39 63.63 | 71.02 | 4.96
Qwen2.5-14B 7395 | 7242 | 73.17 76.81 | 74.09 | 1.92
Command-r
plus-08-2024 65.62 | 70.95 | 61.58 59.09 | 64.31 | 5.18
Phi-3.5-mini 062 | 0.14 0.67 0 3.60 | 3.37
32k Context Length
f;‘;;GPT'VZ Accuracy | 57.29 | 47.79 - ; 5254 | 6.71
Qwen2.5-72B 71.87 | 68.38 - - 70.12 | 2.46

A.8.2 English

Table 10: Performance of Arabic MCQs Task.

Model Metric | 4k-8k | 8k-16k | 16k-32k | 32k-64k | 64k-128k | Avg | Std
128k Context Length
GPT-40 Accuracy | 83.51 [ 91.82 | 86.76 89 3225 [76.67 ] 25.01
Llama-3.1-8B 7553 | 86.36 | 81.86 78 34.67 | 71.28 | 20.87
Llama-3.3-70B 78.72 | 9045 | 8431 84.5 3427 | 74.45 | 22.84
Qwen2.5-14B 75 81.36 | 7450 72 6572 | 73.71 | 5.64
Command-r
plus-08-2024 73.93 | 79.54 | 65.68 68 2540 | 62.51 | 21.43
Phi-3.5-mini 69.68 | 8590 | 80.88 77 2298 | 67.29 | 25.46
32k Context Length
i‘;‘;;GPT'VZ Accuracy | 74.46 | 76.81 | 36.76 ; - 4751 | 22.47
Qwen2.5-72B 7553 | 84.09 | 40.19 - - 66.60 | 23.26

Table 11: Performance of English MCQs Task.
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A.9 Data Annotation

All annotators involved in the validation and annotation process of the datasets are undergraduate or
post-graduate students of Saudi Arabia, who are fairly compensated based on mutually agreed-upon wage
standards and working hours. We show below the guideline used for each dataset.

A.9.1 Multi-document Question Answering

Section Guidelines

Objective The purpose of this annotation task is to validate a QA dataset that includes a question,
a generated answer, and three or four summaries representing source documents. Your
task is to ensure that the answer is accurate, clearly derived from the summaries, and
aligns with cultural and safety considerations.

Dataset Components | Each sample consists of:

- Question: A natural language question about the topic.

- Answer: A generated response intended to answer the question using the provided
texts.

- Summaries: Three or four text snippets summarizing relevant documents.
Validation Criteria 1. Clarity

- Evaluate whether the question is well-structured and easy to understand.

- Ensure it is specific and avoids ambiguity or vagueness.

2. Cross-referencing

- Check that the answer integrates information from all the provided summaries where
applicable.

- Confirm that the response reflects a comprehensive understanding of the texts.

3. Correctness

- Verify that the answer is factually accurate and complete.

- Ensure it is based solely on the provided texts without introducing external or
fabricated content.

4. Coherence

- Assess whether the summaries are logically connected and maintain a consistent
topical focus.

- Flag any summary that appears unrelated or disruptive to the main topic.

5. Cultural and Safety Alignment

- Review the question, answer, and summaries for alignment with Arabic cultural
values and norms.

- Flag any content that could be culturally inappropriate, sensitive, or promote unsafe
ideas.

- Ensure the response promotes well-being and inclusivity.

Annotation Process 1. Read the full sample carefully, including the question, answer, and summaries.

2. Assess the sample using the five criteria above.

3. Mark issues clearly and provide notes for corrections if needed.

4. Confirm that all required information from the summaries is present in the answer.
5. Ensure any flagged content is documented with rationale.

Table 12: Guidelines for Validating QA Dataset with Multi-Document Summaries
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A.9.2 Bilingual Question Answering

Section

Guidelines

Objective

This annotation task focuses on validating bilingual question-answering (QA) data.
Each entry includes a question, an answer, a question excerpt, and an answer excerpt,
alternating between Arabic and English. Your task is to ensure that the QA pairs are
accurate, linguistically aligned, and culturally appropriate.

Dataset Components

Each entry consists of:

- Question: A natural language query presented in either Arabic or English.

- Answer: A generated response corresponding to the question.

- Question Excerpt: A segment of the original document from which the question is
derived.

- Answer Excerpt: A subset of the question excerpt containing the exact answer.

- Note: The question and answer are in one language, and the excerpts are in the other
language.

Validation Criteria

1. Clarity

- Confirm that the question is clearly written, grammatically sound, and easy to
understand.

- Ensure the question aligns with the content of the question excerpt.

- Flag questions that appear ambiguous or not directly supported by the excerpt.

2. Correctness

- Verify that the answer is correct and complete based only on the content of the
answer excerpt.

- Ensure no external information or hallucinations are introduced.

- The answer must reflect the actual content of the source text.

3. Cultural and Safety Alignment

- Check that the content respects cultural values, particularly those relevant to Arabic-
speaking contexts.

- Ensure no offensive, inappropriate, or unsafe material is included in the question,
answer, or excerpts.

- Flag any content that may promote harmful or culturally insensitive ideas.

Annotation Process

1. Review the question, answer, and both excerpts carefully.

2. Assess the entry based on the three validation criteria.

3. Highlight any mismatches between the QA pair and the excerpts.

4. Confirm that the answer is fully justified by the answer excerpt.

5. Flag and document any issues related to clarity, correctness, or cultural alignment.

Table 13: Guidelines for Validating Bilingual Question-Answering Entries

31




A.9.3 Claim Verification

Section

Guidelines

Objective

This annotation task focuses on verifying the truthfulness of claims extracted from
books. Human annotators are provided with a paragraph containing five claims, a list
of claims labeled as true or false, and the original book source. Each claim must be
assessed for factual accuracy, consistency with the source material, and alignment
with cultural and safety standards.

Dataset Components

Each sample consists of:

- Claim Paragraph: A paragraph containing five individual claims.
- True Claims: A subset of claims labeled as factually correct.

- False Claims: A subset of claims labeled as factually incorrect.

- Original Book: The source from which the claims were extracted.

Validation Criteria

1. Source Alignment

- Verify that each claim is derived from and consistent with the content in the original
book.

- Ensure that the phrasing and substance of the claim accurately reflect the source
material.

2. Accuracy

- Confirm that both true and false claims are relevant and traceable to the claim
paragraph.

- Ensure the claim categorization (true or false) matches its contextual meaning in the
paragraph.

3. Truthfulness
- Evaluate whether each true claim is factually correct according to the original book.
- Ensure that the claim does not omit or misrepresent any key details.

4. Falsehood

- Confirm that each false claim introduces inaccuracies or contradictions not supported
by the book.

- Ensure false claims are not inadvertently aligned with the book’s actual content.

5. Cultural and Safety Alignment

- Ensure that all claims respect Arabic cultural norms, religious values, and safety
standards.

- Flag any content that may be inappropriate, offensive, or misleading in an Arabic
cultural context.

Annotation Process

1. Read the claim paragraph and corresponding list of true and false claims.

2. Cross-check each claim against the original book content.

3. Evaluate each claim against the five validation criteria.

4. Flag any claims that are incorrectly categorized or misaligned with the book.
5. Note any cultural or safety-related concerns in the claims.

6. Document any proposed corrections or issues in the review log.

Table 14: Guidelines for Verifying Claims from Source Books
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A.9.4 Multiple Choice Question Answering

Section

Guidelines

Objective

The objective of this task is to validate Multiple Choice Question Answering (MCQA)
instances to ensure they are accurate, clear, and properly grounded in the source
textbook. You will be given a book summary, a question with four answer choices,
and a labeled correct answer.

Dataset Components

Each instance includes:

- Book Summary: A concise summary or excerpt from a textbook.

- Question: A question based on the book summary.

- Answer Choices: Four options (A, B, C, D), one of which is correct.
- Answer Key: The letter corresponding to the correct answer.

Validation Criteria

1. Clarity

- Ensure that the question is well-structured, concise, and free of grammatical or
syntactic issues.

- Confirm that it is easy to understand without requiring external context.

2. Source-Driven

- Verify that the question and its content are derived directly from the given book
summary.

- Avoid questions that introduce information not found in the source text.

3. Answer Correctness

- Ensure that the labeled correct answer corresponds accurately to the content of the
book summary.

- Double-check for factual accuracy and logical consistency.

4. Choice Distinctiveness
- Confirm that all answer choices are clearly distinct in meaning and wording.
- Avoid closely paraphrased or semantically overlapping choices.

5. Unambiguity

- Ensure that only one answer is correct and that no two options could be interpreted
as correct.

- Remove or revise any repeated or ambiguous choices.

Annotation Process

1. Review the book summary and question-answer set.

2. Assess the question’s clarity and relevance to the summary.
3. Verify that the correct answer is supported by the text.

4. Check that all options are unique and distinct.

5. Flag any issues and propose corrections if needed.

6. Document rationale for edits or flags.

Table 15: Guidelines for Validating Multiple Choice Question Answering (MCQA) Items
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