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Abstract 1 

An essential factor in the fight against hate 2 

speech is the advancement of effective 3 

computational algorithms for automatically 4 

detecting it. Earlier research has put forth a 5 

range of computational methods aimed at 6 

automating hate speech detection. 7 

However, these approaches have 8 

predominantly overlooked significant 9 

insights from the psychology literature, 10 

which delves into the connection between 11 

personality traits and hate. To this end, we 12 

propose a novel framework for detecting 13 

hate speech focusing on people’s 14 

personality factors reflected in their 15 

writing. Our framework has two 16 

components: (i) a knowledge distillation 17 

model for fully automating the process of 18 

personality inference from text and (ii) a 19 

personality-based deep learning model for 20 

hate speech detection. Our approach is 21 

unique in that it (i) incorporates low-level 22 

personality factors, which have been 23 

largely neglected in prior literature, into 24 

automated hate speech detection and (ii) 25 

proposes multi-head-self-attention-inspired 26 

deep learning components for fully 27 

exploiting the intricate relationship 28 

between personality and hate. In particular, 29 

the latter aids the model in untangling 30 

intermediate personality factors, the 31 

potential existence of which has been 32 

suggested by recent research in psychology. 33 

We evaluate our model with two real-world 34 

datasets. The results show that our model 35 

significantly outperforms state-of-the-art 36 

baselines. From an academic viewpoint, 37 

our study paves the way for future research 38 

by incorporating personality aspects into 39 

the design of automated hate speech 40 

detection. From a business standpoint, our 41 

model offers substantial assistance to 42 

online social platforms and governmental 43 

bodies facing challenges in effectively 44 

moderating hate speech. 45 

1 Introduction 46 

The motivations for businesses to control hate 47 

speech are manifold. First, the prevalence of hate 48 

speech can have a detrimental effect on trust 49 

among online community members, which may 50 

lead to their defection from the community (Nasi 51 

et al. 2015). In addition, the pervasiveness of hate 52 

speech makes social media sites unattractive for 53 

advertisers since they tend not to risk advertising 54 

on a site known for hate speech (Fortuna and 55 

Nunes 2018). Finally, online platforms face 56 

public pressure to deal with hate speech. Well-57 

known social media services such as Facebook 58 

and Twitter have been constantly encountering 59 

criticism for being passive on the matter 60 

(Davidson et al. 2017). 61 

 Accordingly, many business platforms (e.g., 62 

social media sites, news publishers, and search 63 

engines) present strong incentives to create 64 

mechanisms for regulating hate speech. Among 65 

different approaches (e.g., human content 66 

moderation, counter speech, education, etc.), 67 

controlling hate speech using automated systems 68 

is especially important considering an extremely 69 

large amount of business and social costs incurred 70 

when solely relying on manual content 71 

moderation by humans. However, efforts to build 72 

automated methods have not been successful yet 73 

in both industry and academia (Mathew et al. 74 

2019). One of the main reasons for this is, while 75 

the study on hate speech detection is an 76 

interdisciplinary field that encompasses business, 77 

psychology, linguistics, etc., most of its 78 

methodological focus has been put on the 79 

computational perspective. That is, current 80 

research on automated hate speech detection does 81 

not incorporate theories or empirical evidence 82 

from social science. 83 

 Specifically, in social science, there is a vast 84 

literature on hate speech from various 85 

perspectives (e.g., historical, cultural, 86 

sociological, economic, and political) (Green et 87 

al. 2001). One perspective closely related to the 88 

automated detection of hate speech but largely 89 
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neglected in the previous literature is personality 90 

and hate.  91 

 In the literature of automated speech detection, 92 

there are a few studies which have used high-level 93 

personality factors (e.g., BIG 5 personality 94 

factors) as machine learning features (Elzayady et 95 

al. 2023; Lee and Ram 2020), their approaches 96 

may not lead to a desired outcome as there have 97 

been conflicting results reported in psychology 98 

regarding the relationship between these features 99 

and hate. For instance, previous studies have 100 

reported mixed results on the relationship 101 

between extraversion, one of the five most 102 

referred personality factors (i.e., BIG5 personality 103 

factors), and hate behaviors. While Galo and 104 

Smith (1998) found that extraversion was 105 

positively related to higher levels of physical and 106 

verbal aggression, anger, and hostility, ElSherief 107 

et al. (2018) observed that individuals who engage 108 

in hate speech on Twitter often exhibited lower 109 

levels of extraversion. We argue that such 110 

conflicting effects of high-level personality traits 111 

on hate make it challenging for deep learning 112 

algorithms to uncover the complex relationship 113 

between personality and hate.  114 

 To this end, in this study, we propose a deep 115 

learning approach, grounded in the recent 116 

literature of personality, which focuses on low-117 

level personality factors (i.e., 30 personality 118 

subfactors of the BIG 5 personalities), and 119 

possible intermediate personality factors bridging 120 

the lower-level and the higher-level personality 121 

traits (Depue and Collins 1999; DeYoung et al. 122 

2007). To achieve this, we utilize the architecture 123 

of multi-head self-attention layers and apply it 124 

within the context of hate speech detection, 125 

(Vaswani et al., 2017). We test our method with 126 

multiple real-world datasets and show that it 127 

outperforms extant cutting-edge approaches 128 

including proprietary methods developed by 129 

Google. In the following section, we review the 130 

relevant literature and discuss extant research 131 

gaps which serve as the foundation for our 132 

proposed model. 133 

2 Related Work 134 

2.1 Automated Hate Speech Detection 135 

The field of research on hate speech is quite recent 136 

from the computational perspective (Fortun and 137 

Nunes 2018). In terms of methods, we identify two 138 

major streams of research: rule-based approaches 139 

and machine-learning approaches. The rule-based 140 

approach, in general, determines whether specific 141 

text contains hatred by referring to a hate lexicon 142 

(or dictionary) (Gitari et al. 2015). While this 143 

approach is straightforward to understand and can 144 

be easily applied in a practical setting, it has several 145 

drawbacks including the quality of classification 146 

highly depending on that of the lexicon; the process 147 

of building a quality lexicon being often 148 

cumbersome; and a lexicon developed for one 149 

setting not being able to generalize to other 150 

contexts (Zhang et al. 2015; Nobata et al. 2016). 151 

On the other hand, the machine-learning 152 

approach resolves many of the issues exhibited by 153 

the rule-based approach. First, machine-learning 154 

models mostly follow the open-vocabulary 155 

approach representing text using word frequencies 156 

(e.g., TF-IDF), the distributional similarities 157 

between words (e.g., n-gram, char2vec, and 158 

word2vec), or the embeddings learned by large 159 

language models (Devlin et al. 2019; Eichstaedt et 160 

al. 2021). Thus, the tedious process of manually 161 

creating a quality lexicon can be avoided. In 162 

addition, such text representation is not peculiar to 163 

a specific context and, thus, can be used to identify 164 

hate speech in a more generalized setting.  165 

For these reasons, many studies on automated 166 

hate speech detection have adopted the machine-167 

learning approach. In machine learning, the types 168 

of features fed into the model are closely related to 169 

its performance. Broadly speaking, three types of 170 

features have been used in the prior literature on 171 

hate speech detection: general linguistics features; 172 

topic-specific linguistics features; and metadata.  173 

First, general linguistics features include 174 

different variations of text quantification methods 175 

such as tf-idf, word2vec, etc., which are derived 176 

from vector space models and neural-network-177 

based language models (Lee et al. 1997). For 178 

instance, Elzayady et al. (2023) have used the 179 

combination of tf-idf and word2vec as feature 180 

inputs for a deep learning model that includes both 181 

CNN and RNN components. Lee and Ram (2020) 182 

have proposed to use word2vec along with other 183 

text-based features to train a LSTM model for hate 184 

speech detection.  185 

Second, topic-specific linguistic features include 186 

multiple sets of words manually labeled for 187 

identifying hate speech on specific topics (e.g., 188 

sexism, racism, and homophobia). For instance, 189 

Kwok and Wang (2013) classified racist tweets by 190 

developing a lexicon for racism with Naïve Bayes. 191 

Warner and Hirschberg (2012) suggested that hate 192 

text with different topics can be distinguished by 193 

considering high frequency stereotypical words 194 



3 

 
 

related to each topic and tested their idea with 195 

SVM.  196 

Lastly, metadata for hate speech detection 197 

include demographic and geographic 198 

characteristics of people (Waseem and Hovy, 199 

2016). Also, text metadata have been used such as 200 

the number of words and the inclusion of special 201 

characters (Davidson et al. 2017). However, 202 

metadata, especially those related to people, have 203 

not been used much in literature since such data are 204 

in general hard to collect and subject to privacy 205 

concerns (Harell 2010). 206 

2.2 Personality and Hate 207 

In previous studies on personality-factor theories, 208 

personalities were considered as an important 209 

predictor for one’s hate behavior. Specifically, Big 210 

5 personality model (BIG5), consisting of 5 high-211 

level personality factors – agreeableness, 212 

conscientiousness, extraversion, neuroticism, and 213 

openness – have been widely investigated. Each of 214 

these personality domains consists of 6 low-level 215 

personality factors, which capture distinct, specific 216 

characteristics of each personality domain 217 

(Paunonen and Ashton 2001).  218 

Previous studies in psychology have 219 

extensively associated high-level personality 220 

factors with hate behavior. First, agreeableness, in 221 

literature, has been reported as one of the strongest 222 

predictors for hate behavior. This personality factor 223 

is related to one’s tendency to pursue social 224 

harmony. In general, previous studies have found a 225 

negative association between agreeableness and 226 

hate (Heaven 1996; Barlett and Anderson 2012). 227 

Second, researchers have reported that 228 

conscientiousness, a personality factor closely 229 

connected to how a person controls oneself, is 230 

negatively associated with hate behavior 231 

(Jovanović et al. 2011; Jones et al. 2011). Third, 232 

extraversion is a personality factor related to being 233 

ambitious and sociable. Previous studies have 234 

reported mixed results on the relationship between 235 

extraversion and hate behavior (Galo and Smith 236 

1998; ElSherief et al. 2018; Burton et al. 2007). 237 

Fourth, neuroticism is a personality factor related 238 

to emotional instability. In literature, a majority of 239 

studies have highlighted a positively association 240 

between neuroticism and hate behavior (Egan and 241 

Lewis 2011; Jovanović et al. 2011; Becerra-Garcia 242 

et al. 2013). Lastly, openness is related to one’s 243 

willingness to experience new things. Previous 244 

studies have found either mixed results or no 245 

evidence supporting the association between 246 

openness and hate (Egan and Lewis 2011; Hosie et 247 

al. 2014; Barlett and Anderson 2012). 248 

2.3 Research Gaps 249 

One of the research gaps that motivated our study 250 

is that previous studies on automated hate speech 251 

detection have neglected the importance of the 252 

association between personality and hate despite 253 

the plethora of evidence in psychology literature. 254 

Even in a few exceptions, only the role of high-255 

level personality factors has been highlighted (e.g., 256 

Elzayady et al. 2023; Lee and Ram 2020). This 257 

may not yield consistent benefits for hate speech 258 

detection, as previous studies have presented 259 

conflicting findings concerning the association 260 

between these factors and hate speech. 261 

Some recent studies in psychology have 262 

suggested the possible existence of intermediate 263 

personality traits bridging the lower-level and the 264 

higher-level personality factors, which have not 265 

been a focus of the previous hate speech detection 266 

studies based on personality. DeYoung et al. (2007) 267 

have conducted factor analyses and found two 268 

distinct intermediate personality traits that lie 269 

between each personality domain and its related 270 

facets. Also, Depue and Collins (1999) have 271 

suggested the possibility of intermediate 272 

personality factors that connect personality facets 273 

from two or more distinct personality domains. We 274 

expect that exploring these lower-level and 275 

intermediate personality factors has the potential to 276 

improve the performance of a deep learning model. 277 

3 Method 278 

The task to be solved in this study is to identify 279 

whether given text belongs to one of the following 280 

categories: hate or non-hate speech. In other words, 281 

our objective is to find an optimal function, 282 

𝑓: 𝑡𝑖  → {0,1} , where 𝑡𝑖   is an element (i.e., 283 

potential hate speech) in our dataset 𝑇 =284 

{𝑡1, 𝑡2, … , 𝑡𝑛} . Each element in the range of the 285 

function f, respectively, implies the following 286 

classification categories: 0 = non-hate speech and 287 

1 = hate speech. 288 

To solve the above problem, we propose a 289 

novel framework illustrated in Appendix A. 290 

Largely, it consists of two components: an 291 

automated personality inference method based on 292 

knowledge distillation and a deep learning model, 293 

which extends the multi-head self-attention 294 
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mechanism, for detecting hate speech based on 295 

personality traits (Hinton et al. 2015; Vaswani et al. 296 

2017). In the following, we elaborate on the details 297 

of these two components. 298 

3.1 Personality Inference Method 299 

As the first component of our hate speech 300 

detection framework, we develop a computational 301 

method to infer personality from text. Our 302 

approach for personality inference is inspired by 303 

the knowledge distillation and its details are 304 

describe below (Hinton et al., 2015). 305 

 Previously, several studies have proposed 306 

automated methods for personality inference 307 

using textual cues such as syntactic and lexical 308 

features (Mairesse et al., 2007; Pennebaker and 309 

King, 1999). Among them, a model developed by 310 

IBM, aka Personality Insights (IBMPI) (IBM 311 

Cloud, 2020) is cutting-edge in terms of its 312 

performance (i.e., accuracy) and 313 

comprehensiveness in the types of personality 314 

traits covered (i.e., both high- and low-level 315 

personality factors).  316 

 However, IBMPI is a proprietary product which 317 

does not reveal the details of its methodology and 318 

has been discontinued recently. Thus, we develop 319 

our own personality inference method leveraging 320 

knowledge distillation. Knowledge distillation is 321 

an approach for transferring knowledge learned 322 

by a complex deep learning (aka a distilling 323 

model) model to a simple model (aka a distilled 324 

model) (Hinton et al., 2015). Typically, 325 

knowledge distillation is implemented to 326 

minimize the loss between the softmax outputs of 327 

knowledge-distilled and knowledge-distilling 328 

models (Gou et al., 2021). Specifically, its 329 

objective is to minimize the cross entropy, 330 

−∑�̂�𝑥𝑖\𝑡 ⋅ log 𝑦𝑥𝑖\𝑡 , where �̂�𝑥𝑖\𝑡  and log 𝑦𝑥𝑖\𝑡 331 

are outcomes of distilled and distilling models 332 

softened by a parameter t (aka temperature) and 333 

𝑥𝑖 is input of a data point 𝑖 (Hinton et al., 2015). 334 

Note that by increasing the temperature value, a 335 

distilled model can present greater 336 

generalizability. On the other hand, by lowering 337 

the temperature value, a distilled model will more 338 

closely mimic the behavior of a distilling model. 339 

 As depicted in Appendix A, we use the output 340 

of IBMPI (i.e., distilling model) scores on 35 341 

high-level and low-level personality factors as the 342 

source of knowledge distillation. These scores are 343 

used to optimize the parameters of our personality 344 

inference model using a pre-trained language 345 

model (i.e., distilled model) (Vaswani et al., 346 

2017). Specifically, input text is processed with a 347 

tokenizer and fed into a language model. Then it 348 

produces, in the last hidden layer, a set of 349 

embedding vectors that capture different aspects 350 

of text. Among the embedding vectors, we use one 351 

for classification (i.e., CLS embedding) as input 352 

for the fine-tuning layer. The fine-tuning layer is 353 

a single dense layer that consists of 100 neurons 354 

with the tanh activation. The outputs of the fine-355 

tuning layer are connected to the prediction layer 356 

comprising 35 neurons with the sigmoid 357 

activation. Each of the 35 neurons represents one 358 

of the 35 personality traits. Following the 359 

suggestion provided by Hinton et al. (2015), we 360 

set the temperature (i.e., t) as 2.5. Note that, since 361 

we do not know the detailed architecture of 362 

IBMPI, we softened, with the temperature, the 363 

outcomes of IBMPI assuming they were activated 364 

by the sigmoid function. For instance, if a 365 

personality score for input x is 0.2, based on the 366 

assumption that it is activated by 1/(1 + 𝑒−𝑥) , 367 

we derive its softened score, 0.36, by converting 368 

the activation function into 1/(1 + 𝑒−𝑥/2.5)  369 

(temperature = 2.5). 370 

3.2 Hate Detection Method 371 

Based on the personality scores inferred using our 372 

approach detailed in Section 3.2., we develop an 373 

automated method for detecting hate speech. As 374 

illustrated in Appendix A, Our approach consists 375 

of multiple subunits: those for semantic encoding, 376 

individual personality factors, local intermediate 377 

personality traits, and global intermediate 378 

personality traits. Our methodological 379 

contribution lies on (i) incorporating both high-380 

level and low-level personality factors in 381 

automated hate speech detection and (ii) 382 

proposing multi-head-self-attention-inspired deep 383 

learning components that capture intermediate 384 

personality factors. We elaborate the details 385 

below. 386 

Subunit 1: Semantic encoding 387 

While the focus of this study is to examine the 388 

value of personality factors in hate speech 389 

detection, text semantics also play a vital role in 390 

achieving high performance. Thus, following 391 

recent developments in the domain of automate 392 

hate speech detection, we apply a pre-trained 393 

language model to infer latent semantics of text at 394 

the document level and feed the information into 395 

a fine-tuning layer to capture important semantics 396 

of text regarding hate speech (Alatawi et al., 397 

2021). We used the CLS embedding of the pre-398 

trained language model as the summary of text 399 

semantics, and it was further processed by a single 400 

fine-tuning layer with 768 neurons and the tanh 401 

activation. The output of the fine-tuning layer is 402 

then concatenate with those of the other subunits 403 

described below (Devlin et al., 2019). 404 

Subunit 2: Raw personality scores 405 

As discussed above, previous literature in 406 

psychology has paid close attention to the 407 
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connection between personality and hate. To 408 

capture this connection and enhance the 409 

performance of hate speech detection, we feed 5 410 

high-level and 30 low-level personality scores 411 

derived from our personality inference method 412 

into the concatenated layer of the personality 413 

detection method (refer to Appendix A).  414 

Subunit 3 and 4: Local and global intermediate 415 

personality traits 416 

One of the research gaps that we identified from 417 

the psychology literature was a lack of focus on 418 

the connection between intermediate personality 419 

traits and hate behavior (DeYoung et al., 2007; 420 

Goldberg, 1999). Nevertheless, when it comes to 421 

addressing hate speech from a personality 422 

perspective, it is worth noting that there has not 423 

been a single study that has specifically focused 424 

on the intermediate personality factors. To fill this 425 

research gap, we developed deep learning 426 

components, inspired by multi-head self-attention 427 

layers of the transformer, for inferring the 428 

intermediate personality traits (Vaswani et al., 429 

2017). Specifically, we introduce two subunits 430 

that help identify the intermediate personality 431 

factors from local and global perspective.  432 

 First, as depicted in Appendix B-(a), the local 433 

intermediate personality traits (LIPs) capture the 434 

intricate interactions among low-level personality 435 

factors within each high-level personality factors 436 

they belong to (e.g., the interactions among 437 

altruism, cooperation, modesty, morality, 438 

sympathy, and trust, which are the low-level 439 

factors of the same high-level factor, 440 

agreeableness).  In Appendix B-(b), we provide a 441 

detailed illustration of how the multi-head self-442 

attention mechanism is applied to infer the LIPs 443 

(Vaswani et al., 2017). Specifically, the set of all 444 

35 personality traits, P, consists of the following 445 

6 disjoints subsets: (i) 𝑃𝐻 = {𝑝𝑖|1 ≤ 𝑖 ≤ 5}, a set 446 

of the 5 high-level personality factors (i.e., 447 

agreeableness, conscientiousness, extraversion, 448 

neuroticism, and openness); (ii) 𝑃𝐴 = {𝑝𝑖|6 ≤ 𝑖 ≤449 

11} , the 6 low-level personality factors which 450 

belong to agreeableness; (iii) 𝑃𝐶 = {𝑝𝑖|12 ≤ 𝑖 ≤451 

17} , the 6 low-level personality factors which 452 

belong to conscientiousness; (iv) 𝑃𝐸 =453 

{𝑝𝑖|18 ≤ 𝑖 ≤ 23} , the 6 low-level personality 454 

factors which belong to extraversion; (v) 𝑃𝑁 =455 

{𝑝𝑖|24 ≤ 𝑖 ≤ 29} , the 6 low-level personality 456 

factors which belong to neuroticism; and (vi) 457 

𝑃𝑂 = {𝑝𝑖|30 ≤ 𝑖 ≤ 35} , the 6 low-level 458 

personality factors which belong to openness. For 459 

𝑃𝐴 , 𝑃𝐶 , 𝑃𝐸 , 𝑃𝑁 , and 𝑃𝑂, we applied two-head self-460 

attention layers to capture two LIPs, in total, 461 

getting 10 LIPs. (i.e., LIP 1 -10 in Appendix B-462 

(b)). We set the number of attention heads based 463 

on the findings of DeYoung et al. (2007) who 464 

showed that there are two distinct aspects within 465 

each of the five high-level personality factors. 466 

However, the number of attention heads can be 467 

hyper-parameterized, since determination of the 468 

optimal number of intermediated personality 469 

factors needs further investigation (Jang et al., 470 

2002). 471 

 In addition to LIPs, we also develop a deep 472 

learning component for globally identifying 473 

intermediate personality traits (i.e., GIPs). As 474 

opposed to LIPs, GIPs capture the complex 475 

relationships among low-level personality factors 476 

that belong to different high-level personality 477 

factors (e.g., the relationship between a low-level 478 

personality factor of agreeableness and that of 479 

neuroticism). The decision to incorporate the GIP 480 

component was driven by insights from the 481 

personality literature, which suggested the 482 

potential for cross-domain interactions. In other 483 

words, low-level personality factors that are part 484 

of different high-level personality factors can 485 

combine to form compound intermediate 486 

personality traits (Depue and Collins, 1999). The 487 

architecture of the GIP component is similar to 488 

that of the LIP component except that all low-489 

level personality factors are jointly fed into a 490 

multi-head self-attention layer (refer to Appendix 491 

B-[c]). Specifically, as represented in Appendix 492 

B-(d), the low-level personality factors, from 𝑝6 493 

to 𝑝35, are processed by a ten-head self-attention 494 

layer to produce 10 distinct global intermediate 495 

personality traits (i.e., GIP 1 – 10). 496 

 As a result, we produce 20 scores (i.e., LIP 1 – 497 

10 and GIP 1 – 10) from the subunit 3 and 4. We 498 

concatenate these outputs with those from the 499 

subunit 1 and 2 and feed them into the final layer 500 

of our personality detection method. The final 501 

layer generates the probability of given text using 502 

all the input sources and makes classification 503 

whether it is hate-speech or not. 504 

4 Experiment 505 

4.1 Data and Evaluation Framework 506 

Prior to the development of our hate speech 507 

detection method, we first trained and tested the 508 

personality inference model. To train the model, 509 

we used data collected from Wikipedia 510 

(henceforth, we call this data WikiHate) 511 

(Conversation AI, 2018). WikiHate consists of 512 

comments collected from the Wikipedia’s talk 513 

pages. Our personality inference model was 514 

trained and tested on a subset of WikiHate whose 515 

personality scores were calculated by IBMPI (i.e., 516 

the data within the dashed box). Specifically, 517 

among 64,888 comments (the number of hate 518 

comments: 16,222; the number of non-hate 519 

comments: 48,666) in WikiHate, we randomly 520 
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sampled 20,000 comments and calculated their 521 

personality scores using IBMPI. Then, using these 522 

comments and personality scores as a dataset for 523 

the knowledge distillation process described 524 

above, we developed and evaluated our 525 

personality inference model. We applied five-fold 526 

cross validation for training and testing processes. 527 

Then, our personality inference method was 528 

applied to the rest of the data to infer personality 529 

scores.  530 

 As an additional data source for evaluation, we 531 

employed one collected from Stormfront.org, a 532 

white supremacist web forum (henceforth, we call 533 

this data SupremacistHate; De Gilbert et al., 534 

2018). A majority of users on Stormfront are 535 

white nationalists who can be characterized by 536 

their pseudo rationalism (Meddaugh and Kay, 537 

2009). SupremacistHate contains 10,944 538 

sentences classified as either hate or non-hate 539 

comments. Among the total, 10.9% (i.e., 1,196) 540 

and 89.1% (i.e., 9,748) were hate and non-hate 541 

comments, respectively. 542 

4.2 The Evaluation of Our Personality 543 

Inference Method 544 

For the development of our personality inference 545 

method, we use the following models and 546 

compare their performance: BERT, RoBERTa, 547 

and ELECTRA (Devlin et al., 2019; Liu et al., 548 

2019; Clark et al., 2020). We used mean absolute 549 

error (MAE) to evaluate their performance, which 550 

measures the absolute difference between the 551 

personality scores inferred using IBMPI and our 552 

method. As an additional validation process, we 553 

applied our method to another dataset called 554 

PersEssay. This dataset includes essays written by 555 

students and ground-truth binary labels for high-556 

level personality factors. Since our model 557 

produces continuous scores, we convert them into 558 

a binary format using the threshold of 0.5. That is, 559 

if a score exceeds 0.5, it is considered as 1, and 0 560 

otherwise. As baselines, we selected automated 561 

personality detection models from the previous 562 

 
1 Note that we use absolute percentage points for 
reporting performance comparison. 

literature, which are built upon the same dataset 563 

(i.e., Mairesse et al., 2007; Majumder et al., 2017). 564 

As metrics for evaluation, we report classification 565 

accuracy of each of the high-level personality 566 

factors. 567 

 568 

 The results of our personality inference method 569 

are summarized in Table 1. First, in Table 1-(a), 570 

we report the performance of our personality 571 

inference method developed using WikiHate. 572 

Overall, all three models that we tested (i.e., 573 

BERT-based, RoBERTa-based, and ELECTRA-574 

based) produced strong results. The MAE of the 575 

BERT-based model was only 0.006, which 576 

implies that the average difference between the 577 

sum of personality-domain and -trait scores 578 

predicted by our model and IBMPI is 0.006. We 579 

observe similar results for RoBERTa-based and 580 

ELECTRA-based models, whose MAEs are 581 

0.0056 and 0.0133, respectively. 582 

 We further examined the performance of our 583 

method using PersEssay. As mentioned above, the 584 

problem here is to classify given documents into 585 

BIG5 personality domains (i.e., a multi-class 586 

multi-label classification problem). In Table 1-(b), 587 

we report the results of our method for each 588 

personality domain compared with those of the 589 

baselines mentioned above. Note that, among the 590 

three models that we build upon WikiHate, we 591 

used the best performing one (i.e., RoBERTa) as 592 

our model for the PersEssay classification task. 593 

The results show that our model outperforms the 594 

baselines in agreeableness, conscientiousness, 595 

and openness (by 3.64%1, 3.48%, and 3.20% in 596 

accuracy when compared to the best results of the 597 

baselines) and produces comparable results in 598 

extraversion and neuroticism. 599 

4.3 The Evaluation of Our Hate Detection 600 

Method 601 

Ss Based on the same set of models used to 602 

develop our personality inference method (i.e., 603 

BERT, RoBERTa, and ELECTRA), we applied 604 

Table 1. The summary of our persoanlity inference method 

(a) WikiHate (b) PersEssay** 

 MAE  Agreeable-ness 
Conscientious-

ness 
Extraversion Neuroticism Openness 

BERT 0.0060 Our Model 60.35 60.19 56.78 57.14 64.33 

RoBERTa 0.0056 
Mairesse et al. 

(2007) 
55.35 55.28 55.13 58.09 59.57 

ELECTRA 0.0133 
Majumder et al. 

(2017) 
56.71 56.71 58.09 57.33 61.13 

*The shaded cells indicate the best results. 

** Accuracy for each personality domain is reported in percentage. 
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the wrapper method to measure the impact of each 605 

component of our methodological framework 606 

(i.e., semantic encoding of text, raw personality 607 

scores, LIPs and GIPs) (Dash and Liu, 1997). For 608 

instance, using BERT, we developed and 609 

compared the following models: BERT (a BERT 610 

model with semantic encoding), BERT + RAW (a 611 

BERT model with semantic encoding and raw 612 

personality scores), BERT + LIP (a BERT model 613 

with semantic encoding and LIPs), BERT + GIP 614 

(a BERT model with semantic encoding and 615 

GIPs), BERT + RAW + LIP, BERT + RAW + 616 

GIP, BERT + LIP + GIP, and BERT + RAW + 617 

LIP + GIP. Therefore, for each type of the 618 

transformer-based methods (i.e., BERT, 619 

RoBERTa, and ELECTRA), we develop eight 620 

variations to evaluate our design. In addition to 621 

these models, we added an additional, cutting- 622 

edge model for performance comparison, Google 623 

Perspective, which is a commercial tool 624 

developed by Google for identifying the level of 625 

hate in text (Google, 2019). For evaluation, we 626 

used the following metrics: precision, recall, F- 627 

 measure, accuracy, and area under the precision-628 

recall curve.  629 

 The performance of our hate detection method 630 

is summarized in Table 2. First, Table 2-(a) 631 

reports the results on WikiHate. The best 632 

performing model in terms of F1-score was 633 

RoBERTa trained with all personality features 634 

(i.e., RAW, LIP, and GIP). Compared to the 635 

vanilla RoBERTa model, it improved F1-score by 636 

7.44%, respectively. On the other hand, 637 

ELECTRA trained with all personality features 638 

outperformed the rest of the models in recall and 639 

AUCPR. Comparing to vanilla ELECTRA, the 640 

two metrics were improved by 1.55% and 3.51%, 641 

respectively. Additionally, when compared to 642 

Google Perspective, our method produced better 643 

outcomes. Specifically, 644 

RoBERTa+RAW+LIP+GIP, one of our best 645 

models, improved the F1-score of Google 646 

Perspective by 2.10%.  647 

 A detailed exploration of the results provides 648 

us with some interesting findings. First, the LIP 649 

element in PERSONA resulted in the largest 650 

degree of improvement in detecting hate speech. 651 

For all the three baselines (i.e., BERT, RoBERTa, 652 

and ELECTRA), when a single personality 653 

component (i.e., RAW, LIP, or GIP) was added to 654 

their vanilla models, the LIP component 655 

contributed to the strongest performance boost 656 

(improvement in F1-score by 3.60% - 7.67%). 657 

Particularly, RoBERTa+LIP and ELETRA+LIP 658 

produced F1-scores that are comparable to 659 

RoBERTa+RAW+LIP+GIP and 660 

ELECTRA+RAW+LIP+GIP, respectively. 661 

Among the other two personality components (i.e., 662 

RAW and GIP), the GIP component was more 663 

effective in identifying hate speech than the RAW 664 

component. GIP increased the F1-scores of 665 

vanilla models by 3.17% - 4.49% while RAW 666 

improved them by 1.78% - 4.23%. We observed 667 

the similar trend in model performance when two 668 

  
(a) WikiHate (b) SupremacistHate   

Precision Recall F1 AUCPR Precision Recall F1 AUCPR 

BERT 

Vanilla 63.34 91.00 74.69 88.56 61.89 47.78 53.93 59.34 
RAW 67.03 89.00 76.47 88.81 57.35 50.63 53.78 56.14 

LIP 71.47 86.56 78.29 88.65 68.75 45.25 54.58 59.54 
GIP 69.88 87.89 77.86 89.10 63.27 49.05 55.26 61.70 

RAW+LIP 70.00 89.44 78.53 89.32 65.95 48.42 55.84 61.00 
RAW+GIP 71.51 87.00 78.50 89.73 65.22 47.47 54.95 60.55 

LIP+GIP 72.91 86.44 79.10 89.18 69.91 50.00 58.30 63.30 
RAW+LIP+GIP 76.48 84.56 80.32 89.41 65.85 51.27 57.65 63.25 

RoBERTa 

Vanilla 68.55 90.11 75.16 90.31 53.35 52.85 53.10 55.90 
RAW 70.82 90.33 79.39 91.23 60.54 50.00 54.77 59.20 

LIP 79.56 85.22 82.29 91.39 62.02 56.33 59.04 64.44 
GIP 71.54 89.67 79.59 90.82 66.27 53.48 59.19 66.53 

RAW+LIP 73.28 87.78 79.88 90.58 66.80 52.85 59.01 63.95 
RAW+GIP 71.17 90.78 79.79 90.95 63.67 56.01 59.59 63.81 

LIP+GIP 74.15 89.56 81.13 91.05 64.95 59.81 62.27 67.63 
RAW+LIP+GIP 78.81 86.78 82.60 91.40 60.94 61.71 61.32 63.59 

ELECTRA 

Vanilla 63.22 89.56 74.12 88.26 68.05 36.39 47.42 53.22 
RAW 67.83 90.89 77.68 90.49 64.80 40.19 49.61 54.33 

LIP 77.09 87.11 81.79 91.18 64.68 51.58 57.39 62.87 
GIP 72.40 90.67 78.61 91.29 61.87 54.43 57.91 60.21 

RAW+LIP 75.17 84.78 79.69 88.14 61.82 43.04 50.75 58.96 
RAW+GIP 74.20 85.00 79.23 88.79 62.83 44.94 52.40 59.64 

LIP+GIP 69.00 87.56 77.18 87.94 63.00 54.43 58.40 59.22 

RAW+LIP+GIP 73.21 91.11 81.19 91.77 64.34 49.68 56.07 61.29 

Google Perspective 73.64 88.78 80.50 90.99 51.77 36.19 42.60 48.32 

* The shaded cells indicate the best results; ** The scores of these metrics are not reported; *** All metrics are reported in percentage. 

Table 2. The summary of our proposed method 
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of the three personality components were 669 

included. That is, a model with LIP+GIPs in 670 

general outperformed that with RAW+LIPs or 671 

RAW+GIPs. These results indicate the 672 

importance of intermediate personality traits in 673 

effective hate speech detection.  674 

In Table 2-(b), we summarized model 675 

performance on SupremacistHate. Aligning with 676 

the results on WikiHate, models with LIP and GIP 677 

produces good results in general. 678 

BERT+LIP+GIP recorded the highest precision 679 

rate of 69.61% while RoBERTa+RAW+LIP+GIP 680 

reported the highest recall rate of 61.71%. 681 

RoBERTa+LIP+GIP produced the best results in 682 

terms of F1-score and AUCPR (62.27% and 683 

67.63%, respectively). We argue that these results 684 

further validate the aeffectiveness of our design 685 

that utilizes personality features in a unique way. 686 

It is also important to note that Google Perspective 687 

did not perform well on SupermacistHate. This is 688 

partly because of Google Perspective being a 689 

proprietary software and not being able to fine-690 

tune it on SupremacistHate. 691 

5 Discussion and Implications 692 

The implications of this study are manifold. First, 693 

from the methodological perspective, we 694 

introduced an automated hate speech detection 695 

framework based on personality traits inferred 696 

from text. Our method is the first to focus on the 697 

intricate relationship of personality and hate. That 698 

is, based on the recent discovery of psychology 699 

literature, we designed our method, using the 700 

multi-head self-attention mechanism, to capture 701 

not only low-level but also intermediate 702 

personality factors (i.e., LIP and GIP), which have 703 

been largely neglected in prior literature. This 704 

significantly improved the performance of our 705 

personality-based approach in detecting hate 706 

comments, outperforming state-of-the-art 707 

baselines including Google Perspective across 708 

multiple contexts.  709 

Second, from the theoretical perspective, we 710 

extended theories of personality factors formed in 711 

psychology literature in a hate-speech context. 712 

Specifically, several recent studies in psychology 713 

have suggested the possible existence of 714 

intermediate personality traits bridging the lower-715 

level and the higher-level personality factors 716 

(DeYoung et al., 2007). We incorporated this new 717 

perspective into our design process and the results 718 

strongly suggest that there is indeed a need for 719 

more detailed exploration of these intermediate 720 

personality factors.  721 

Lastly, our study has practical implications 722 

for businesses and society. First, hate speech 723 

burdens businesses with additional costs for 724 

hiring content moderators and our method can 725 

assist in reducing these costs. Social media 726 

businesses are increasingly facing regulations 727 

from governmental authorities to restrict hate 728 

speech on their platforms. As a response, they 729 

have employed tens of thousands of workers 730 

solely for moderating inappropriate content. For 731 

example, Facebook have been spending more than 732 

500 million dollars a year to its outsourcing 733 

vendors for regulating toxic content on the 734 

platform (Santariano and Isaac, 2021). Second, 735 

hate speech entails tremendous social costs as 736 

well. Facebook’s leaked internal report revealed 737 

that cyberbullying on people’s bodies on 738 

Instagram made teenage girls extremely obsessed 739 

with their appearance causing anxiety and 740 

depression (Callahan, 2021; Wells et al., 2021). 741 

Another research has identified the association 742 

between online hate and suicide-related behaviors 743 

(Sumner et al., 2021). On top of that, there is a 744 

growing body of evidence that hate speech causes 745 

psychological problems for those who are hired to 746 

monitor it, content moderators. Content 747 

moderators of social media companies, 748 

continuously being exposed to toxic content, tend 749 

to suffer from post-traumatic stress disorder 750 

(Arsht and Etcovitch, 2018). Consequently, both 751 

businesses and society are putting more and more 752 

interests in building automated systems for 753 

effectively detecting hate speech and we claim 754 

that our framework can play a significant role in 755 

such tasks. 756 

This study is not without limitations, and we 757 

plan to extend our study in the future. For example, 758 

personality traits were deduced based on the 759 

writing level rather than the individual level, 760 

potentially impacting the accuracy of the results. 761 

In addition, a more comprehensive examination 762 

should be carried out to assess the applicability of 763 

our hate detection method to various 764 

subcategories of hate (e.g., sexism, racism, 765 

ageism). 766 
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