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Abstract

Large Language Models (LLMs) still face sig-001
nificant challenges in reasoning and arithmetic.002
Although temporal reasoning has raised increas-003
ing research attention, comprehensive testing004
of Allen’s interval relations (e.g., before, after,005
during) -a fundamental framework for tempo-006
ral relationships- remains underexplored. To007
fill this gap, we present ChronoSense, a new008
benchmark for evaluating LLMs’ temporal un-009
derstanding. It includes 16 tasks, identify-010
ing the Allen relation between two temporal011
events and temporal arithmetic. We assess012
the performance of seven recent LLMs. The013
results indicate that models handle Allen re-014
lations, even symmetrical ones, quite differ-015
ently. Moreover, the findings suggest that the016
models may rely on memorization to answer017
time-related questions. Overall, the models’018
low performance highlights the need for im-019
proved temporal understanding in LLMs. Our020
dataset and the source code are available at021
https://bit.ly/chronosense022

1 Introduction023

Large Language Models (LLMs) have demon-024

strated remarkable proficiency across various tasks025

in NLP. Despite these advancements, significant026

challenges persist in areas such as reasoning, arith-027

metic (BIG-bench authors, 2023), and working028

with numerical values (Wei et al., 2022). These029

limitations affect their performance in temporal030

reasoning and numerical arithmetic.031

Recent research has shown a growing interest032

in evaluating the temporal reasoning capabilities033

of LLMs. Efforts have focused on event ordering,034

comparing temporal events, temporal question an-035

swering, and event forecasting (Chu et al., 2023).036

However, a notable gap remains: the comprehen-037

sive testing of Allen’s intervals, one of the most038

fundamental temporal reasoning frameworks that039

have been in use for over 30 years (Allen, 1989).040

Figure 1: 13 Allen relations between two
intervals, covering all combinations.

Allen’s intervals provide a formal structure for 041

representing temporal relationships between events, 042

defining thirteen possible relations between time 043

intervals. Despite its importance, existing bench- 044

marks cover only subsets of these relations. We 045

demonstrate these 13 relations in Figure 1. 046

To illustrate our task, consider the following ex- 047

ample: In Figure 2, the first event is the fourth 048

cholera pandemic which occurred between 1863 049

and 1875, while World War II occurred between 050

1939 and 1945. In our prompt, we list these two 051

events with their names and respective start and 052

end years and then ask a True/False question about 053

one of the 13 Allen relations. For example, we 054

ask the LLM whether the fourth cholera pandemic 055

happened "before" World War II. 056

While such tasks are straightforward for humans, 057

they pose considerable difficulty for LLMs due to 058

the need to compare numerical values accurately. 059

Our research focuses on reasoning about time in- 060

tervals, and assessing how models perform on tem- 061

poral understanding tasks. We also incorporate 062

three time arithmetic tasks to challenge the models 063

further. 064

Our contributions can be summarized as follows: 065
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Figure 2: An example for comparing two
temporal events with LLMs.

• We present a comprehensive evaluation of066

LLMs’ performance on temporal reasoning067

tasks using our ChronoSense benchmark. Our068

evaluation spans Allen relations and temporal069

arithmetic tasks across 0-shot, few-shot, and070

chain-of-thought (CoT) prompting scenarios.071

• We demonstrate the effectiveness of few-shot072

and CoT prompting in improving LLM per-073

formance, especially on temporal arithmetic074

tasks that require step-by-step reasoning.075

• We investigate the influence of memorization076

on LLMs’ ability to perform temporal reason-077

ing tasks, especially when models encounter078

real-world event names that might have been079

part of pre-training data.080

2 Preliminaries081

Allen’s Interval Algebra. Allen’s interval algebra082

(IA) (Allen, 1989) provides 13 different relations083

between two intervals. As illustrated in Figure084

1, these relations are "Equals", "Before", "After",085

"Overlaps", "Overlapped-by", "Contains", "Dur-086

ing", "Started-by", "Starts", "Finished-by", "Fin-087

ishes" "Meets", and "Met-by". These relations are088

mutually exclusive and cover all possible temporal089

relationships between two intervals. IA serves as090

a base for artificial intelligence and has been used091

in many applications (Janhunen and Sioutis, 2019).092

Although it is not the focus of this study, it allows093

deriving new facts. For instance, through transitiv-094

ity, if Event e1 happens before Event e2, and Event095

e2 happens before Event e3, then Event e1 happens096

before Event e3. Therefore, correctly identifying097

the relationships between intervals is essential to098

support this type of reasoning. 099

3 ChronoSense Dataset 100

We create an event-centric dataset, named 101

ChronoSense1. This dataset is designed to diag- 102

nose how well LLMs comprehend temporal events 103

and the relationships between them, as illustrated 104

in Figure 2. ChronoSense contains True/False ques- 105

tions that include different temporal dimensions. It 106

features two types of questions: (1) Allen questions 107

(requiring models to determine the Allen relation 108

of two time intervals) and (2) temporal arithmetic 109

tasks focused on a single event (challenging models 110

to draw conclusions based on explicit time informa- 111

tion). We set the time granularity to years for both 112

question types. The prompts used in ChronoSense 113

can be seen in Table 3 in Appendix A. 114

Question Type 1: Comparing Two Temporal 115

Events with Allen Relations. We extract real event 116

pairs from the Wikidata (Vrandečić and Krötzsch, 117

2014) (Section A.1). Similar to (Yang et al., 2023), 118

every test instance in our dataset is in (Context, Hy- 119

pothesis, Correctness) format. Context introduces 120

the events and explicitly states the time periods 121

when the events have occurred (e.g. The event 122

‘fourth cholera pandemic’ occurred between year 123

1863 and year 1875. The event ‘World War II’ oc- 124

curred between year 1939 and year 1945.). Hypoth- 125

esis verbalizes an Allen relation in natural language 126

(e.g. Did ‘fourth cholera pandemic’ occur before 127

‘World War II’ without any overlap between the two 128

events? Answer True or False.). Correctness is 129

True if Hypothesis describes the temporal relation- 130

ship between these two events correctly and False 131

otherwise (e.g. True for the example above.). 132

Question Type 2: Temporal Arithmetic With A 133

Single Event. To get insights into models’ ability 134

to perform temporal arithmetic, we also include 135

temporal arithmetic questions in ChronoSense. 136

Context introduces a single event and explicitly 137

states the time information and optionally a tem- 138

poral feature such as its duration or frequency (e.g. 139

‘Event A’ first occurred in year 1909. ‘Event A’ oc- 140

curs every 12 years.). Hypothesis is a statement that 141

is not covered in Context and requires arithmetic 142

calculations to verify (e.g. Did ‘Event A’ occur 143

again in the year 1921? Answer True or False.). 144

Correctness is True if Hypothesis matches with 145

the calculations based on the Context and False 146

otherwise (e.g. True for the example above). 147

1The dataset will be released under the CC BY 4.0 license.
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The temporal arithmetic questions cover three148

different aspects. End Timepoint focuses on the du-149

ration of an event and requires models to determine150

the end time based on the given start time and dura-151

tion. Next Occurrence focuses on the frequency of152

events and challenges models to calculate when an153

event occurs again based on a given frequency. In-154

termediate Timepoint, which is novel to this work,155

challenges models to infer whether an event was156

happening between its start and end time by asking157

if it happened at a certain year in time. Due to158

the limited number of events with frequency from159

Wikidata, we synthetically create these questions.160

Therefore, the events do not have event names, but161

rather we name them as "Event A". For each ques-162

tion, we create a negative sample by creating a163

wrong Hypothesis (e.g. by changing the next oc-164

currence year in the previous example from 1921165

to 1950.).166

Different event abstraction levels. For Allen ques-167

tions, we have an abstract version of each question168

where we hide the names of the events by replacing169

them with letters such as "Event A" and "Event B".170

This setting allows us to see how the memorization171

affects LLM’s performance by comparing the ab-172

stract versions with the original versions (where we173

have event names).174

Different prompts for questions. There are multi-175

ple ways to ask a question so we create two differ-176

ent additional prompts for each question to under-177

stand the effect of the prompt. All prompts can be178

seen in Table 3 and Table 10 in the Section A.179

Negative samples. To evaluate the robustness of180

the LLM’s predictions, we generate negative ex-181

amples for each data instance (detailed in A.1.1).182

Therefore, the Correctness value is "True" in 50%183

of the data instances, and "False" in the other half.184

Dataset statistics. For each Allen relation and185

each temporal arithmetic question, ChronoSense186

has 4,000 training samples, 500 validation samples,187

and 50 test samples to ensure reproducibility.188

4 Experiments189

We evaluate the performance of various LLMs on190

a task framed as binary classification. Specifi-191

cally, the models are tasked with answering True192

or False to a set of prompts on temporal reason-193

ing. We evaluate the accuracy of the models, where194

we have a random chance accuracy of 50%. We195

compare the following LLMs in our experiments:196

Gemma2-9, GPT-4o, GPT-4o-mini, Meta-Llama-197

3.1-8B-Instruct, Mistral-7B-Instruct-v0.2 (Jiang 198

et al., 2023), Mixtral-8x7B-Instruct-v0.1 (Jiang 199

et al., 2024), Phi-3-mini-128k-instruct. Each model 200

can generate up to 64 new tokens for an answer; 201

however, in the chain-of-thought (CoT) setting, the 202

maximum token limit is increased to 512 to pro- 203

vide more space for reasoning. For both question 204

types (Allen and temporal arithmetic), we report 205

on different settings: 0-shot, 1-shot, 3-shot, Chain- 206

of-Thought (CoT) prompting. For Allen questions, 207

we also report on abstract versions in which we 208

remove the real event names. As mentioned in Sec- 209

tion 3, the temporal arithmetic questions are all 210

in the abstract setting. We report the averaged re- 211

sults in Table 1. The complete experimental results, 212

including the experiments on individual Allen rela- 213

tions, can be found in A.2. Moreover, in Table 2, 214

we zoom in and report the 0-shot performance on 215

individual Allen relations for three models. 216

General Findings. (1) The models exhibit low 217

performance and lack consistency on ChronoSense 218

questions across the experiments, given the fact 219

that the random prediction would lead to 0.50 accu- 220

racy. This suggests the need for improvements in 221

temporal understanding in LLMs. (2) Arithmetic 222

questions are typically more challenging than Allen 223

relations in both zero-shot and few-shot settings. 224

(3) Few-shot setting is helpful for most models for 225

Allen questions, although CoT has no consistent 226

effect. Despite these improvements, the tasks re- 227

main challenging, as several models still have an 228

accuracy below 0.60. (4) CoT prompting helps all 229

models in arithmetic questions. This is expected 230

as these questions require step-by-step reasoning. 231

(5) When averaged over models, some Allen rela- 232

tions are easier and some are more challenging for 233

the models. First, "Before" and "After" are easier 234

than other relations in all experiments. This is ex- 235

pected as these relations are the most frequently 236

used phrases among others. This may also indicate 237

that the models are better at detecting relations that 238

do not contain any overlap. Second, "Equals" is 239

the hardest relation in zero-shot and abstract set- 240

tings, and "Finishes" is the hardest for few-shot 241

and "Overlapped-by" for the CoT setting. (6) The 242

models do not perform similarly for symmetrical 243

Allen relations. For instance, despite their symmet- 244

ric nature, averaged model performance for "Be- 245

fore" is higher than "After". Similarly, "Contains" 246

and "Finished-by" are easier than their symmetri- 247

cal relations "During" and "Finishes" (except for 248

one tie case). (7) The abstract versions are more 249
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Type Setting Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini
Allen 0-shot 0.08* 0.86 0.73 0.18* 0.49 0.54 0.45

1-shot 0.74 0.95 0.73 0.54 0.47 0.57 0.59
3-shot 0.79 0.95 0.74 0.60 0.48 0.58 0.70
CoT 0.75 0.64 0.70 0.59 0.52 0.54 0.80
Abstract 0.04* 0.83 0.64 0.06* 0.21 0.36 0.38

Arithmetic 0-shot 0.82 0.62 0.62 0.18* 0.35 0.36 0.34
1-shot 0.68 0.60 0.50 0.01* 0.38 0.45 0.0*
3-shot 0.66 0.64 0.37 0.0* 0.44 0.66 0.0*
CoT 0.96 0.98 0.99 0.72 0.72 0.73 0.98

Table 1: The average performance comparison between different settings on two different question types in
ChronoSense. (*) indicates the models that perform poorly due to a high number of answers that did not follow the
instruction e.g. the model did not answer with "True" or "False".

Allen Relation GPT-4o Mixtral-8x7B Phi-3-mini
Equals 0.76 0.4 0.44
Before 0.88 0.88 0.84
After 0.98 0.74 0.6
Overlaps 0.9 0.38 0.48
Overlapped-By 0.76 0.52 0.46
Contains 0.88 0.44 0.34
During 0.86 0.5 0.42
Started-By 0.86 0.58 0.32
Starts 0.84 0.48 0.46
Finished-By 0.9 0.4 0.32
Finishes 0.94 0.48 0.32
Meets 0.9 0.76 0.46
Met-By 0.84 0.58 0.44

Table 2: 0-shot setting results for GPT-4o, Mixtral-8x7B,
and Phi-3-mini on 13 Allen relations.

challenging for the models. Models may rely on250

memorization to answer temporal understanding251

questions for the events included in the pre-training252

data. In other words, the implicit knowledge from253

pre-training can influence their performance on254

temporal understanding. (8) The different ways of255

asking the same question affect the performance,256

but not significantly (Table 11 in Section A.3). This257

validates our decision to choose one prompt variant258

to report performances for all the experiments.259

5 Related Work260

Temporal reasoning has been extensively studied261

in NLP (Terenziani, 2009; Sanampudi and Ku-262

mari, 2010) and QA over temporal knowledge263

graphs (Dhingra et al., 2022; Zhao et al., 2022;264

Saxena et al., 2021; Chen et al., 2021; Jia et al.,265

2018a,b, 2021). A new line of work focuses266

on LLMs’ temporal knowledge and reasoning.267

TimeBench (Chu et al., 2023) covers abstract tem-268

poral expressions, commonsense reasoning, and269

event relationships. Other benchmarks include270

those by (Jain et al., 2023) for commonsense-based271

temporal tasks and TimeLlama (Yuan et al., 2023)272

for event forecasting. TGQA (Xiong et al., 2024) 273

evaluates synthetic temporal QA but only cov- 274

ers three simple event relations. TRACIE (Zhou 275

et al., 2021) assesses reasoning over implicit events, 276

while TEMPREASON (Tan et al., 2023a) probes 277

three levels of temporal understanding but primar- 278

ily focuses on factual recall. TRAM (Wang and 279

Zhao, 2023) includes event relations from (UzZa- 280

man et al., 2013) but lacks explicit events. (Tan 281

et al., 2023b) has temporal arithmetic but it is event- 282

independent. LTLBench (Tang and Belle, 2024) 283

uses linear temporal logic to model the temporal 284

relationships between events. Test of Time (Fatemi 285

et al., 2024) creates a synthetic dataset to isolate 286

temporal reasoning. Recent works on event order- 287

ing include TDDiscourse (Naik et al., 2019), which 288

classifies implicit event relations overlapping with 289

Allen’s framework. Datasets from (Vashishtha 290

et al., 2020) focus on event ordering and duration, 291

while TORQUE (Ning et al., 2020) presents a read- 292

ing comprehension dataset to investigate the tem- 293

poral ordering of events but lacks explicit start and 294

end times. Despite the variety of benchmarks, none 295

covers all 13 of Allen’s interval relations. 296

6 Conclusion 297

We introduce ChronoSense, a diagnostic dataset 298

designed to assess LLMs’ ability to compare event 299

timelines using Allen relations and perform tem- 300

poral arithmetic. We show that models frequently 301

struggle with these tasks and may rely on memo- 302

rization rather than reasoning. This raises critical 303

concerns about their reliability in applications such 304

as historical analysis, legal AI, and medical time- 305

lines. Future research should focus on improving 306

LLMs’ temporal reasoning capabilities, integrating 307

temporal constraint-based reasoning, and analyzing 308

multi-event comparisons. 309

4



7 Limitations310

Our work has some limitations regarding the311

dataset and the evaluation. Concerning the dataset,312

we limit the size of the test set due to reproducibil-313

ity concerns and the computational cost of large314

models. This may affect the generalizability of the315

results. Moreover, some Wikidata events have am-316

biguous names that may mislead the model, e.g.,317

an exhibition event named after a painter, which318

may not clearly indicate a temporal event to the319

models. On the evaluation side, our study involves320

a relatively small selection of models and some321

closed-source models (e.g. GPT-4o). Moreover, al-322

though we test 3 different prompt versions per task,323

we acknowledge that the prompt content may influ-324

ence the model performance. Lastly, we truncate325

the LLM outputs when they exceed the maximum326

token lengths. This potentially omits some of the327

correct answers and leads to lower accuracy scores328

for the respective models.329

8 Ethics Statement330

Our dataset, which sources events from Wikidata,331

inherently carries the risk of containing incorrect332

information. This could unintentionally propa-333

gate misinformation. While our script filters out334

data points containing certain triggering keywords,335

some event names may still include inappropri-336

ate or harmful content. This does not reflect the337

views or opinions of the authors. Moreover, the338

data points in ChronoSense do not represent indi-339

viduals but rather events categorized as instances340

or subclasses of "occurrence" 2. However, some341

events include the names of individuals, such as342

exhibitions named after artists. Furthermore, we343

acknowledge the environmental impact associated344

with LLMs. Although our study only utilizes pre-345

trained models, inference with these models still346

demands significant computational resources.347
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A Appendix506

A.1 Allen Question Generation507

To generate the Allen questions, we take the fol-508

lowing steps:509

1. We extract real-world event pairs from Wiki-510

data (Vrandečić and Krötzsch, 2014) via511

SPARQL. The used Wikidata content is li-512

cenced under CC0 3.513

2. We determine the valid Allen relation for this514

event pair by comparing the time intervals of515

these events.516

3. In order to map these relations into text,517

we verbalize each Allen relation using the518

prompts as depicted in Table 3.519

A.1.1 Negative Samples For Allen Questions520

For the positive samples, we put the correct Allen521

relations to the Hypothesis and set the Correct-522

ness as True. However, for negative samples, we523

choose another Allen relation (e.g. choosing the524

"Meets" relation instead of "Before") and set the525

Correctness to False. However, since we set the526

time granularity as years instead of days, generat-527

ing negative samples for Allen relations presents528

certain challenges. For example, the "Equals" re-529

lation requires that both the start and end points530

of two events match exactly. When we create a531

negative sample for "Equals", we cannot use the532

"Contains" relation. This is because the second533

event could start later and end earlier than the first534

event, even if the years are the same. Since the535

exact days/dates of the events are not known, the536

information provided in the context will be am-537

biguous. To address this issue, we exclude such538

problematic relations from the pool of candidate539

relations during negative sampling.540

Below we provide a list of Allen relations along541

with the Allen relations that are excluded from its542

negative sample candidates to avoid such inconclu-543

sive cases.544

• "Equals": "Overlaps", "Contains", "During",545

"Overlapped-By", "Started-By", "Starts",546

"Finished-By", "Finishes"547

• "Started-By": "Contains", "Overlapped-By"548

• "Starts": "Overlaps", "During"549

• "Finished-By": "Overlaps", "Contains"550

• "Finishes": "During", "Overlapped-By"551

• "Meets": "Before", "Overlaps"552

• "Met-By": "Overlapped-By", "After"553
3https://www.wikidata.org/wiki/Wikidata:

Licensing

A.2 Detailed Results 554

For Allen questions, we report the 0-shot, 1-shot, 555

3-shot, and Chain-of-Thought results in Table 4, 556

Table 5, Table 6, and Table 7. Moreover, Table 8 557

includes the results for the abstract setting, where 558

we replace the actual event names with abstract 559

names such as "Event A" and "Event B". 560

Table 9 reports the results of the 0-shot, few-shot, 561

chain-of-thought for temporal arithmetic questions 562

(End Timepoint, Intermediate Timepoint and Next 563

Occurrence). 564

A.3 Different prompts 565

ChronoSense has different prompt variants for each 566

question type. The templates for prompt variants 567

can be seen in Table 10. In order to show the effect 568

of different prompts, we report the average accu- 569

racy values with standard deviation across three 570

prompt variants in Table 11. Although there are 571

cases with high standard deviation, we do not ob- 572

serve a relation that has consistently high values. 573

A.4 Computational Budget 574

We ran all experiments using HuggingFace on a 575

single Nvidia H100 - 80GB or via the OpenAI API. 576

None of the experiments per model took longer 577

than 24 hours. The experiments via the OpenAI 578

API caused costs of less than 100$. 579
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Type Question Template
Allen Equals Did ‘Event A’ begin in the same year as ‘Event B’ and end in the same year as ‘Event B’? Answer True or False.
Allen Before Did ‘Event A’ occur before ‘Event B’ without any overlap between the two events? Answer True or False.
Allen After Did ‘Event A’ occur after ‘Event B’ without any overlap between the two events? Answer True or False.
Allen Overlaps Did ‘Event A’ begin before ‘Event B’ and end before ‘Event B’ ended, with some overlap between the two events? Answer True or False.
Allen Overlapped-By Did ‘Event B’ begin before ‘Event A’ and end before ‘Event A’ ended, with some overlap between the two events? Answer True or False.
Allen Contains Did ‘Event A’ begin before ‘Event B’ began and end after ‘Event B’ ended, entirely containing ‘Event B’? Answer True or False.
Allen During Did ‘Event A’ begin after ‘Event B’ began and end before ‘Event B’ ended, being entirely contained within ‘Event B’? Answer True or False.
Allen Started-By Did ‘Event B’ begin in the same year as ‘Event A’, but end before ‘Event A’ ended? Answer True or False.
Allen Starts Did ‘Event A’ begin in the same year as ‘Event B’, but end before ‘Event B’ ended? Answer True or False.
Allen Finished-By Did ‘Event B’ begin after ‘Event A’ began and end in the same year as ‘Event A’? Answer True or False.
Allen Finishes Did ‘Event A’ begin after ‘Event B’ began and end in the same year as ‘Event B’? Answer True or False.
Allen Meets Did ‘Event A’ end in the same year as ‘Event B’ began? Answer True or False.
Allen Met-by Did ‘Event B’ end in the same year as ‘Event A’ began? Answer True or False.
Arithmetic End timepoint Did ‘Event A’ end in the year [start+duration]? Answer True or False.
Arithmetic Next occurrence Did ‘Event A’ occur again in the year [next-occurrence]? Answer True or False.
Arithmetic Intermediate timepoint Was ‘Event A’ happening in the year [intermediate]? Answer True or False.

Table 3: Templates used in ChronoSense.

Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

Equals 0.04 0.76 0.58 0.14 0.18 0.4 0.44 0.36
Before 0.52 0.88 0.82 0.04 0.88 0.88 0.84 0.69
After 0.18 0.98 0.82 0.26 0.9 0.74 0.6 0.63
Overlaps 0.02 0.9 0.8 0.2 0.46 0.38 0.48 0.46
Overlapped-By 0.04 0.76 0.72 0.3 0.42 0.52 0.46 0.46
Contains 0.04 0.88 0.8 0.1 0.48 0.44 0.34 0.44
During 0.02 0.86 0.6 0.38 0.42 0.5 0.42 0.45
Started-By 0.02 0.86 0.76 0.18 0.38 0.58 0.32 0.44
Starts 0.0 0.84 0.74 0.24 0.48 0.48 0.46 0.46
Finished-By 0.02 0.9 0.78 0.14 0.46 0.4 0.32 0.43
Finishes 0.06 0.94 0.64 0.16 0.42 0.48 0.32 0.43
Meets 0.14 0.9 0.76 0.06 0.5 0.76 0.46 0.51
Met-By 0.0 0.84 0.7 0.14 0.5 0.58 0.44 0.45

Average 0.08 0.86 0.73 0.18 0.49 0.54 0.45

Table 4: 0-shot setting results on 13 Allen questions with explicit event names.

Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

Equals 0.64 0.96 0.7 0.62 0.36 0.62 0.58 0.63
Before 1.0 0.96 0.92 0.74 0.92 0.94 0.88 0.90
After 0.86 1.0 0.94 0.76 0.78 0.78 0.86 0.85
Overlaps 0.82 0.96 0.58 0.46 0.42 0.52 0.66 0.63
Overlapped-By 0.68 0.84 0.56 0.5 0.36 0.52 0.66 0.58
Contains 0.8 1.0 0.7 0.46 0.48 0.52 0.56 0.64
During 0.7 0.94 0.7 0.66 0.44 0.58 0.42 0.63
Started-By 0.54 1.0 0.86 0.42 0.3 0.5 0.34 0.56
Starts 0.86 0.98 0.8 0.56 0.44 0.48 0.7 0.68
Finished-By 0.7 1.0 0.76 0.5 0.4 0.48 0.74 0.65
Finishes 0.5 0.94 0.52 0.46 0.42 0.52 0.44 0.54
Meets 0.84 0.92 0.86 0.46 0.42 0.46 0.42 0.62
Met-By 0.72 0.88 0.6 0.46 0.48 0.5 0.44 0.58

Average 0.74 0.95 0.73 0.54 0.47 0.57 0.59

Table 5: 1-shot setting results on Allen questions with explicit event names.
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Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

Equals 0.76 0.98 0.76 0.64 0.44 0.58 0.78 0.70
Before 0.98 0.98 0.94 0.78 0.68 0.94 0.98 0.89
After 0.86 0.98 0.9 0.8 0.74 0.8 0.88 0.85
Overlaps 0.86 0.94 0.54 0.54 0.44 0.5 0.8 0.66
Overlapped-By 0.68 0.76 0.52 0.54 0.48 0.36 0.8 0.59
Contains 0.86 0.98 0.78 0.54 0.46 0.54 0.52 0.66
During 0.82 1.0 0.78 0.6 0.42 0.56 0.48 0.66
Started-By 0.62 1.0 0.88 0.44 0.42 0.52 0.54 0.63
Starts 0.92 0.98 0.96 0.64 0.44 0.68 0.92 0.79
Finished-By 0.86 0.98 0.56 0.54 0.46 0.44 0.68 0.64
Finishes 0.5 0.98 0.54 0.56 0.44 0.42 0.54 0.56
Meets 0.9 0.96 0.84 0.62 0.46 0.66 0.68 0.73
Met-By 0.66 0.88 0.74 0.66 0.48 0.64 0.56 0.66

Average 0.79 0.95 0.74 0.60 0.48 0.58 0.70

Table 6: 3-shot setting results on Allen questions with explicit event names.

Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

Equals 0.46 0.6 0.76 0.8 0.3 0.4 0.76 0.58
Before 1.0 0.78 0.82 0.56 0.9 0.92 0.9 0.84
After 0.96 0.8 0.8 0.64 0.94 0.68 0.86 0.81
Overlaps 0.68 0.58 0.66 0.6 0.64 0.48 0.62 0.60
Overlapped-By 0.66 0.5 0.72 0.44 0.4 0.46 0.62 0.54
Contains 0.72 0.58 0.78 0.52 0.42 0.66 0.82 0.64
During 0.8 0.58 0.78 0.58 0.46 0.64 0.8 0.66
Started-By 0.78 0.68 0.48 0.64 0.32 0.58 0.9 0.62
Starts 0.8 0.58 0.58 0.58 0.4 0.46 0.92 0.61
Finished-By 0.76 0.56 0.54 0.54 0.46 0.4 0.82 0.58
Finishes 0.62 0.5 0.56 0.48 0.54 0.42 0.76 0.55
Meets 0.82 0.84 0.86 0.74 0.42 0.54 0.8 0.71
Met-By 0.78 0.86 0.8 0.62 0.56 0.48 0.94 0.72

Average 0.75 0.64 0.70 0.59 0.52 0.54 0.80

Table 7: Chain-of-Thought setting results on Allen questions with explicit event names.

Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

Equals 0.02 0.42 0.36 0.1 0.02 0.02 0.62 0.22
Before 0.04 0.92 0.84 0.02 0.46 0.88 0.52 0.52
After 0.0 0.98 0.94 0.02 0.38 0.62 0.4 0.47
Overlaps 0.02 0.9 0.5 0.04 0.14 0.3 0.34 0.32
Overlapped-By 0.04 0.64 0.48 0.06 0.14 0.2 0.36 0.27
Contains 0.06 0.92 0.72 0.06 0.28 0.42 0.34 0.39
During 0.26 0.8 0.52 0.06 0.18 0.28 0.38 0.35
Started-By 0.0 0.92 0.66 0.08 0.06 0.28 0.24 0.32
Starts 0.04 0.92 0.64 0.1 0.02 0.24 0.42 0.34
Finished-By 0.0 0.9 0.76 0.08 0.22 0.36 0.34 0.38
Finishes 0.06 0.78 0.58 0.06 0.06 0.26 0.28 0.29
Meets 0.08 0.94 0.72 0.1 0.42 0.42 0.42 0.44
Met-By 0.0 0.82 0.66 0.06 0.42 0.46 0.38 0.39

Average 0.04 0.83 0.64 0.06 0.21 0.36 0.38

Table 8: 0-shot setting results on Allen questions with the abstract event names.
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Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini Average

End-Timepoint (0-shot) 0.8 0.64 0.6 0.18 0.48 0.42 0.04 0.45
Next-Occurrence (0-shot) 0.88 0.24 0.28 0.1 0.12 0.12 0.08 0.26
Intermediate-Timepoint (0-shot) 0.78 1.0 1.0 0.26 0.46 0.54 0.92 0.70

Average (0-shot) 0.82 0.62 0.62 0.18 0.35 0.36 0.34

End-Timepoint (1-shot) 0.54 0.64 0.36 0.02 0.34 0.4 0.0 0.32
Next-Occurrence (1-shot) 0.52 0.18 0.16 0.02 0.36 0.32 0.0 0.22
Intermediate-Timepoint (1-shot) 1.0 1.0 1.0 0.0 0.46 0.64 0.0 0.58

Average (1-shot) 0.68 0.60 0.50 0.01 0.38 0.45 0.0

End-Timepoint (3-shot) 0.46 0.7 0.08 0.0 0.26 0.64 0.0 0.30
Next-Occurrence (3-shot) 0.58 0.24 0.04 0.0 0.44 0.54 0.0 0.26
Intermediate-Timepoint (3-shot) 0.94 1.0 1.0 0.0 0.62 0.82 0.0 0.62

Average (3-shot) 0.66 0.64 0.37 0.0 0.44 0.66 0.0

End-Timepoint (CoT) 1.0 0.98 0.98 0.78 0.82 0.92 1.0 0.92
Next-Occurrence (CoT) 0.92 0.96 1.0 0.74 0.8 0.74 0.96 0.87
Intermediate-Timepoint (CoT) 0.98 1.0 1.0 0.64 0.54 0.54 1.0 0.81

Average (CoT) 0.96 0.98 0.99 0.72 0.72 0.73 0.98

Table 9: The results on all temporal arithmetic questions in 0-, 1-, and 3-shot settings, as well as using CoT
prompting.
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Question Prompt alternative 1 Prompt alternative 2
Equals Does ‘Event A’ have identical start and

end years as ‘Event B’? Answer True or
False.

Are the starting and ending years of
‘Event A’ and ‘Event B’ the same? An-
swer True or False.

Before Is it true that ‘Event A’ took place com-
pletely before ‘Event B’? Answer True
or False.

Can it be confirmed that ‘Event A’ com-
pletely preceded ‘Event B’? Answer
True or False.

After Is it true that ‘Event A’ took place com-
pletely after ‘Event B’? Answer True or
False.

Can it be confirmed that ‘Event A’ com-
pletely succeeded ‘Event B’? Answer
True or False.

Overlaps Does ‘Event A’ overlap with ‘Event B’
by starting before and ending during it?
Answer True or False.

Is there a period where ‘Event A’ and
‘Event B’ overlapped, with ‘Event A’
starting and ending first? Answer True
or False.

Overlapped-By Does ‘Event A’ overlap with ‘Event B’
by starting after and ending after it? An-
swer True or False.

Is there a period where ‘Event A’ and
‘Event B’ overlapped, with ‘Event A’
starting and ending last? Answer True
or False.

Contains Does ‘Event A’ fully enclose ‘Event A’,
starting before and ending after ‘Event
B’? Answer True or False.

Does the time interval of ‘Event A’ con-
tain the time interval of ‘Event B’? An-
swer True or False.

During Is ‘Event A’ fully enclosed by ‘Event
B’, starting and ending within ‘Event
B’s duration? Answer True or False.

Can ‘Event A’ be considered to occur
entirely during ‘Event B’, from start to
finish? Answer True or False.

Started-By Does ‘Event A’ have the same starting
year as ‘Event B’ but finish later? An-
swer True or False.

Did ‘Event A’ initiated in the same year
as ‘Event B’ yet end later? Answer True
or False.

Starts Does ‘Event A’ have the same starting
year as ‘Event B’ but finish earlier? An-
swer True or False.

Did ‘Event A’ initiated in the same year
as ‘Event B’ yet end sooner? Answer
True or False.

Finished-By Does ‘Event A’ initiate before the start
of ‘Event B’ and finish in the same cal-
endar year? Answer True or False.

Is ‘Event A’ starting earlier than ‘Event
A’ and concluding within the same
year? Answer True or False.

Finishes Does ‘Event A’ initiate after the start of
‘Event B’ and finish in the same calen-
dar year? Answer True or False.

Is ‘Event A’ starting later than ‘Event B’
and concluding within the same year?
Answer True or False.

Meets Is the end of ‘Event A’ coinciding with
the start of ‘Event B’ in the same year?
Answer True or False.

Does the end of ‘Event A’ align with the
beginning of ‘Event B’ within the same
year? Answer True or False.

Met-by Is the start of ‘Event A’ coinciding with
the end of ‘Event B’ in the same year?
Answer True or False.

Does the beginning of ‘Event A’ align
with the end of ‘Event B’ within the
same year? Answer True or False.

End timepoint Is the conclusion of ‘Event A’ marked
within the year [start+duration]? An-
swer True or False.

Can it be confirmed that ‘Event A’ fin-
ished in the year [start+duration]? An-
swer True or False.

Next occurrence Is a recurrence of ‘Event A’ expected
in the year [next-occurrence]? Answer
True or False.

Can we anticipate another instance of
‘Event A’ in the year [next-occurrence]?
Answer True or False.

Intermediate
timepoint

During the year [intermediate], was
‘Event A’ in progress? Answer True
or False.

In the year [intermediate], can it be ver-
ified that ‘Event A’ was active? Answer
True or False.

Table 10: The different prompts used in ChronoSense.
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Gemma2-9B GPT-4o GPT-4o-mini Llama3.1-8B Mistral-7B Mixtral-8x7B Phi-3-mini

Equals 0.15± 0.15 0.85± 0.08 0.47± 0.13 0.23± 0.08 0.12± 0.05 0.44± 0.07 0.43± 0.06
Before 0.74± 0.21 0.93± 0.06 0.92± 0.09 0.17± 0.14 0.84± 0.11 0.93± 0.05 0.83± 0.12
After 0.32± 0.12 0.97± 0.01 0.78± 0.20 0.29± 0.06 0.64± 0.23 0.64± 0.16 0.56± 0.14
Overlaps 0.05± 0.05 0.85± 0.06 0.83± 0.05 0.19± 0.06 0.49± 0.06 0.46± 0.07 0.45± 0.08
Overlapped-By 0.05± 0.01 0.66± 0.23 0.65± 0.16 0.22± 0.07 0.45± 0.03 0.43± 0.09 0.40± 0.06
Contains 0.11± 0.07 0.93± 0.04 0.63± 0.16 0.15± 0.05 0.47± 0.01 0.49± 0.06 0.45± 0.13
During 0.05± 0.03 0.83± 0.03 0.46± 0.14 0.33± 0.04 0.45± 0.03 0.48± 0.02 0.41± 0.03
Started-By 0.08± 0.07 0.89± 0.03 0.72± 0.09 0.21± 0.03 0.39± 0.01 0.51± 0.11 0.46± 0.13
Starts 0.08± 0.07 0.86± 0.03 0.74± 0.06 0.29± 0.06 0.44± 0.05 0.49± 0.01 0.48± 0.03
Finished-By 0.09± 0.08 0.73± 0.27 0.66± 0.28 0.21± 0.07 0.47± 0.06 0.43± 0.05 0.35± 0.03
Finishes 0.05± 0.03 0.91± 0.03 0.65± 0.05 0.21± 0.06 0.47± 0.04 0.52± 0.09 0.39± 0.06
Meets 0.17± 0.03 0.94± 0.04 0.79± 0.06 0.09± 0.02 0.49± 0.01 0.57± 0.17 0.42± 0.03
Met-By 0.01± 0.01 0.79± 0.05 0.69± 0.01 0.20± 0.05 0.50± 0.00 0.52± 0.06 0.33± 0.09

End Timepoint 0.56± 0.22 0.59± 0.15 0.53± 0.09 0.16± 0.09 0.35± 0.25 0.45± 0.03 0.05± 0.01
Next Occurrence 0.77± 0.10 0.34± 0.09 0.27± 0.04 0.14± 0.04 0.19± 0.07 0.18± 0.06 0.13± 0.05
Intermediate 0.51± 0.31 1.00± 0.00 0.96± 0.05 0.25± 0.01 0.28± 0.22 0.26± 0.25 0.75± 0.16

Table 11: The mean accuracy and standard deviation values for three prompt variants.

12


	Introduction
	Preliminaries
	ChronoSense Dataset
	Experiments
	Related Work
	Conclusion
	Limitations
	Ethics Statement
	Appendix
	Allen Question Generation
	Negative Samples For Allen Questions

	Detailed Results
	Different prompts
	Computational Budget


