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Abstract

Given the success of ChatGPT, LaMDA and other large lan-
guage models (LLMs), there has been an increase in devel-
opment and usage of LLMs within the technology sector and
other sectors. While the level in which LLMs has not reached
a level where it has surpassed human intelligence, there will
be a time when it will. Such LLMs can be referred to as ad-
vanced LLMs. Currently, there are limited usage of ethical
artificial intelligence (AI) principles and guidelines address-
ing advanced LLMs due to the fact that we have not reached
that point yet. However, this is a problem as once we do reach
that point, we will not be adequately prepared to deal with
the aftermath of it in an ethical and optimal way, which will
lead to undesired and unexpected consequences. This paper
addresses this issue by discussing what ethical Al principles
and guidelines can be used to address highly advanced LLMs.

Introduction

The research, development and usage of large language
models (LLMs) continues to rapidly increase due to its suc-
cess in demonstrating its abilities to perform tasks more ef-
ficiently and effectively than humans. There are limitations
with the current LLMs, and those models do make mistakes
such as provide incorrect answers. For example, ChatGPT
failed the Taiwan’s 2022 Family Medicine Board Exam,
only answering 52 questions out of 125 correctly (Tzu-Ling
et al. 2023). At some point, these issues will be resolved, but
its progress and advancements will not stop there. Research
and development in LLMs will come to a point where LLMs
will surpass human intelligence, which in this paper we re-
fer to those models as highly advanced LLMs, or simply ad-
vanced LLMs. While this can lead to good outcomes through
making tasks easier to complete, it can also lead to bad out-
comes as well. An example of a bad outcome is when LLMs
generate convincingly misleading information that can po-
tentially have negative consequences in areas such as public
health and politics (Ray 2023).

To prevent such issues from occurring, we need to com-
mence the discussion on highly advanced LLMs and discuss
how we can approach it. Accordingly, this paper directly ad-
dresses this by discussing how ethical artificial intelligence
(AI) principles and guidelines could be used on advanced
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LLMs to prevent them from harming people and the envi-
ronment. The purpose of the paper is not to comprehensively
discuss the applications of the principles and guidelines to
advanced LLMs, but rather to initiate the discussion on it
and provide details on which principles and guidelines could
used to address advanced LLMs, and things that need to be
considered for them.

Background

Prior to addressing advanced LL.Ms, we will first review eth-
ical Al principles and guidelines, and LLMs in more details.
We will also highlight which principles and guidelines will
be used specifically for our approach along with factors to
consider.

Ethical Artificial Intelligence Principles

Ethical Al (also known as Al ethics) principles encom-
passes a wide range of areas within technology, including re-
sponsibility and privacy, fairness, explainability, robustness,
transparency, environmental sustainability, inclusion, moral
agency, value alignment, accountability, trust, and technol-
ogy misuse (IBM 2023). It is worth noting that while dif-
ferent areas of the world define ethical Al principles differ-
ently, the final goal is more or less the same. For example,
the Australian government focuses on 8 ethical Al princi-
ples (Australian Government 2023), while the Organization
for Economic Cooperation and Development (OECD) fo-
cus on 5 (OECD 2019). For both, the goal is to ensure Al
is safe, secure, trustworthy and reliable. In our case, when
approaching advanced LLMs with ethical Al principles, we
will specifically use responsibility, robustness and technol-
ogy misuse. Future work should investigate the use of other
ethical Al principles for advanced LLMs.

For our approach, we will use the Australian Govern-
ment’s understanding of the ethical Al principle of respon-
sibility. They state that businesses, organisations’ and indi-
viduals’ must take responsibility for the outcomes of the Al
systems that they design, develop, deploy and operate (Aus-
tralian Government 2023). For the principle of robustness,
we will use a perspective of robustness in Al shared amongst
African communities. Their perspective on the principle of
robustness states that ethical, legal and socio-cultural im-
pacts of Al need to be robustly considered and mitigated
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(Eke et al. 2023). We define technology misuse as the in-
tentional use of technology to achieve harmful outcomes
(Brundage et al. 2018). Accordingly, the ethical Al princi-
ple on technology misuse is to use technology in a way that
does not directly or indirectly harm others.

Ethical Artificial Intelligence Guidelines

There are multiple organizations that have created their own
set of ethical Al guidelines. Such entities include United Na-
tions Educational, Scientific and Cultural Organization (UN-
ESCO), and the EU. UNESCO’s guidelines consist of 11
different areas (UNESCO 2022), while the EU’s consist of
7. Similar to the ethical Al principles, the final goal for the
guidelines is more or less the same. The goal is to protect
humanity, individuals, societies and the environment from
harms that can be caused from using Al systems. Accord-
ingly, the guidelines that we will use are those concerning
societal and environmental well-being, safety, and account-
ability. Future work should investigate the use of other ethi-
cal Al guidelines for advanced LLMs.

For our approach, the ethical Al guidelines for societal
and environmental well-being encompasses health, social
well-being, environments and ecosystems. Accordingly, we
use the guidelines provided by UNESCO pertaining to those.
These guidelines state that organisations’ and individuals’
designing, developing, deploying and operating should as-
sess the direct and indirect environmental impact throughout
the Al system life cycle; that the development and deploy-
ment of Al systems related to health and mental health is
regulated to the effect that they are safe, effective, efficient,
scientifically and medically proven and enable evidence-
based innovation and medical progress; and more (UN-
ESCO 2022). For the guidelines for safety, we consider it
as stated by the EU. The EU states that Al systems need
to be resilient and safe, ensuring a fall back plan in case
something goes wrong, as well as being accurate, reliable
and reproducible (EU 2019). For the guidelines concerning
accountability, we will use the guidelines from UNESCO.
Their guidelines state that Al systems should be audible and
traceable, and that there should be oversight, impact assess-
ment, audit and due diligence mechanisms in place to avoid
conflicts with human rights norms and threats to environ-
mental well-being (UNESCO 2022).

Large Language Models and Considerations

LLMs are machine learning models trained on massive
amounts of text data and are able to generate human-like
text, answer questions, and complete other language-related
tasks with high accuracy (Ray 2023). It is important to note
that current LLMs are experiencing challenges, such as pro-
viding incorrect information. An example of this is the Bard
disaster case. The Bard disaster case was a case where Bard
(the LLM created by Google) provided incorrect informa-
tion in a demonstration failure that costed Google over 100
billion dollars in stock losses (Floridi 2023). LLMs are cur-
rently not at a point where they are not error-free, but they
still perform well in general. Normally, when considering
LLMs for usage we need to consider legal aspects (such as
licensing and commercial use), factors for inference speed

and precision, model size, context length, usage type (task
specific vs. general purpose), testing and evaluation, deploy-
ment, and costs. For our case of advanced LLMs, we will
assume that all those considerations are not a problem, and
that the usage type considers both task specific and general
purpose. That is, there are no limits to the context length,
conditions of factors for inference speed and precision are
acceptable, etc. Furthermore, we assume that the costs of
designing, developing, deploying and operating LLMs to the
environment is low.

Comprehending Advanced Large Language
Models and its Capabilities

To properly approach highly advanced LLMs, we need to
understand what they truly are. With the assumptions that we
made in the previous section about advanced LLMs and as-
sumption that advanced LLMs have surpassed human intelli-
gence, that would imply several things, which can be encom-
passed into four implications. First, it would imply that natu-
ral language understanding (NLU) including sentiment anal-
ysis, text classification, natural language inference and other
NLU tasks, reasoning, natural language generation (NLG)
including summarization, dialogue, translation, question an-
swering and other NLG tasks, and multilingual tasks are not
an issue for advanced LLMs. That is, advanced LLMs will
be able to receive data from any language, process and ana-
lyze the data, access and utilize existing information (in di-
verse languages), evaluate information, and produce results
in any specified language with ease. Second, it would im-
ply that advanced LLMs can do tasks that are considered
extremely difficult for humans and tasks that were originally
considered as impossible by humans. For example, it may be
able to prove mathematical concepts that were never proven
before. Third, it can create new ideas and concepts. Fourth,
the amount of resources needed for advanced LLMs is such
that it does not harm the environment. This implies that the
cost to design, develop and use them is low to an extent
where it does not pose a threat. This also means that there
are not as many barriers that prevent people and organiza-
tions from developing and using them.

In theory, the first three implications sound exceptionally
good. However, in practice they are not. The reason for this
is that just as advanced LLMs have the potential of solving
good highly difficult problems, such as determining the cure
to cancer of any type, it also has the potential of solving
bad highly difficult problems, such as determining and ex-
plaining what is needed to hack financial institutions. Con-
sequently, the negative impact of advanced LLMs will be
catastrophic. Accordingly, measures need to be in-place to
prevent such problems from happening.

Advanced Large Language Models
Governance Using Al Ethics

The measures that need to be in-place to prevent advanced
LLMs from causing massive problems and creating chaos
ultimately needs to be policies that are enforced onto the ad-
vanced LLM users and developers. Those measures need to
have ethical Al principles and guidelines instilled in them.



This section will not comprehensively discuss the applica-
tions of ethical Al principles and guidelines to advanced
LLMs governance, but rather it will focus on selected prin-
ciples and guidelines, and connecting them to form policies
appropriate for advanced LLMs. We will only focus on three
policies, detailing their motivations, and elaborating on their
use.

Responsibility, Accountability and Advanced
Large Language Models

The first policy of interest that concerning accountability
and responsibility of advanced LLMs. The motivation for
this is that this policy will influence the creation and uti-
lization of advanced LLMs. Appropriate policies will instill
pressure needed for people and entities planning on creat-
ing and using advanced LLMs to create or use them with
caution. To approach such policies, we will use the Aus-
tralian Government’s ethical Al principle of responsibility
and UNESCO’s ethical Al guideline on accountability. Ap-
plying the principle, we get the following: businesses, or-
ganisations’ and individuals’ must take responsibility for the
outcomes of the advanced LLMs that they design, develop,
deploy and operate. Similarly, applying the guidelines, we
get the following: advanced LLMs should be audible and
traceable, and that there should be oversight, impact assess-
ment, audit and due diligence mechanisms in place to avoid
conflicts with human rights norms and threats to environ-
mental well-being. The policy should use that principle, but
ensure that it is both the developer and the user that are re-
sponsible for the outcomes. This will force the developers
to incorporate audibility and traceability, oversight, impact
assessment, audit and due diligence mechanisms when pro-
ducing advanced LLMs. In addition, the policies will force
user to take precaution when using advanced LLMs as they
will be responsible for the outcome. Note that in the case
where someone were to use an advanced LLM that led to
problematic outcomes, the developers will still be held re-
sponsible even though the user was the one that misused the
advanced LLM. This is to further enforce audibility, trace-
ability, etc. onto developers. Different from tools such nu-
clear weapons, we do not know the full extent of damage
that could be produced from advanced LLMs due to the fact
that advanced LL.Ms are more intelligent than use. However,
we do know that the consequences can be catastrophic. Ac-
cordingly, advanced LLMs need to be dealt in a manner that
forces those directly and indirectly involved to take respon-
sibility and precaution.

Technology Misuse, Safety and Advanced Large
Language Models

The second policy of interest is that concerning safety and
technology misuse. The motivation for this policy is ulti-
mately that it will protect people and create safety and other
measures needed to prevent harm. This policy should fo-
cuses on two things. First, it should focuses on the case
where something were to go wrong with using advanced
LLMs. Second, it should focuses on cases where advanced
LLMs is used wrongfully. For the first part, we can use the

ethical Al guideline for safety. Using the ethical Al guide-
line for safety, we get the following: advanced LLMs need to
be resilient and safe, ensuring a fall back plan in case some-
thing goes wrong, as well as being accurate, reliable and re-
producible. To elaborate, in the case where an undesired out-
come was produced from using an advanced LLM, it should
be possible to recover quickly from such situation. In the
case where it is not possible, it should be possible to stop
the situation from getting worse, and make corrections when
needed. For the second part, we can use the ethical Al princi-
ple for technology misuse. Using the principle of technology
misuse, we get the following: use advanced LLMs in a way
that does not directly or indirectly harm others. This may be
difficult for users as not all users know how advanced LLMs
can harm others. It is recommended that a license is created
to access and operate advanced LLMs. That way only those
knowledgeable on advanced LLMs and understand the legal
and other aspects attached to its use are able to access and
use them. Accordingly, as advanced LLMs are created, the
creators of them are required to have them registered with
the government so that advanced LLMs are regulated.

Robustness, Societal and Environmental
Well-Being and Advanced Large Language Models

The third policy of interest is that concerning robustness and
societal and environmental well-being. The motivation for
the policy is that it will help ensure that the use of advanced
LLMs will not damage the well-being of society and the en-
vironment. The reason why we did not include development,
deployment, etc. of advanced LLMs is because of the as-
sumptions that we made earlier regarding advanced LLMs.
We will first apply the ethical Al principle, then discuss the
guidelines. In applying the African perspective of ethical Al
principle of robustness, we get the following: ethical, legal
and socio-cultural impacts of advanced LLMs need to be
robustly considered and mitigated. The aim of the policy
should be to have advanced LLMs thoroughly considered
and mitigated for their ethical, legal and socio-cultural im-
pact prior to their deployment.

Different from other Al systems and technologies, there
are more aspects that need to be considered for advanced
LLMs to properly consider and mitigate its ethical, legal
and socio-cultural impact. These aspects can be understood
through understanding the capabilities of advanced LLMs.
For example, knowing that advanced LLMs can do tasks that
were originally considered impossible, we can get a sense
of what impact it can have on laws. For instance, after in-
vestigating use cases of an advanced LLM and the current
laws in-place in a country, it can be discovered that the ex-
isting laws do not cover certain types of cases. As such, new
laws need to be created should that advanced LLM be re-
leased. It is recommended that an a screening and approval
process similar to that used for pharmaceutical drugs is used
for advanced LLMs. Just as pharmaceutical drugs can create
large-scale irreversible damages on society and the environ-
ment, advanced LLMs can as well. As such, additional par-
ties should be involved in the process of considering and mit-
igating the ethical, legal and socio-cultural impacts of them.

For the UNESCO’s ethical Al guidelines on societal and



environmental well-being, they are very comprehensive. The
important thing is that in UNESCO’s document titled "Rec-
ommendation on the Ethics of Artificial Intelligence”, the
policy recommendations on health, social well-being, envi-
ronments and ecosystems are applied to the policy concern-
ing robustness and societal and environmental well-being. In
applying the guidelines, what would result would be things
such as the following: organisations’ and individuals’ de-
signing, developing, deploying and operating should assess
the direct and indirect environmental impact throughout the
Al system life cycle; that the development and deployment
of advanced LLMs related to health and mental health is reg-
ulated to the effect that they are safe, effective, efficient, sci-
entifically and medically proven and enable evidence-based
innovation and medical progress. Applying the guidelines to
the policy will help prevent negative consequences to soci-
ety and the environment from using advanced LLMs.

Considerations for Advanced Large Language
Models and Policy-Making

While advanced LLMs are still considered as Al it needs to
be treated differently from other Al systems because unlike
other Al systems, advanced LLMs can complete tasks con-
sidered highly difficult or impossible by human beings, and
formulate ideas and concepts. This differs from other forms
of Al as other forms of Al cannot complete tasks impossible
to humans and generate new ideas. Accordingly, policies on
advanced LLMs should consider both things can be achieved
using advanced LLMs given what we know about advanced
LLMs and things that not likely to occur or be achieved us-
ing advanced LLMs given our present knowledge of LLMs.
While certain tasks may not look achievable in the present
moment, it does not mean that it will never be achieved.
Given that advanced LLMs are more intelligent than us, it
is only a matter of time before those tasks are completed.

Considerations for Impact of Policies on Utility

An aspect that should be considered when creating policies
for advanced LLMs is the impact that the various policies
can have on the utility generated by advanced LLMs. While
the impact largely depends on the policy itself, in general
there are some general negative and positive impacts that can
result from the various policies. We will discuss the main
negative and positive impact, and selected other impacts.
The main negative impact that policies will have on the
utility generated by advanced LLMs is that it to a certain
level, it will prevent quick action and progress from tak-
ing place. In a sense this is good as this applies to cyber-
attacks and other forms of attacks. However, it is bad in the
sense that it prevents quick action that can lead to good out-
comes from taking place. This does not mean that it will stop
such actions from taking place altogether, but it means that it
will take more time for such action to take place. For exam-
ple, certain computations, summaries and analyses may take
longer to complete due to some individuals not having or
having limited access to advanced LLMs. Consequently, this
may delay the speed of progress in achieving scientific and
other goals and objectives. Other negative impacts that poli-

cies will have on the utility generated by advanced LLMs is
that it can limit the use cases of advanced LLMs. With less
people using advanced LLM, it will take more time to un-
derstand the full extend of advanced LLMs in terms of util-
ity and production. Consequently, the use case of advanced
LLMs will be limited for a period of time. Note that this
can be addressed through comprehending the use cases for
existing LLMs and emerging technologies (e.g. chatbots).
The easiest way to comprehend the main positive im-
pact that policies will have on the utility generated by ad-
vanced LLMs is by looking at the the utility around cy-
berspace and cyberpower. We define cyberspace and cyber-
power like how Colonel Kevin L. Parker, U.S.A. Air Force,
defines it. Cyberspace is defined as the domain that exists for
inputting, storing, transmitting, and extracting information
utilizing the electromagnetic spectrum; and cyberpower is
defined as the potential to use cyberspace to achieve desired
outcomes (Parker 2014). With cyberspace, it favors offense
because it enables quick action and concentration, allows
anonymity, and expands the spectrum of nonlethal weapons
(Parker 2014). In the same sense, the utility generated by
advanced LLMs without policies in-place allow for quick
action and concentration, anonymity, and expansion of non-
lethal weapons. These motivate and create more opportuni-
ties for cyberattacks, which is highly problematic as cyber-
attacks can result in intended and unintended consequences
impacting individuals and populations (Parker 2014). With
anonymity and other factors, the problem is further exacer-
bated as challenges around accountability and responsibil-
ity are added to the issues. Ultimately, the utility generated
by advanced LLMs without policies will increase the likeli-
hood of cyberattacks. In having policies in-place, they limit
the utility generated by advanced LLMs, subsequently de-
creasing the volume of cyberattacks and likelihood of cy-
berattacks from occurring. In turn, the amount of intended
and unintended consequences from cyberattacks, and other
problems associated with those (e.g. social determinants of
health, environmental impact), will decrease. Other positive
impacts that policies will have on the utility generated by ad-
vanced LLMs is that it will force advanced LLMs to be used
more purposefully, enabling for important and pressing is-
sues to be prioritized. The limited access, cost of resources,
potential punishments, etc. will force users to focus more
on needs than wants when using advanced LLMs, and will
force users to be less reckless when using advanced LLMs.

Trade-off Consideration Between Consequences
and Ultility

When making policies for advanced LLMs, arguably the
biggest component that needs to be considered is the trade-
off between the consequences and the utility generated from
advanced LLMs. A way of viewing the trade-off is viewing
advanced LLMs as a weapon of mass destruction like a ther-
monuclear bomb. On one side, thermonuclear bombs can be
used to protect countries from other countries. On the other,
using them will cause catastrophic damage to both the coun-
try received and delivering the thermonuclear bomb. The im-
pact to the country being thermonuclear bombed will range
from psychological damage to the population to economic



damage to the country affected. The impact to the coun-
try using the thermonuclear bombs will range from political
damage (including international relations, government and
entities associated with it, etc.) to economic damage (includ-
ing talent migration, boycotting, etc.). What is key in such
case consequences associated with using the thermonuclear
bomb. If there were little to no consequences from the user
with using such weapon of mass destruction, then it would
be used in wars and conflicts following World War 2, but the
reality is that there are consequences to the users and those
consequences are severe.

Advanced LLMs can be as destructive as weapons of
mass destruction. In the wrong hands, it can be used to
realize extremely harmful things such as highly potent
bioweapons, large-scale cyberattacks (e.g. mass security
breaches, governmental-level hacking), and psychological
warefare. These things will not only harm the intended group
its supposed to harm, but will harm the user without them re-
alizing it (e.g. feeling of guilt after using advanced LLMs to
create a new variant of a disease), and can hurt those con-
nected to the user. The type of harm the user will receive
would ultimately depend on what it was used for, but the
impact it will have on the user will result in some sort of
unintended consequence that will negatively impact them
personally, socially, financially, etc. The way in which those
connected to the user can be hurt depends on their relation-
ship with the user. Ultimately there are consequences for
those involved in using advanced LLMs, and to some ex-
tent consequences for those indirectly involved. These con-
sequences need to be considered when evaluating policies
and the utility of advanced LLMs.

Discussion

The existing ethical Al principles and guidelines can be used
to approach the utilization of highly advanced LLMs. In
addition, policies using specific ethical Al principles and
guidelines can address both areas that they were intended to
address, and areas that were not intended to be addressed but
need to be addressed through policy. For instance, the pol-
icy on safety and technology misuse compliments the policy
on responsibility and accountability as it elaborates on areas
pertaining to the advanced LLM users. While policies on
advanced LLMs can and should use existing ethical Al prin-
ciples and guidelines, they should also consider policies and
approaches that we use for matters that are not technical,
such as guns and pharmaceutical drugs. Advanced LLMs
have the potential of causing catastrophic damage to soci-
ety and the environment. Accordingly, we need to carefully
approach it like how we approached other things that can
cause significant harm. We also need to make sure that we
do not create more problems in attempts to solve selected
existing problems when using advanced LLMs.

Conclusion

Advanced LLMs policies need to be created prior to pre-
vent advanced LLMs from causing hard to society and the
environment. Those policies can be created using existing
ethical Al principles and guidelines. However, the policies

should not limit itself to Al as highly advanced LLMs will
be capable of doing things that other Al systems are not able
to do. Future work should investigate the use of other ethical
Al principles and guidelines for policy-making for advanced
LLMs, the full potential of highly advanced LLMs, and the
impact of policies on highly advanced LLMs.
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