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Abstract

Transformers are found to process semantic
knowledge in a human-like way. However, it
has not been examined where and how semantic
knowledge is processed inside the model. This
paper aims to deepen understanding of how
Transformers preserve and process semantic
knowledge, focusing on semantic knowledge
of plausible relations between nouns and verbs.
In particular, I investigate how knowledge of se-
mantic plausibility is localized in Transformer
models and how such localized components
make causal contributions to Transformers’
plausibility processing ability. A set of ex-
periments showed that i) Transformers have
attention heads that detect plausible relations
between nouns and verbs, and that ii) they col-
lectively contribute to the Transformer’s ability
to process plausibility, though each attention
head makes different amount of contribution.

1 Introduction

Transformers are attention-based neural network
models (Vaswani et al.,, 2017), and they have
brought breakthroughs in the field of Natural Lan-
guage Processing achieving state-of-the-art perfor-
mance in diverse downstream tasks such as ma-
chine translation, sentiment analysis, and text sum-
marization, to name a few. Such great perfor-
mance is mainly attributed to Transformers’ ability
to build dependencies even between long-distant
words which attention heads are developed for
(Merkx and Frank, 2020). To be specific, unlike
previous neural network language models (e.g.,
Simple Neural Networks or Recurrent Neural Net-
works) that have issues retaining linguistic infor-
mation coming from distant tokens, attention heads
in Transformers enable to represent the meaning
of tokens by integrating their contextual informa-
tion without losing information from distant tokens
(Bahdanau et al., 2014).

Provided that Transformer language models con-
sist of multiple attention heads that serve different

roles, previous studies examined functions that in-
dividual attention heads serve and how language
processing work is divvied up inside Transformers
(Clark et al., 2019; Voita et al., 2019; Vig, 2019;
Jo and Myaeng, 2020). However, to the best of
my knowledge, previous studies mostly focused on
finding attention heads specialized for processing
linguistic knowledge intrinsic to language systems,
and little attention has been paid to semantic plau-
sibility processing ability, which requires much of
world knowledge going beyond linguistic knowl-
edge. Consequently, we do not have yet clear an-
swers to the origin of Transformers’ general ability
to process semantic plausibility in a human-like
way, which has been observed in a number of stud-
ies (Bhatia et al., 2019; Misra et al., 2020, 2021;
Han et al., 2022; Bhatia and Richie, 2022; Ralethe
and Buys, 2022; Ettinger, 2020; Peng et al., 2022).

In this regard, the present study aims to fill the
gap in our knowledge of Transformers’ semantic
processing by answering the following questions:
(i) Are there attention heads specialized for pro-
cessing semantic plausibility? and (ii) Do these
heads actually generate causal effects on Trans-
formers’ ability to process semantic knowledge?
Among many different types of linguistic knowl-
edge that relates to semantic plausibility, this study
particularly focuses on semantic knowledge that
determines whether a noun and a verb are in a plau-
sible relation (i.e., whether the semantic properties
that a noun has match the ones that a verb has.
See Section 3.1 for examples). To answer the first
question, I examine which attention heads can de-
tect plausible nouns over implausible ones in the
most accurate and sensitive way. The second ques-
tion is answered by investigating how Transform-
ers’ sensitivity to semantic plausibility changes as
plausibility-processing heads are pruned.

A set of experiments uncover that Transformers
have attention heads specialized for processing se-
mantic plausibility, which are relatively diffusely



distributed from the bottom layers to the top layer.
In addition, those attention heads are found to exert
causal effects on Transformers’ semantic plausibil-
ity processing ability, since Transformers’ plausibil-
ity processing ability almost disappeared when the
plausibility-processing attention heads are pruned.

In what follows, I will provide background that
relates to questions I am addressing in this paper.
In Section 3, I will conduct an experiment to find
attention heads specialized for processing semantic
plausibility knowledge and examine how they are
distributed inside the model. In Section 4, I will
examine the causal effects of the attention heads
specialized for plausibility processing on Trans-
formers’ sensitivity to plausibility by examining
changes in plausibility-sensitivity patterns of GPT2
models with different sets of attention heads. In
section 5, I will summarize the results and discuss
limitations of the study.

2 Background

2.1 How do attention heads work?

Attention heads are core components of Trans-
former which have led to great improvement in neu-
ral network language models by enabling context-
dependent word representation with minimizing
information loss from distant tokens.

In an attention head, each input token is multi-
plied by weight matrices (W},,W,, W) to construct
key, query, and value vectors of the token. The
query vector of a token, is then compared with key
vectors of other input tokens by computing cosine
similarities. This similarity score is what is called
‘attention’ and it determines how much information
should be extracted from a certain input token to
build a contextual representation of the token being
processed.

2.2 'What roles do attention heads serve?

There have been a lot of studies that attempted
to explain the language processing mechanism in
Transformers with analyzing functions distinct at-
tention heads serve (Voita et al., 2019; Vig, 2019;
Clark et al., 2019; Jo and Myaeng, 2020). Specif-
ically, Voita et al. (2019) found attention heads
specialized for a position, syntactic relation, rare
words detection; Vig (2019) found attention heads
specialized in part-of-speech and syntactic depen-
dency relation; Clark et al. (2019) found attention
heads specialized in coreference resolution; and Jo
and Myaeng (2020) examined how linguistic prop-

erties at sentence level, such as length of sentence,
depth of syntactic tress, and so on, are processed in
attention heads.

Despite numerous attempts in examining the
roles of attention heads, the focus has been mostly
on linguistic knowledge intrinsic to language sys-
tems which does not require much of world knowl-
edge related to semantic processing. Thus, in or-
der to account for where Transformer’s ability to
process semantic knowledge that relates to world
knowledge, it needs to be closely examined how
Transformers preserve and process such knowledge
that can facilitate sentence processing.

2.3 How do we know whether attention heads
are specialized for certain linguistic
knowledge?

In previous studies, attention heads are considered
to be specialized for a certain type of linguistic
knowledge if attention distribution patterns in the
attention heads are consistent with the linguistic
knowledge (Voita et al., 2019; Vig and Belinkov,
2019). However, such regional analysis does not ex-
plain how much contribution attention heads make
to Transformers’ ability to process linguistic knowl-
edge because such information from the specialized
attention heads may fade away along with the in-
formation flows - from bottom layers to top layers,
eventually making little contribution to Transform-
ers’ ability to process the linguistic knowledge.

Thus, in order to better understand how a set of
components in language models are contributing
to processing certain linguistic information, it is
indispensable to analyze the causal effects that the
attention heads can make on Transformer’s abil-
ity to process linguistic information (Belinkov and
Glass, 2019; Vig et al., 2020). In this sense, this
paper will not only examine which attention heads
can form attention distributions that are consistent
with semantic plausibility knowledge, but also ex-
amine how much influence the attention heads can
exert on Transformers’ general ability to process
plausibility.

This is a novel approach to investigating the
role of individual attention heads because previous
studies (Voita et al., 2019; Jo and Myaeng, 2020)
showed how pruning important attention heads in-
fluences models’ performance in downstream tasks
without studying how the general linguistic abil-
ity is affected by the removal of attention heads
specialized for that specific linguistic knowledge.



3 Plausibility Processors in Transformer

This experiment aims to find attention heads that
are specialized for semantic plausibility process-
ing. In particular, it will be examined whether there
are attention heads that can form attention distribu-
tion patterns consistent with semantic knowledge
of plausible relations between nouns and verbs, ir-
respective of syntactic dependency relation.

3.1 Data

Cunnings and Sturt (2018) examined how human
sentence processing is affected by plausibility of
true syntactic dependents of verbs and distractors.
There are 32 sets of sentences with varying plau-
sibility between correct dependents and verbs and
plausibility between distractors and verbs'.

For instance, in (a), the verb shattered forms a de-
pendency with plate, and there is a distractor, cup,
that could be erroneously considered as a depen-
dent of shattered because of functional similarities
with correct dependent. In (a), correct dependent
(plate) and distractor (cup) have a feature [+shat-
terable], which makes both of them build plausible
relation with the verb (shattered). In (d), however,
the grammatically correct dependent letter and the
distractor tie do not have a feature [+shatterable],
and thus both of them are implausible dependent of
the verb (shattered). By manipulating the plausibil-
ity of the correct dependent and the distractor, each
set of sentences is with four conditions as shown

in (a)-(d).

(a) plausible - plausible
Sue remembered the plate that the butler with
the cup accidentally shattered ...

(b) plausible - implausible
Sue remembered the plate that the butler with
the tie accidentally shattered ...

(c) implausible - plausible
Sue remembered the letter that the butler with
the cup accidentally shattered ...

(d) implausible - implausible
Sue remembered the letter that the butler with
the tie accidentally shattered ...

3.2 Method

As described in Section 2.1., in attention heads,
each token allocates different amounts of attention
'In experiments with GPT2, 28 sets were used after re-

moving sets of sentences whose tokens of interest cannot be
recognized as a single token by the tokenizer.

to previous tokens depending on the relevance of
the two tokens?.

With such property of Transformers, the capac-
ity of attention heads in detecting plausibility is
measured with two terms that indicate how atten-
tion allocation patterns differ between plausible
sentences and implausible sentences: accuracy and
attention difference.

Accuracy indicates how likely the plausible
noun is to get higher attention than the implau-
sible noun in a certain attention head (See Equation

)

Accuracyy, =
Z?:l [Attn(plj, Vj) > Attn(implj, Vj)] M
k

where [h refers to the location of attention heads (/
for the /th layer and /& for the Ath head in the /th
layer), j refers to the sentence id, pl; and impl;
refer to the plausible and implausible nouns to be
compared in the jth sentence set, v; refers to the
verb in the jth sentence, and k is the number of
sentence sets.

Attention Difference indicates how much more
attention plausible nouns get compared to implau-
sible nouns (See Equation (2)).

AttnDiﬁlh =
: . )
Z[Attn(plj ,vj) — Attn(impl;, vj)]
j=1

In order to ensure that the heads do not partic-
ularly work for tokens that form syntactic depen-
dency but work for semantically related tokens, I
will measure accuracy and attention difference not
only with comparing attentions to plausible depen-
dents and implausible dependents (plate vs. letter
in (a)-(d)), but also with comparing attentions to
plausible distractors and implausible distractors
(cup vs. tie in (a)-(d)). By doing so, it is able to
find attention heads that can judge the plausibility
between nouns and verbs regardless of syntactic
compatibility between them. Thus, for each set
of sentences, there are four comparisons between

’The relevance can be defined in terms of functions that
attention heads serve. For instance, if an attention head is
specialized for detecting subject-verb dependency relation,
the amount of attention can reflect how likely two tokens are
in the subject-verb relationship (Voita et al., 2019)
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Figure 1: Accuracy and attention difference by attention heads. Attention heads annotated with bold-yellow showed
accuracy greater than 0.70 in both subjects-comparison and distractors-comparison and thus considered to be
specialized for plausibility processing; Attention heads annotated with non-bold-yellow are the ones that showed
accuracy greater than 0.70 only for the corresponding condition; Attention heads annotated with black are found to
be insensitive to plausibility (accuracies are less than 0.7 for both noun types).

plausible and implausible conditions: (pl-pl vs. pl-
impl), (impl-pl vs. impl-impl), (pl-pl vs. impl-pl),
(pl-impl vs. impl-impl), where the first corresponds
to correct dependents and the second corresponds
to distractors.

GPT2-small model (Radford et al., 2019) was
used to extract attention values, which has 144 at-
tention heads (12 heads per each of 12 layers). The
pre-trained model and attention allocation patterns
in each head will be accessed through Hugging-
Face (Wolf et al., 2019). I use this model for the
rest of experiments in the present paper.

3.3 Results

Figure 1. shows the accuracy and the attention
difference by attention heads. I consider attention
heads are able to process plausible relationships be-
tween nouns and verbs if their accuracy in finding
plausible nouns is greater than 70%. To select atten-
tion heads that can process the semantic plausibility
regardless of the syntactic dependency relation be-
tween the noun and the verb, I consider attention
heads whose accuracy is greater than 70% in both
noun types (plausible vs. implausible syntactic de-
pendents and plausible vs. implausible distractors).

With such criteria, eight-teen attention heads are
recognized to be specialized for semantic plausibil-



ity: [(0, 1), (0, 5), (0, 10), (1, 5), (1, 6), (1, 11), (3,
0), (4, 4), (4, 10), (5, 10), (5, 11), (6, 6), (7, 1), (7,
9), (8, 3), (8, 10), (9, 4), (10, 7)], where the first
numbers refer to indexes of layers and the second
refer to indexes of heads (i.e., (i, j) refers to the jth
head in the ith layer.))

Among the attention heads that are found to pro-
cess semantic plausibility, two attention heads -
(1, 6) and (5, 10) - especially show noteworthy
performance in detecting plausible nouns given
the high numbers of attention differences. Later
in this paper, it will be discussed whether such
high-performing attention heads necessarily make
a greater contribution to Transformers’ ability to
process semantic plausibility.

3.4 Discussion

This section showed that a set of attention heads
are specialized for semantic plausibility process-
ing by showing their ability to determine which
noun forms a semantically plausible relation with
a certain verb. Such plausibility processing ability
is found to be independent of their ability to pro-
cess syntactic dependencies. To be specific, their
ability to process plausibility is not limited to pro-
cessing syntactic dependents of verbs, but it is also
applicable to nouns that do not form any syntactic
dependencies with verbs (i.e., distractors).

Unlike attention heads specialized for process-
ing a certain syntactic relation and superficial lin-
guistic information such as word position or word
rarity is clustered in a relatively small region (Voita
et al., 2019), it seems that the components that are
specialized for semantic plausibility are relatively
evenly distributed across twelve layers and take up
are greater region: 18 attention heads out of 144
attention heads in GPT2-small model.

In the next section, it will be discussed how these
plausibility processing attention heads exert causal
effects on GPT2’s plausibility processing ability.

4 Causal effects of plausibility-processing
attention heads on GPT2’s plausibility
sensitivity

In the first experiment, attention heads capable of
detecting plausible relations between nouns and
verbs are found. However, causal effects from
those attention heads to GPT2’s general sensitivity
to semantic plausibility still remain unanswered.
In this section, how such attention heads influence
Transformers’ sensitivity to plausibility between

nouns and verbs will be examined. To this end, I
raise two questions: (1) How GPT2’s responses
to plausible/implausible verb-noun pairs changes
when the models are with/without plausibility-
processing attention heads? and (2) How does
GPT2’s plausibility-sensitivity change as attention
heads are gradually pruned? Is the change contin-
uous or gradual? The answers to these questions
will be provided in the following experiments.

4.1 Influence of a set of plausibility-processing
heads to plausibility sensitivity

In this section, I examine how GPT2’s responses
to plausible and implausible sentences change de-
pending on whether the model is with a set of
plausibility-processing heads or without them. To
this end, I compare the models’ responses with the
human responses from Cunnings and Sturt (2018),
considering that the model is more capable of pro-
cessing plausibility if their responses are similar to
the human response.

4.1.1 Method

In Cunnings and Sturt (2018), the degree of dif-
ficulty that people encounter while processing a
certain plausible and implausible noun-verb pair
was measured with reading times that are measured
at verb (shattered in (a)-(d))’. To compare hu-
mans’ responses with GPT2’s, I compute surprisals
(Hale, 2001; Levy, 2008), also measured at verbs,
as a metric that represents processing difficulty
of the language model, given a large set of evi-
dence manifesting that surprisals computed from
neural network language models can simulate hu-
man sentence processing patterns (Futrell et al.,
2019; Michaelov and Bergen, 2020)*

Surprisal is a term that estimates the degree of
the unexpectedness of tokens given their preceding
context, which is computed by taking the nega-
tive log probability of a token conditioned on its
preceding words (See Equation (3)). In neural net-
work language models, the surprisal of a word is
computed using the softmax-activated hidden state
before consuming the word (Wilcox et al., 2018).

Surprisal(w) = —logy P(w]h) 3)

The original paper also talks about the spillover region
after the verbs of interest, but this study focuses on the reading
times measured at the verb.

*A large set of previous studies showed that surprisals
computed with neural language models are highly correlated
with human reading times
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Figure 2: Surprisals computed from GPT2s with different sets of attention heads and reaction times from human
subjects for processing different types of noun-verb pairs. Human reading times are obtained from Cunnings and
Sturt (2018). Shapes at the center and intervals for each condition represent means and standard errors.

where £ is the softmax-activated hidden state of the
sentence before encountering the current word.

Both reading times and surprisals measured at
verbs of interest are expected to be greater in sen-
tences with implausible nouns than in sentences
with plausible nouns since it is less likely for hu-
mans and language models to anticipate a certain
verb after encountering a noun that is in an implau-
sible relationship with the verb.

The sets of attention heads in GPT?2 that are ex-
amined are as follows: 1) all 144 attention heads in
GPT2-small model, ii) GPT2 without plausibility-
processing heads, iii) GPT2 with the same number
of attention heads as ii), but the heads to prune
selected randomly. I included the third model in
order to see whether the effect of removing plausi-
bility processing attention heads is simply caused
by taking away information in GPT2 or it is caused
by specifically removing plausibility processors.
In order for reliability, we used 100 different ran-
dom attention head sets for iii), and computed the
average of surprisals from 100 models for each sen-
tence. Attention heads were pruned by replacing
attention values with zeros, following Michel et al.
(2019).

4.1.2 Results

Surprisals computed from GPT2 models that are
with different sets of attention heads and reaction
times from human subjects when processing differ-
ent types of noun-verb pairs are shown in Figure
2.

With the GPT2 model that is with the entire set
of attention heads, it is shown that the way the
model process plausibility of noun-verb pairs are
similar to the way humans do: i) significantly lower

processing difficulties are found when syntactic de-
pendents are in a plausible relation with the verb
than when they are in an implausible relation and
i1) plausibility effects are found even with nouns
that do not form syntactic dependency with the
verb, (i.e., processing difficulties are greater in (b)
and (d) than in (a) and (c)), though the plausibil-
ity effects are much smaller than the cases where
nouns are in the syntactic relation with verbs. Plau-
sibility effects observed for distractors in GPT2
and humans are due to the illusion of plausibil-
ity (Cunnings and Sturt, 2018): even distractors
that cannot build syntactic dependency with cues
(verbs) can be illusorily considered as the syntactic
dependents, causing moderate plausibility effects
while sentence processing.

Then, how do the eight-teen attention heads that
are found to be specialized for plausibility pro-
cessing in the previous section contribute GPT2’s
ability to simulate human responses in plausibility
processing? The second graph in Figure 2. shows
that the differences in surprisal by conditions be-
come much smaller when the model is without
those attention heads.

Importantly, such a decrease is not likely to be
the effect that is caused by simply removing com-
ponents in GPT2. In the third graph, it is shown
that when randomly selected eight-teen attention
heads are removed the GPT2 model better simu-
lates human responses in processing plausibility
than the model whose pruned attention heads are
specifically specialized for plausibility processing.
This supports that the plausibility-processing atten-
tion heads are making an exclusive contribution to
GPT?2’s ability to process plausibility.
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Figure 3: Changes in plausibility sensitivity by noun types as attention heads are gradually pruned. Attention heads
are plausibility-processing attention heads, and they are ordered by accuracies in determining plausible nouns over

implausible nouns.

4.2 Gradual changes in GPT2’s plausibility
sensitivity as attention heads are pruned

The previous section examined the influence of the
set of attention heads specialized for plausibility
processing on GPT2’s ability to process plausibility.
Though it was shown that plausibility-processing
attention heads collectively contribute to GPT2’s
ability to process plausibility unlike other sets of
attention heads, it is unanswered how individual
attention heads contribute to GPT2’s plausibility
processing ability. Do they have fairly balanced
contributions to GPT2’s ability to process plausibil-
ity? Or, only a small set of plausibility-processing
attention heads are enough to account for most of
the plausibility-processing ability of GPT2?

In order to answer these questions, the following
experiment investigates how GPT2’s general sensi-
tivity to plausibility gradually changes as attention
heads are pruned one by one.

4.2.1 Method

This study operationalizes GPT2’s plausibility sen-
sitivity as the difference in surprisals measured at
the verbs of interest (‘shattered’ in (a)-(d)) in sen-
tences with plausible nouns and in sentences with
implausible nouns as shown in Equation (4).

PlausibilitySensitivity =
. . C))
surprisalimpi (verb) — surprisaly, (verd)

, where surprisaly(verb) and surprisal;y,p(verb)
refer to surprisals measured at the verb in a sen-
tence with a plausible noun and in a sentence with
an implausible noun, respectively.

I computed two plausibility sensitivities: one
that compares surprisals at verbs when having plau-
sible syntactic dependents of verbs in sentences and

having implausible syntactic dependents ({(c)+(d)}
- {(a)+(b)}) and the other that compares surprisals
when having plausible distractors of verbs and im-
plausible distractors ({(b)+(d)} - {(a)+(c)}).

Both types of plausibility sensitivities are mea-
sured at each point after gradually removing a plau-
sibility processing attention head one by one.

Attention heads were pruned in order of their
accuracies’ in detecting plausible nouns over im-
plausible nouns.

4.2.2 Results

Figure 3. plots how the plausibility sensitivities
for both types of noun-verb relations change as
plausibility-processing attention heads are removed
gradually.

When it comes to the relation between distrac-
tors and verbs, the changes in plausibility sensi-
tivity seem to be continuous. Such patterns sug-
gest that the set of plausibility processing attention
heads make a collective contribution to plausibility
effects in the distractor and verb relation.

In contrast, plausibility sensitivity for the rela-
tion between syntactic dependent and verb shows a
drastic decrease upon the removal of the attention
head (0, 10). The effect from the removal of the
head (0, 10) shows that this particular head exerts
a huge amount of causal effects on GPT2’s general
sensitivity to plausible relations between syntactic
subjects and verbs. Figure 4 confirms that the head
(0, 10) can cause a huge amount of causal contribu-
tion on GPT?2’s plausibility processing ability since
it accounts for a great portion of plausibility effects
in Transformers, if not all.

5T used the average values of the accuracies for syntactic
dependents and for distractors that were computed in Section
3.
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4.3 Discussion

Results of this section suggest plausibility process-
ing in GPT2 requires a collective contribution from
a large set of plausibility processing attention heads,
given that plausibility sensitivity decreases con-
tinuously as attention heads are gradually pruned.
At the same time, however, it was shown that the
amount of causal effects that each attention head
makes are highly imbalanced because the attention
head (0, 10) leads to a much more drastic decrease
in plausibility sensitivity than other heads. Taken
together, although a single attention head can ac-
count for a great portion of the plausibility effects,
other plausibility-processing attention heads make
an additional contribution to GPT2’s plausibility-
processing ability.

Interestingly, the head (0, 10) did not achieve the
best performance in detecting plausible nouns over
implausible nouns in the previous experiment. Fur-
ther investigation needs to be conducted to show
what properties of this particular attention head
would lead such a huge amount of causal effects
on GPT2’s plausibility sensitivity. More impor-
tantly, this suggests that analyzing the causal ef-
fects each attention head makes is indispensable to
understanding the role that attention heads serve,
provided that performance that each attention head
shows in processing particular linguistic informa-
tion does not necessarily lead to the eventual con-
tribution to the model’s performance.

The fact that the changing patterns in plausibility
sensitivity are different by the type of syntactic role
that nouns serve (syntactic dependent or distractor)
also urges further research on how the plausibility

processing attention heads affects Transformers’
general processing ability needs to be understood
in relationship to other attention heads, especially
the ones specialized for syntactic relation.

One additional interesting finding is that the level
of surprisals from GPT2 without plausibility pro-
cessing heads is much higher than other models.
For instance, surprisals in condition (a) increase
by around nine bits after removing the plausibil-
ity processing attention heads (Compare the first
two graphs in Figure 2). This indicates removing
plausibility processing attention heads causes seri-
ous harm to GPT2’s general ability to predict the
next token given the preceding context. I suppose
the plausible-processing attention heads have de-
veloped to have other key functions that relate to
sentence comprehension in addition to the ability
to process plausibility. Since this topic is beyond
the scope of this paper, I would leave this question
to future studies.

5 Conclusion

In this paper, a set of experiments showed that a
number of attention heads, which are diffusely dis-
tributed across layers in Transformers, can process
plausible relations between nouns and verbs. More-
over, it was observed that they make imbalanced
but collective causal contributions to Transform-
ers’ human-like way ability to process plausibility,
which establishes the importance of causal effect
analysis in attention-head-probing-studies.

Although the results provide a window into how
Transformers process semantic knowledge of plau-
sibility, this study has a few limitations to be ad-
dressed. First, the scope of the study is restricted
to the plausible relation between nouns and verbs
although there exist many different types of seman-
tic knowledge. In order to test the generalizability,
the scope of the study needs to be extended. Also,
it does not explain how the plausibility processing
attention heads interact with other components in
the model. However, such information would be a
key to a deeper understanding of the roles of plau-
sibility processing attention heads since it could
explain the mechanism of how the attention heads
contribute to Transformers’ human-like ability to
process plausibility.

With these limitations addressed, I anticipate
further improvements in explaining Transformer’s
plausibility processing ability will be made on the
basis of findings in the present study.
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