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Abstract

The role of reinforcement learning (RL) in enhancing the reasoning of large lan-
guage models (LLMs) is becoming increasingly significant. Despite the success of
RL in many scenarios, there are still many challenges in improving the reasoning
of LLMs. One key challenge is the sparse reward, which introduces more training
variance in policy optimization and makes it difficult to obtain a good estimation for
value function in Actor-Critic (AC) methods. To address these issues, we introduce
Direct Advantage-Based Policy Optimization (DAPO), a novel step-level offline
RL algorithm with theoretical guarantees for enhancing the reasoning abilities of
LLMs. Unlike response-level methods (such as DPO and GRPO) that the update
directions of all reasoning steps are governed by the outcome reward uniformly,
DAPO employs a critic function to provide step-level dense signals for policy
optimization. Additionally, the actor and critic in DAPO are trained independently,
ensuring that critic is a good estimation of true state value function and avoiding
the co-training instability observed in standard AC methods. We train DAPO on
mathematical and code problems and then evaluate its performance on multiple
benchmarks. Our results show that DAPO can effectively enhance the mathemati-
cal and code capabilities on both SFT models and RL models, demonstrating the
effectiveness of DAPO.

1 Introduction

In the rapidly evolving landscape of artificial intelligence, large language models (LLMs) have
emerged as a cornerstone of natural language processing (NLP) and beyond. These models, trained
on vast corpora of text data, have demonstrated an unprecedented ability to understand [16, 3],
generate, and reasoning such as solving mathematical problems [61, 48, 63, 53] and code generations
[23, 8]. When the token generation process of a LLM is modeled as a Markov Decision Process
(MDP), it can be naturally optimized and aligned with human preference using reinforcement learning
(RL) methods, known as Reinforcement Learning from Human Feedback (RLHF). Despite the success
of RLHF in various fields [11, 42, 43, 55, 46, 6], it still encounters challenges and difficulties in the
field of reasoning especially in long Chain-of-Thought (CoT) models. One of the key challenges
is the sparsity of rewards [44, 57]. When using LLMs for mathematical problem-solving and code
generation, rewards are only assigned to the terminal tokens. This implies that the intermediate tokens
receives no direct reward, and the optimization direction relies solely on the backpropagation of the
reward from the terminal token. Consequently, there are two issues in practical RL training:
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Figure 1: Direct Advantage-Based Policy Optimization (DAPO). The whole training procedure of
DAPO consists of two individual stages : 1) Critic Training (left). Given the training query set Q,
for each query q ∈ Q, DAPO uses the generator πgen to generate multiple rollouts from q and derive
a dataset of training states denoted as Dgen. For each state in s ∈ Dgen, DAPO uses the completer
(often πref) to sample multiple sub-trajectory from s and collects the MC value as the estimation of
the true value. Then a critic network Vϕ is trained to approximate the value function of the completer.
2) Policy Optimization (right). After extracting multiple next steps {ai}ni=1 of each state s from the
completions in step A.1, DAPO then uses the trained critic to compute the advantages for all actions
by ∀i ∈ [n] : Ai = Qi − 1

n

∑n
j=1 Qj and Qi is the predicted value of Concat(s, ai). Finally, DAPO

fits the policy ratio to the advantage to optimize the generation of reasoning steps.

High training variance induced by response-level algorithms. Response-level algorithms (such
as DPO [42], GRPO [48], ReMax[30] and etc) treat the complete response as a unified whole and
the gradient directions across all reasoning steps within the response are governed by the final
reward uniformly. Although response-level algorithms have recently achieved great success, such as
Deepseek-R1 [10], the sparsity of the reward indeed introduces more training variance and addressing
the training variance introduced by it would lead to a larger performance improvement. See Section
D for detailed discussions.

Bad value estimation in actor-critic methods. When applying standard actor-critic methods
[46, 15, 12] to LLMs, due to the sparsity of the reward and vast generation policy, the critic often fails
not only to learn a good semantic representation but also to provide the fine-grained credit assignment
for policy optimization, leading to the poor performance of online actor-critic methods [25, 62] such
as PPO [46]. Besides, these methods train the actor and critic simultaneously and the regression
targets of both actor and critic are non-stationary and change in response to the updates of the other
during the training process. This interwoven update mechanism also leads to an unstable training
process that is prone to collapse [27, 12] especially when the critic is not a good approximation of
the true value function.

In order to overcome these challenges, we introduce Direct Advantage-Based Policy Optimization
(DAPO), a new step-level offline actor-critic method designed to enhance LLM’s performance in
reasoning tasks. In order to reduce the training variance induced by the sparsity of the reward, we use
a critic function to provide dense training signals. To ensure that the critic function is well-trained,
DAPO trains the critic individually before policy optimization to ensure it is a good approximation of
the true state value function. The procedure of DAPO is visualized in Figure 1. We summarize our
contributions as follows:

• We introduce DAPO, a new step-level, offline RL method that learns from all generated
samples. DAPO optimizes the generation of the reasoning steps by sampling multiple
candidate steps for each intermediate step s and updating the policy according to the
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advantages of each candidate step. Our main theoretical result (see Theorem 3.2) shows that
DAPO will produce a better policy until the reference policy is already optimal.

• We conduct extensive experiments to demonstrate the effectiveness of DAPO. DAPO im-
proves the performance on multiple mathematical and coding benchmarks. Our results
empirically shows that DAPO consistently outperforms both the response-level baseline
GRPO and the actor-critic baseline PPO on multiple base models .

2 Preliminaries

In this section, we introduce the mathematical formulation of RL problem we studied and some
important related theoretical results.

RL reasoning. The objective for RL reasoning can be formulated as
max
π

Ex∼µ

[
Ey∼π(·|x) [r (x, y)]− βKL

(
πx, π

ref
x

)]
, (1)

where µ is the distribution of training prompt x, y is the response sampled from policy π(·|x),
r(x, y) ∈ {0, 1} is the binary reward for the correctness of the response, πx, π

ref
x are short for

π(·|x), πref(·|x) respectively, πref is the reference policy, β ≥ 0 is the coefficient of KL regularization.

Equivalency to multi-step decision problem. We use the line break \n as the delimiter for
reasoning steps. By doing so, a response y can be divided into multiple reasoning steps, i.e. y =
(a0, ..., aT−1), where ∀t ≥ 0 at is the reasoning step and T is the total number of steps. Thus one
can easily show that the objective 1 is equivalent to following step-level decision problem:

max
π

Ex∼µ

[
E∀t:at∼π(·|st)

[
T−1∑
t=0

r (st, at)− βKL
(
πst , π

ref
st

)
|s0 = x

]]
, (2)

where st := Concat(x, a0, ..., at−1) is the state (context prefix), the reasoning step at is sampled
from policy π(·|st) (here we use π to denote both step generation and response generation policy
with a slightly abuse of the notation), πst , π

ref
st are short for π(·|st), πref(·|st) respectively and the

reward function r satisfies

r (st, at) =

{
r (x, y) t = T − 1

0 t < T − 1.

For any state s ∈ S, we define as

V π
β (s) := E∀t:at∼π(·|st)

[
T−1∑
t=0

r (st, at)− βKL
(
πst , π

ref
st

)
|s0 = s

]
. (3)

Thus the objective (2) is equivalent to finding a policy π that maximizes the state value function, i.e.,
max
π

Ex∼µ

[
V π
β (x)

]
. (4)

We denote π∗
β as the optimal policy of objective (4) and V ∗

β := V
π∗
β

β as the state value function of
optimal policy. We define the state space S as the set of all possible states that can be encountered in
the response y and the action spaceA as the set of all possible singular reasoning steps. For simplicity
of analysis, we introduce the following assumptions in this work.
Assumption 2.1. We assume there exists a constant H1 <∞ such that for any policy π and initial
state s0 ∈ S, the random decision horizon T satisfies T < H1 almost surely. We also assume that
there exists a constant H2 <∞ such that for any singular reasoning step a ∈ A, the token length of
a is no greater than H2 so that the state space S and action space A are both finite.

More value functions. We define the KL-constrained state-action value function as
Qπ

β (s, a) := r (s, a) + V π
β (s ◦ a) , (5)

where s ◦ a := Concat(s, a). The advantage function Aπ
β is defined as

Aπ
β (s, a) := Qπ

β (s, a)− V π
β (s)− β log

π (a|s)
πref (a|s)

. (6)

We denote Q∗
β (s, a) := r (s, a) + V ∗

β (s). For unregularized state value functions, i.e. β = 0, we use
V π, Qπ, Aπ instead of V π

0 , Qπ
0 , A

π
0 to be aligned with the standard RL literatures.
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Bellman operators For arbitrary policy π ∈ Π and any function V : S → R, the Bellman operator
T π
β is defined as

∀s ∈ S :[T π
β V ] (s) = Ea∼π(·|s)

[
r (s, a) + V (f(s, a))− β log

π (a|s)
πref (a|s)

]
. (7)

Performance difference lemma. Following is the key theoretical analysis tool used in this work.

Lemma 2.2. For arbitrary two policies π, π̃ ∈ Π and any distribution ρ ∈ ∆(S),

V π
β (ρ)− V π̃

β (ρ) = Es∼dπ
ρ

[
T π
β V π̃

β (s)− V π̃
β (s)

]
, (8)

where V π
β (ρ) := Es∼ρ

[
V π
β (s)

]
and the visitation measure dπρ is defined as,

dπρ (s) := E∀t:at∼π(·|st)

[
T−1∑
t=0

1 {st = s}|s0 ∼ ρ

]
.

The proof of this lemma is deferred to the Appendix C. We also put some additional theoretical
results about MDP on Appendix B.

Remark 2.1. Note that our definition of visitation measure, dπρ is not standard as the one in [1, 33].
The reason is that the planing horizon in problem (2), i.e. T , is random while it is the constant 1

1−γ

in [1, 33]. Thus we do not try to normalize dπρ to a probability distribution by dividing T directly.

3 Direct Advantage-Based Policy Optimization

In this section, we present the details of DAPO. We only consider the case where a binary reward
r(s, a) ∈ {0, 1} is assigned in the terminal state since it is the most common situation in the LLMs
setting. We first present the objective of policy optimization with related theoretical results in Section
3.1 assuming that one has access to the true value function.

3.1 Policy objective

We first derive the policy optimization objective in one single iteration provided with the reference
policy πref . In the perspective of policy optimization, the most important quantity may be the
advantage function. Recall Lemma 2.2. The performance difference for any policy π ∈ Π w.r.t πref

on arbitrary ρ ∈ ∆(S) is measured as

V π
β (ρ)− V πref

β (ρ) := Es∼dπ
ρ

T π
β V πref

β (s)− V πref

β (s)︸ ︷︷ ︸
:=Is(π,πref )

 ,

where Is (π, πref) can be regarded as the policy improvement at state s. By the definition of Bellman
operator T π

β in (7) and that of function V π
β in (3), one can easily show that

Is (π, πref) = Ea∼π(·|s)

[
Aπref (s, a)− β log

π (a|s)
πref (a|s)

]
.

A natural idea that ensures V π
β (ρ) − V πref

β (ρ) ≥ 0 might be to increase Is (π, πref) on as many
states s as possible. For ease of understanding, we first focus on how to increase Is (π, πref) at an
arbitrary state s ∈ S . Considering parameterized policy πθ, the most directly and easily method may
be to do multi gradient ascent steps w.r.t Is (πθ, πref), i.e.,

∀K ∈ N+, θK = θ0 + η

K−1∑
k=0

∇θIθ (πθk , πref), (9)

where η is the step size. Following lemma gives an equivalent form of∇θIs (πθk , πref).

4



Lemma 3.1. If we define the surrogate function

Hk
s (θ) :=

1

2
Ea∼πθk

(·|s)

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)2

,

then∇θIs (πθk , πref) = −β∇θHk
s (θ) .

By Lemma 3.1, the update (9) is equivalent to

θK = θ0 − ηβ

K−1∑
k=0

∇θHk
s (θk). (10)

We now to turn to the offline policy optimization problem setting for the sake of implementation
simplicity and data efficiency. A natural question is that can we implement (10) approximately in an
offline dataset without sampling the on-policy rollouts at each iteration? Our answer is affirmative.
We find that (which will be proved latter), just solving the problem

min
θ

1

2
Ea∼ν(·|s)

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)2

, (11)

where ν ∈ ∆(A) can be any exploratory sampling distribution, can still yield a policy that
Is (πθ, πref) > 0 unless πref = π∗

β . Taking the consideration of optimizing multiple states si-
multaneously (weighted by a state sampling distribution νS ), the objective of DAPO is

min
θ
L (θ) := 1

2
Es∼νS ,a∼νA(·|s)

[(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)2
]

(12)

Remark 3.1. We give a detailed discussion in Section D on how DAPO is specifically designed
to improve multi-step reasoning abilities of LLMs, thereby distinguishing it from response-level
optimization algorithms such as DPO [42], GRPO [48] and etc.

Notice that the state space S and the action space A are both finite under the assumption 2.1.
Following theorem establish the validity of Loss (12) and shows that the solution of (12) is a better
policy w.r.t πref on objective (4).
Theorem 3.2 (Monotonic improvement). Suppose ∀s ∈ S, a ∈ A, νS(s) > 0, νA(a|s) >
0, πref(a|s) > 0. Let π+ be the solution in (12). Then for any state s ∈ S, there exists a func-
tion λs : ∆ (A)→ [0,+∞) such that

V π+

β (µ)− V πref

β (µ) ≥ E
s∼dπ+

D
[λs (νA)] ≥ 0.

The equality holds if and only if πref = π∗
β .

Remark 3.2. The function λs serves as a lower bound of the policy improvement Is (π+, πref) in
each states s. Since Theorem 3.2 is established for arbitrary exploratory νA, λs should be a function
of νA. For the case νA (·|s) = πref (·|s), one can show that

λs (πref) = β ·KL
(
πref (·|s) , π+ (·|s)

)
,

by combining (20) and (21) in the proof of Theorem 3.2. It remains as a great interest for us to derive
a more precise expression of λs and figure out which νA should yield biggest lower bound.

Theorem 3.2 implies that DAPO can improve the performance until there is no room for improvement
in the trust region of πref. Theorem 3.2 also establishes the monotonic improvement property on
unregularized state value function. This can be verified by

V π+

(µ) = V π+

β (µ) + Es∼dπ+
µ

[
KL
(
π+ (·|s) , πref (·|s)

)]
≥ V π+

β (µ) ≥ V πref

β (µ) = V πref (µ) .

Implementation of DAPO. In practice, DAPO can be implemented by minimizing (12) on an

offline training dataset D =
{(

si, ai, Âi

)}N

i=1
, where si ∼ νS , ai ∼ νA(·|s) and Âi is an

estimation of true advantage Aπref (si, ai). The whole procedure can be found in Algorithm 1.
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Advantage estimation. Recall the definition of Q function in (5) and advantage function in (6).
For non-terminal states, one has r(s, a) = 0 and

Aπref (s, a) = Qπref (s, a)− V πref (s) = V πref (s ◦ a)− Ea′∼πref (·|s) [V
πref (s ◦ a′)] .

Thus in our implementation, we sample multiple actions {ai}Mi=1 for each state s from πref(·|s) and
estimate the advantage of each action by

∀i ∈ [m] : Â (s, ai) := Vϕ (s ◦ ai)−
1

M

M∑
j=1

Vϕ (s ◦ aj) . (13)

Here Vϕ ≈ V πref is a pretrained critic function. Since (13) is fully determined by the critic Vϕ, thus
the training of Vϕ plays a crucial role for the optimization of training states. In the following, we
introduce the optimization method of Vϕ.

3.2 Critic objective

Generally speaking, the critic optimization problem for any target policy π can be formulated as

min
ϕ

Es∼D [L (Vϕ (s) , V
π (s))] , (14)

here L is a sample-wise loss function, D is the distribution of training states. However, since the
target V πref(s) can not be accessed to in advance, we need to construct the estimate of V π as the
training samples for the optimization of Vϕ. One can show that

V π (s) = E

[
T−1∑
t=0

r (st, at) |s0 = s

]
= Pπ (r (sT−1, aT−1) = 1|s0 = s) .

Thus, one can firstly use a behavior policy πgen (also called generator) to generate a set of training
states s. Then for each training state s, one can use π as the completer to sample N sub-trajectories

from s,
{
τi =

(
s, a

(i)
0 , a

(i)
1 , ..., a

(i)
Ti−1

) }N

i=1
, and construct the empirical MC mean,

MCN (s) :=
1

N

N∑
i=1

r (sTi−1, aTi−1) ,

as the estimation of V π(s), which is guaranteed to converge to V π(s) as n→∞ by the strong law
of large numbers. Notice that the state value V π(s) is a probability. Thus we the binary cross-entropy
loss in our implementation, i.e.,

LBCE(y, ypred) = − (y log(ypred) + (1− y) log(1− ypred))

as the sample-wise loss function L in (14) to avoid gradient diminishing if a MSE loss is applied
(which is more common in RL literatures). Finally, the critic optimization objective is

min
ϕ

Es∼D [LBCE (MCN (s) , Vϕ (s))] . (15)

Remark 3.3 (Should we treat Vϕ as a PRM?). Its worthy to note that the critic training method we
presented above is mostly aligned with [56]. However, we argue that the Vϕ should be treated as a
value function other than a process reward model. Here are the reasons : 1) From the optimization
perspective, Vϕ is trained to approximate the true state value of the completer. 2) From the RL
perspective, using Vϕ as a reward function will deviate from the original RLHF optimization objective
and easily lead to a serve reward hacking issue on the number of reasoning steps as shown in [13].

4 Experiments

In this section, we conduct DAPO on mathematical and coding datasets individually. The experimental
setup is detailed in Section 4.1, and specific conclusions and benchmark results of our experiments is
presented in Section 4.2.
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Model In Domain Out of Domain
MATH GSM8K Minerva MATH Olympiad Bench College Math

SFT Models
Skywork-Math-Llama 41.90 61.49 5.51 18.68 24.85

+ DAPO 46.88+4.98 67.55+6.06 7.34+1.82 22.38 +3.70 25.87 +1.03

Llama-3.1-8B-Instruct 49.42 85.29 26.48 16.14 30.91
+ DAPO 53.62+4.20 86.74+1.45 23.54−2.94 20.01 +3.88 30.91 +1.63

OpenO1-Llama-8B-v0.1 52.73 85.99 29.04 19.86 29.10
+ DAPO 60.33 +7.60 88.77 +2.78 29.42 +0.39 24.44 +4.59 32.12 +3.02

Qwen2.5-72B-instruct 82.90 95.40 46.30 45.45 43.00
+ DAPO 84.70 +1.80 95.70 +0.30 50.00 +3.70 47.70 +2.25 43.40 +0.40

RL Models
Qwen2-Math-7B-Instruct 74.46 89.38 40.07 34.36 41.59

+ DAPO 75.41 +0.95 89.45+0.07 37.51−2.56 37.03 +2.67 42.23 +0.64

Skywork-O1-Open-Llama3.1-8B 78.10 91.64 26.10 43.11 40.40
+ DAPO 79.81 +1.71 92.81 +1.17 29.77 +3.67 44.76 +1.65 40.26 −0.14

Qwen2.5-Math-7B-Instruct 83.42 95.78 40.06 38.96 42.65
+ DAPO 84.86 +1.44 96.14+0.36 41.56+1.50 41.25 +2.29 41.97 −0.67

Table 1: Performance of models optimized via DAPO on mathematical benchmarks. We use zero-shot
prompting and greedy decoding for all evaluations in the table. Across a wide range of model families
and out-of-domain math word problem benchmarks, DAPO achieves steady improvement with only
7.5K training samples from MATH [18].

SFT Model Out of Domain
HumanEval HumanEval+ MBPP MBPP+ LiveCodeBench

Llama-3.1-8B-Instruct 72.0 66.5 72.0 56.9 18.8
+ DAPO 75.0+3.0 68.9+2.4 77.0+5.0 66.1 +9.2 20.9 +2.1

OpenO1-Llama-8B-v0.1 69.5 61.0 69.8 58.7 16.1
+ DAPO 72.0 +2.5 64.6 +3.6 75.9 +6.1 63.8 +5.1 13.7 −2.4

Table 2: Performance of models optimized via DAPO on code benchmarks. We use zero-shot
prompting and greedy decoding for all evaluations in the table. DAPO consistently improves
performance when starting with both regular and reasoning LLMs, even when only 4K training
samples from TACO [29] is used.

4.1 Experimental setup

Training dataset. For all the DAPO experiments on mathematics, we utilize only the 7500 training
problems from the dataset MATH [18] to generate the advantage datasets for DAPO training, requiring
no additional human annotations. In particular, we only use the questions and the corresponding
golden answers in the dataset while the provided solutions are not used for training. For coding
experiments, For coding experiments, we subsample the TACO [29] dataset to compile approximately
4,000 competition-level programming questions derived from real-world scenarios. We utilize its
provided unit test cases to evaluate whether a solution is accurate.

Base models. Considering the reproducibility and of DAPO, our experiments are taken over of several
open-source language models including general and math-specific models. For general models, we
consider Llama-3.1-8B-Instruct [52] , OpenO1-Llama-8B-v0.1 [39], Skywork-O1-Open-Llama3.1-
8B [40], Qwen2.5-72B-Instruct [51]. For math-specific models, we consider Skywork-Math-Llama
[63], Qwen2-Math-7B-Instruct [59] and Qwen2.5-Math-7B-Instruct [60]. Notice that Skywork-O1-
Open-Llama3.1-8B, Qwen2-Math-7B-Instruct and Qwen2.5-Math-7B-Instruct are already trained by
RL algorithms [48]. Thus we conduct continue-RL training on three models by DAPO.

Benchmarks & Metrics. For mathematical experiments, we evaluate performance on English
mathematical benchmarks. In addition to the 5000 test problems from MATH [18], We also add 4
out-of-domain benchmarks, GSM8K [9], Minerva Math [28], Olympiad Bench [17] and College Math
[50], to test the performance generalization of DAPO. For coding experiments, we evaluate DAPO on
several widely-used benchmarks in code generation, i.e., HumanEval [7], HumanEval+ [22], MBPP
[4], MBPP+ [5] and LiveCodeBench [21]. All the evaluations are conducted in a zero-shot greedy
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Model Base +GRPO +PPO +DAPO

Llama-3.1-8B-Instruct 49.42+2.99 52.28+2.86 52.41+2.99 53.62+4.20

OpenO1-Llama-8B-v0.1 52.73+2.99 55.63+2.90 54.12+1.39 60.33+7.60

Qwen2-Math-7B-Instruct 74.46+2.99 74.94+0.46 74.93+0.47 75.41+0.95

Qwen2.5-Math-7B-Instruct 83.42+2.99 84.33+0.91 83.76+0.34 84.86+1.44

Table 3: Comparison with baseline methods on the 5K test samples from MATH [18]. DAPO
consistently outperforms both the initial model and model optimized with GRPO and PPO.

sampling (i.e. temperature 0) with a cot prompt template and a maximum amount of 2048 newly
generated tokens (except 4096 for OpenO1-Llama-8B-v0.1 and Skywork-O1-Open-Llama3.1-8B).

DAPO implementations. For each DAPO experiment, we first use the base model to generate 32
solutions for each training problem and then 6 solutions are selected out of them while making
the correct solutions and wrong solutions as balanced as possible. For each selected solution, we
use one line break \n to segment the solution steps and use the base model as the completer to
do 16 completions for each reasoning step. Then the MC estimations are constructed for the critic
training. The training methodology of critic is presented in Section 3.2. In our implementation, the
critics are fine-tuned for one epoch on Qwen2.5-Math-7B-Instruct for mathematical experiments
and Qwen2.5-coder-7B-Instruct for coding experiments, with a learning rate of 5e-6 and batch size
512. After that, we extract the next steps (action) for each intermediate step (state) in the completion
datasets and compute the advantage using the critic for DAPO training. For all experiments, we use
the global batch size 2048, learning rate 5e-7 and β = 0.01 or 0.02. We also summarize some useful
tricks applied in all of the DAPO training in Appendix F.1

Baseline methods. We compare the performance of DAPO with PPO as the actor-critic method
baseline and GRPO as the response-level method baseline on mathematical tasks using the 7.5K
problems from MATH [18] as the training queries. We conduct experiments on four base models :
Llama-3.1-8B-Instruct, OpenO1-Llama-8B-v0.1,Qwen2-Math-7B-Instruct and Qwen2.5-Math-7B-
Instruct. We train PPO and GRPO until the training accuracy curve converges. The more training
details of our baseline methods are in Appendix F.2.

4.2 Main results

Math. Our results, presented in Table 1, Table 3 and Table 4.2, demonstrate that DAPO consistently
enhances the performance of the base model across all tested models on the in-domain benchmark
MATH [18], through DAPO training, Skywork-Math-Llama, Llama-3.1-8B-Instruct, OpenO1-Llama-
8B-v0.1, and Qwen2.5-72B-instruc achieve 50.54%, 53.62%, 60.27%, 84.55% greedy decoding
accuracy respectively. For RL models, Qwen2-Math-7B-Instruct,Skywork-O1-Open-Llama3.1-8B
and Qwen2.5-Math-7B-Instruct achieve 76.40%, 79.81%,and 84.86% greedy decoding accuracy
respectively, indicating that DAPO can further enhance the performance even the base model are
already trained by RL methods previously. Table 3 shows that DAPO has a greater improvement than
PPO and GRPO on various base models in our experiments. In Figure 3, we present the accuracy
curve on the MATH TEST during the training process of DAPO. As can be clearly observed, DAPO
steadily enhances the accuracy throughout the training until it stabilizes.

Code generation. Our results for the code generation task are shown in Table 2. DAPO improves the
coding performance of both Llama-3.1-8B-Instruct and OpenO1-Llama-8B-v0.1 on multiple wildly
used benchmarks. For Llama-3.1-8B-Instruct, DAPO has increased by 3.0% and 2.4% respectively on
HumanEval [7] and HumanEval+ [22], by 5.0% and 9.2% respectively on MBPP [4] and MBPP+ [5],
and by 2.1% on LiveCodeBench [21]. For OpenO1-Llama-8B-v0.1, DAPO has increased by 2.5%
and 3.6% respectively on HumanEval [7] and HumanEval+ [22], by 6.1% and 5.0% respectively on
MBPP [4] and MBPP+ [5], and decreased by 2.4% on LiveCodeBench [21]. Overall, these results
strongly demonstrate the effectiveness of DAPO.

On the iterative DAPO. As suggested by our theoretical results (Theorem 3.2), there still remains the
room for performance improvement if πref is not the optimal policy. Thus we conduct two iterative
DAPO experiments on Skywork-Math-Llama and Qwen2-Math-7B-Instruct. At iteration 2, we use
the model optimized by DAPO at iteration 1 as πref. Our experiment results are summarized in Table
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4.2 and Table 10. We can conclude from both tables that DAPO can further improves the performance
of Skywork-Math-Llama and Qwen2-Math-7B-Instruct.

Model Base +DAPO iter1 +DAPO iter2

Skywork-Math-Llama 41.90+2.99 46.88+4.98 50.54+8.64

Qwen2-Math-7B-Instruct 74.46+2.99 75.41+0.95 76.40+1.94

Table 4: Performance of iterative DAPO on 5K test samples from MATH [18]. Both Skywork-Math-
Llama and Qwen2-Math-7B-Instruct show score improvement with additional iterations.

Ablation studies of hyperparameters. We conduct some preliminary ablation studies on the different
components of DAPO. For the choice of KL coefficient β, we test different β in the experiments
on Skywork-Math-Llama and the results are reported in Table 4.2. It can be seen that a suitable
choice of β yields best improvement. We find β = 0.01 generally performs well on various models.
Regarding the number of completions n used for MC value estimation, we test n = 8 and n = 16 in

Model \ β Base β = 0.002 β = 0.01 β = 0.02 β = 0.05 β = 0.1

Skywork-Math-Llama 41.90 44.52 46.88 46.70 45.56 44.50

Table 5: Performance of DAPO on 5K test samples from MATH [18] with different β.

the experiments on Qwen2-Math-7B-Instruct and the results are reported in Table 4.2. We find that
the difference is not significant between n = 8 and n = 16 in our experiment. However, to make
sure a larger performance gain as possible, we use n = 16 in all our experiments.

Model \ n Base n = 8 n = 16

Qwen2-Math-7B-Instruct 74.46 75.30 75.41

Table 6: Performance of DAPO on 5K test samples from MATH [18] with different number of
completions for MC value estimation.

On the computation cost of DAPO. One major limitation that may hinder the efficient training-time
scaling of DAPO is the high computation cost, particularly during the critic pre-training stage. We
leave it as a future work for us to find a more efficient and scalable method for critic training. Please
refer Section E for more discussions. That being said, given similar computation resources budget to
the response-level baseline method, i.e. GRPO, we find that DAPO still outperforms GRPO in our
experiment. We run GRPO experiment on Meta-Llama-3.1-8B-Instruct to more than 1000 training
steps. The training and test curves can be found in Figure 4. It can be observed that the model exhibits
serve overfitting after around 300 steps and the test performance begins to drop quickly. In contrast,
as shown in Figure 3, DAPO improves the test performance steadily without exhibiting overfitting,
ultimately achieving better performance gains compared to GRPO. This validates the effectiveness of
granular policy optimization enabled by estimating step-level advantages.

5 Conclusion

In this work, we propose an offline step-level RLHF method called Direct Advantage-Based Policy
Optimization (DAPO), which aims to optimize the generation of reasoning steps. DAPO significantly
improves performance on both mathematical and coding benchmarks, demonstrating its effectiveness.
Compared with response-level algorithms, DAPO leverages the critic function for more fine-grained
policy optimization. Compared with standard actor-critic methods, DAPO separates the training of
the actor and critic into two distinct stages, stabilizing the RL training process while obtaining a
good value function estimation. As we discussed before, the main limitation of DAPO is the high
computation cost, indicating a need to find a more efficient implementation method. Besides, it also
remains a great interest to see whether using a larger set of high-quality training queries would yield
greater performance improvements.
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expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims match our theoretical results (see Theorem 3.2) in Section 3, the
experimental results in Section 4 and the discussion in Section D.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the main limitation, i.e. high computational cost, in Section E
where we also discuss the potential approaches to address this issue.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The assumptions are stated in Section 2 and all proof are included in the
Appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: we provide detailed setting of our experiments in Section 4 and Section F. The
main code of our methods is included in our supplementary material.
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Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We use the open-source training dataset and the main code of our methods is
included in our supplementary material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide detailed experimental setting in Section 4 and Section F.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our evaluate our experimental results with greedy decoding, i.e. using temper-
ature 0. Thus there is no statistic random error in our experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide sufficient information on the computation cost in Section E.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research confirms with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [No]
Justification: It is difficult to discuss the potential societal impacts of our paper.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
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Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly cited all used datasets in this paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: Our paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: Our paper does not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Our method only involves standard usage of LLMs.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related work

By Theorem B.2, the the optimal policy π∗
β has the analytic solution given by

∀x, y : log
π∗
β (y|x)

πref (y|x)
=

1

β

(
r (x, y)− V̂ref (x)

)
, (16)

where

V̂ref (x) := β log

{
Ey′∼πref (·|x)

[
exp

{
1

β
r (x, y′)

}]}
.

In order to solve π∗
β , DPO [42] use the Bradley-Terry model to parametrize the reward model r and

infers the optimal policy directly from pair-wise data without accessing to V̂ref. DRO [43] takes a
straight way and solves the optimal policy directly by

min
θ

Ex,y

[(
log

πθ (y|x)
πref (y|x)

− 1

β

(
r (x, y)− V̂ref (x)

))2
]
.

one-step However, when it comes to the multi-step RLHF problem (4), the decision horizon T is
generally larger than one. In this case, by Theorem B.2, the optimal policy π∗

β satisfies

log
π∗
β (a|s)

πref (a|s)
=

1

β

(
r (s, a) + V ∗ (s′)− V ∗

β (s)
)
, (17)

where s is the current state, a is the action, s′ = f(s, a) is the successive state and V ∗
β is the optimal

value function of π∗
β defined in (3) that can be accessed in advance. Several policy gradient ascent

[49] based methods are applied to solve the optimal policy. PPO use GAE [45] to estimate the policy
gradient and a clip trick to keep the training process stable. Considering the computation efficiency,
GRPO [48], RLOO [2], Remax [30] remove the critic component and use the sampling rewards to
estimate the gradient. [26, 37, 14] adapt the DPO algorithm to the step-level setting, developing
a series of methods known as step-DPO. These methods also uses the BT model to parametrize
the reward model and infer the optimal policy from (17) without the knowledge of V ∗

β . However,
these methods still requires the collection of massive pairwise trajectory data. DQO [32] takes
the standard actor-critic route like PPO and solves the optimal policy using the Soft Actor-Critic
[15](SAC) Method. WebRL [41] directly solves equation (17) by using a MSE loss and replacing
V ∗ with the value function of some known behavior policy µ. OREO [54] also proposes an offline
actor-critic methods for LLM multi-step reasoning. [58] and TPO [31] uses MCTS and implicit
reward respectively to provide dense signals for policy optimization. [47] use the advantage function
of an additional prover policy µ as a PRM in the online policy gradient. In the below, we give a
holistic comparison between DAPO and other methods in Table 7.

Method DPO GRPO PPO DQO OREO [58] DAPO

Step-wise optimization × × ✓ ✓ ✓ ✓ ✓
Step signal provider NA NA critic critic critic MCTS critic
Learn from listwise samples × ✓ ✓ ✓ ✓ × ✓
interwoven update of actor-critic NA NA × × × NA ✓

Table 7: Comparison between DAPO and other methods

A significant difference between DAPO and other actor-critic methods is that DAPO decouples the
training of the actor and critic into two distinct stages. This separation offers the following advantages
during the actor training stage: Enhanced training stability. The non-stationary critic along with
the interwoven update between actor and critic bring more instability to the training process. DAPO
address this issue by removing the critic in the actor training stage. Substantially reduced memory
usage. During the actor training stage, DAPO only loads the actor model and the advantage dataset,
leading to significantly lower GPU memory consumption compared to PPO, DQO, and OREO.
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B More on MDP

Bellman Optimality Operators We define the Bellman optimality operator Tβ as

∀s ∈ S : [TβV ] (s) := max
π∈Π

[
T π
β V

]
(s)

Lemma B.1. Given any function V : S → R,

∀s ∈ S :[TβV ] (s) = β logEa∼πref (·|s)

[
exp

{
1

β
(r (s, a) + V (f(s, a)))

}]
(18)

Optimal policy In the following we give the optimality conditions of the multi-step RL.

Theorem B.2 ([1, 34]). if a policy π̂ ∈ Π satisfies

∀s ∈ S : V π̂
β (s) = [TβV π̂

β ] (s) ,

then π̂ = π∗
β . Besides, the optimal policy π∗

β has the unique analytic form of

∀s ∈ S, a ∈ A : log
π∗
β (a|s)

πref (a|s)
=

1

β

(
Q∗

β (s, a)− V ∗
β (s)

)
.

C Proofs

C.1 Proof of Lemma B.1

By the definition of Tβ , for any state s ∈ S, we define

πV
β (·|s) ∈ argmax

p∈∆(A)

Ea∼p

[
r (s, a) + V (f(s, a))− β log

p (a)

πref (a|s)

]
.

One can easily find that

∀s ∈ S, a ∈ A : πV
β (a|s) :=

πref (a|s) · exp
{

1
β (r (s, a) + V (f(s, a)))

}
Ea′∼πref (·|s)

[
exp

{
1
β (r (s, a′) + V (f(s, a)′))

}]
and we omit the proof of it here. Then

TβV (s) = T πV
β

β V (s)

= Ea∼πV
β (·|s)

[
r (s, a) + V (f(s, a))− β log

πV
β (a|s)

πref (a|s)

]

= Ea∼πV
β (·|s)

r (s, a) + V (f(s, a))− β log

 exp
{

1
β (r (s, a) + V (f(s, a)))

}
Ea′∼πref (·|s)

[
exp

{
1
β (r (s, a′) + V (f(s, a)′))

}]


= β log

(
Ea∼πref (·|s)

[
exp

{
1

β
(r (s, a) + V (f(s, a)))

}])
C.2 Proof of Lemma 2.2

Proof. Recall the definition of state value functions in (3). Then one has

V π
β (ρ)− V π̃

β (ρ) = E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(r (st, at)− βKL (π (·|st) , πref (·|st)))|s0 ∼ ρ

]
− V π̃

β (ρ)
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= E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(r (st, at)− βKL (π (·|st) , πref (·|st)))|s0 ∼ ρ

]

− E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(
V π̃
β (st)− V π̃

β (st+1)
)
|s0 ∼ ρ

]

= E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(
r (st, at)− βKL (π (·|st) , πref (·|st)) + V π̃

β (st+1)− V π̃
β (st)

)
|s0 ∼ ρ

]

= E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(
T π
β V π̃

β (st)− V π̃
β (st)

)
|s0 ∼ ρ

]
.

Note that under assumption 2.1, the state space S is finite. Thus

V π
β (ρ)− V π̃

β (ρ) = E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

(
T π
β V π̃

β (st)− V π̃
β (st)

)(∑
s∈S

I {st = s}

)
|s0 ∼ ρ

]

= E∀t∈N:at∼π(·|st)

[∑
s∈S

T−1∑
t=0

(
T π
β V π̃

β (st)− V π̃
β (st)

)
I {st = s}|s0 ∼ ρ

]

= E∀t∈N:at∼π(·|st)

[∑
s∈S

T−1∑
t=0

(
T π
β V π̃

β (s)− V π̃
β (s)

)
I {st = s}|s0 ∼ ρ

]

= E∀t∈N:at∼π(·|st)

[∑
s∈S
T π
β V π̃

β (s)− V π̃
β (s)

T−1∑
t=0

I {st = s}|s0 ∼ ρ

]

=
∑
s∈S

(
T π
β V π̃

β (s)− V π̃
β (s)

)
·E∀t∈N:at∼π(·|st)

[
T−1∑
t=0

I {st = s}|s0 ∼ ρ

]
(a)
=
∑
s∈S

dπρ (s) ·
(
T π
β V π̃

β (s)− V π̃
β (s)

)
= Es∼dπ

ρ

[
T π
β V π̃

β (s)− V π̃
β (s)

]
,

where (a) leverages the definition of visitation measure dπρ .

C.3 Proof of Lemma 3.1

Proof. Recall that

Hk
s (πθ, πref) =

1

2
Ea∼πθk

(·|s)

[(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)2
]

A direct computation yields that

∇θHk
s (πθ, πref) =

1

2
Ea∼πθk

(·|s)

[
∇θ

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)2
]

= Ea∼πθk
(·|s)

[(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)
∇θ

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)]
= −Ea∼πθk

(·|s)

[(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)
∇θ log πθ (a|s)

]
.

Note that

Is (πθ, πref) = Ea∼πθ(·|s)

[
Aπref (s, a)− β log

πθ (a|s)
πref (a|s)

]
.

24



Then

∇θIs (πθ, πref) = ∇θEa∼πθ(·|s)

[
Aπref (s, a)− β log

πθ (a|s)
πref (a|s)

]
= Ea∼πθ(·|s)

[
∇θ log πθ (a|s)

(
Aπref (s, a)− β log

πθ (a|s)
πref (a|s)

)]
+ Ea∼πθ(·|s)

[
∇θ

(
Aπref (s, a)− β log

πθ (a|s)
πref (a|s)

)]
= βEa∼πθ(·|s)

[
∇θ log πθ (a|s)

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)]
− βEa∼πθ(·|s) [∇θ log πθ (a|s)]
(a)
= βEa∼πθ(·|s)

[
∇θ log πθ (a|s)

(
1

β
Aπref (s, a)− log

πθ (a|s)
πref (a|s)

)]
,

where (a) is due to

Ea∼πθ(·|s) [∇θ log πθ (a|s)] = ∇θEa∼πθ(·|s) [1] = ∇θ (1) = 0.

Thus it’s easy to verify that∇θIs (πθk , πref) = −β∇θHk
s (πθ, πref) and the proof is completed.

C.4 Proof of Theorem 3.2

Proof. Notice that ∀s ∈ S, νS(s) > 0. Then it’s obviously that for any state s ∈ S,

π+ (·|s) ∈ argmin
p∈∆(A)

Ea∼νA(·|s)

[(
1

β
Aπref (s, a)− log

p (a)

πref (a|s)

)2
]
.

Since ∀s ∈ S, a ∈ A, νA(a|s) > 0, πref(a|s) > 0, one has ∀s ∈ S, a ∈ A, π+(a|s) > 0 otherwise
the loss becomes infinity. For ease of notation, we define

us,a := log
p (a)

πref (a|s)
and As,a :=

1

β
Aπref (s, a) .

Then
{
u+
s,a := log π+(a|s)

πref (a|s) | a ∈ A
}

is the solution of the following optimization problem:

min
us:=(us,a)a∈A∈R|A|

: Ls (us) :=
1

2
· Ea∼νA(·|s)

[
(As,a − us,a)

2
]

s.t :
∑
a∈A

p (a) = Ea∼πref (·|s) [exp {us,a}] = 1.

Denote the Lagrangian function as

L̂s (us, λ) := Ls (us) + λ ·
(
Ea∼πref (·|s) [exp {us,a}]− 1

)
.

Since it’s a convex problem, by KKT conditions, there exists a λ∗
s ∈ R such that (u+

s , λ
∗
s) is the

solution of the equations: {
∇us
L̂s (u

+
s , λ

∗
s) = 0

Ea∼πref (·|s)
[
exp

{
u+
s,a

}]
= 1

(19)

Notice that

∇usL̂s (us, λ) = ∇usEa∼νA(·|s)

[
1

2
(As,a − us,a)

2
+ λ · πref (a|s)

ν (a|s)
· exp {us,a}

]
= νA (·|s)⊙

(
us −As + λ · πref (·|s)

νA (·|s)
· exp {us}

)
.

25



Plugging it into (19) yields that

∀a ∈ A : As,a − u+
s,a = λ∗

s ·
πref (a|s)
νA (a|s)

· exp
{
u+
s,a

}
. (20)

A direct computation yields that

λ∗
s = λ∗

s · Ea∼πref

[
exp

{
u+
s,a

}]
(a)
= Ea∼νA(·|s)

[
λ∗
s ·

πref (a|s)
ν (a|s)

· exp
{
u+
s,a

}]
= Ea∼νA(·|s)

[
As,a − u+

s,a

]
,

where (a) is due to (20). We now to show that λ∗
s ≥ 0. Notice that

Ea∼πref (·|s)
[
As,a − u+

s,a

]
= Ea∼πref (·|s)

[
1

β
Aπref (a|s)− log

π+ (a|s)
πref (a|s)

]
= Ea∼πref (·|s)

[
log

πref (a|s)
π+ (a|s)

]
= KL

(
πref (·|s) , π+ (·|s)

)
. (21)

Thus if λ∗
s < 0, one has ∀a ∈ A : As,a − u+

s,a < 0 due to (20) and

Ea∼πref

[
As,a − u+

s,a

]
< 0,

which contradicts to (21). Recall the definition of Is(π, πref). Thus

Is
(
π+, πref

)
= Ea∼π+(·|s)

[
Aπref (s, a)− β log

π+ (a|s)
πref (a|s)

]
= β · Ea∼π+(·|s)

[
As,a − u+

s,a

]
(a)
= β · Ea∼π+(·|s)

[
λ∗
s ·

πref (a|s)
νA (a|s)

· exp
{
u+
s,a

}]
= β · λ∗

s · Ea∼π+(·|s)

[
π+ (a|s)
νA (a|s)

]
= β · λ∗

s · Ea∼νA(·|s)

[(
π+ (a|s)
νA (a|s)

)2
]

= β · λ∗
s · Ea∼νA(·|s)

[(
π+ (a|s)
νA (a|s)

)2
]

≥ β · λ∗
s

:= λs(νA) (22)

where the last inequality is due to

Ea∼νA(·|s)

[(
π+ (a|s)
νA (a|s)

)2
]
≥
(
Ea∼νA(·|s)

[
π+ (a|s)
νA (a|s)

])2

=

(∑
a∈A

π+ (a|s)

)2

= 1.

Plugging (22) into Lemma 2.2 directly yields that

V π+

β (µ)− V πref

β (µ) = Edπ+
µ

[Is (π, πref)] ≥ Edπ+
µ

[λs (νA)] ≥ 0.

We now to show that V π+

β (µ) = V πref

β (µ) holds if and only if πref is already the optimal policy.
Notice that

V π+

β (µ) = V πref

β (µ) ⇔ ∀s ∈ S : λs (νA) = 0⇔ ∀s ∈ S, a ∈ A : u+
s,a −As,a = 0.

Thus plugging it into (21) yields that

KL
(
πref (·|s) , π+ (·|s)

)
= 0
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and ∀s, a ∈ S ×A : Aπref (s, a) = β · log π+(a|s)
πref (a|s) = 0. Hence for any state s ∈ S,

TβV πref

β (s) = β logEa∼πref (·|s)

[
exp

{
1

β

(
r (s, a) + V πref

β (f (s, a))
)}]

= β logEa∼πref (·|s)

[
exp

{
1

β
Qπref

β (s, a)

}]
= β logEa∼πref (·|s)

[
exp

{
1

β
Qπref (s, a)

}]
= β logEa∼πref (·|s)

[
exp

{
1

β
Aπref (s, a) +

1

β
V πref (s)

}]
= β logEa∼πref (·|s)

[
exp

{
1

β
V πref (s)

}]
= V πref (s)

= V πref

β (s)

which means V πref

β is the fixed point of the Bellman optimality operator thus πref is the optimal policy
by Theorem B.2

D Discussion I : connection between DAPO and multi-step reasoning.

In this section, we give a detailed discussion on the connections between DAPO and multi-step
reasoning and show that DAPO indeed achieves step-level fine-grained policy optimization and
reduces the training variance.

Response-level policy gradient methods suffer from high training variance. Policy gradient
(PG) methods updates the parameter by applying gradient ascent w.r.t the objective (4) directly and
generally takes the form of

θ ← θ + η∇θV
π
β (µ) .

For simplicity of analysis, we assume β = 0. By policy gradient theorem [1],

∇θV
πθ (µ) = Ex∼DE∀t:at∼πθ(·|x)

[
T−1∑
t=0

∇θ log πθ (at|st)Aπθ (st, at)

]
. (23)

Current response-level PG methods mainly focus on the estimation of advantage in (23). Sup-
pose n responses y1, ..., yn are sampled from πθ(·|x) for each prompt x. We denote yi :=

Concat(x, a(i)0 , ..., a
(i)
Ti−1), s

(i)
t := Concat(x, a(i)0 , ..., a

(i)
t−1), where Ti is the number of reasoning

steps in response yi, and A
(i)
t as the estimation of advantage Aπθ (s

(i)
t , a

(i)
t ). We summarize the

construction of A(i)
t of different methods in Table 8. It can be observed that all methods use r(x, yi)

Methods Advantage estimation A
(i)
t Sign of A(i)

t Does A(i)
t vary with t ?

REINFORCE r(x, y)
non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

REINFORCE++ [19] r(x, y) with global batch normalization non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

ReMax [30] r (x, yi)− r (x, ŷ) where ŷi is
sampled from the greedy policy

non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

GRPO [48] r(x,yi)−p̂√
p̂(1−p̂)

, where p̂ := 1
n

∑n
j=1 r (x, yj)

non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

ORZ [20] r (x, yi)− Vϕ

(
s
(i)
t

) non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

DR.GRPO [36] r (x, yi)− p̂, where p̂ := 1
n

∑n
j=1 r (x, yj)

non-negative when r(x, yi) = 1 and
non-positive when r(x, yi) = 0

No

Table 8: Summary of advantage estimation of current response-level PG methods.
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as the MC estimation of state-value function . Thus these methods generally try to increase the
probability of all the reasoning steps if the response y is correct and decrease the probability of all the
reasoning steps if y is incorrect. However, this update pattern indeed introduces high training variance
since the sign of the true advantage value, i.e. Aπθ (st, at), may mismatch the final reward of the
trajectory. Following is a concrete example. The trajectory shown in Figure 2 contains 14 reasoning
steps and is a correct trajectory sampled from Llama-3.1-8B-instruct. The values and advantages
of each reasoning step are also reported on the right-hand side of the figure. There is a noticeable
drop in value (accuracy) in step 11, decreasing from 0.94 to 0.41, resulting in an advantage of -0.53.
This means the model is more likely to make a mistake starting from step 11. A well-directed policy
update may reduce the likelihood of step 11, rather than increasing it, even if the final answer is
correct. Thus, there exists responses that yield correct answers while containing reasoning steps
from which the model is likely to make mistakes, and vice versa. Thus, using the same advantage
estimation for all reasoning steps in the entire response introduces high training variance.

Figure 2: A reasoning trajectory sampled from Llama-3.1-8B-instruct with the true state value and
advantage reported in the right hand side.

Step-level fine-grained policy optimization via DAPO. Even though the objective (1) optimized by
response-level algorithms can be reformulated to a multi-step decision problem (2) equivalently, it by
no means implies that these methods can achieve step-level optimization as illustrated above. For
DAPO, it can be directly observed from (12) that, given the previous reasoning steps (state s), DAPO
optimizes the distribution of the next reasoning step generation (action a) depends on the step-level
advantage estimation other than the final reward. Thus DAPO indeed enables fine-grained step-wise
learning by optimizing the actor using the advantage datasets. Our main theoretical result (Theorem
3.2) further shows that updating the actor’s probability in the direction of the advantage can indeed
yield policy improvement if the advantages are well-estimated.

E Discussion II : Computational cost of DAPO

In this section, we provide a detailed analysis of the computational cost of DAPO and discuss
potential approaches for efficient training-time scaling. Consider an actor model Mactor with N actor

model
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non-embedding parameters is optimized by DAPO on an offline advantage dataset D with batch size
Bactor over Kactor training steps. For the critic pre-training, we first generate n initial responses from
which n1 responses are selected. For each reasoning step in these filtered responses, we then produce
m completions for MC value estimation. Then a critic model Mcritic with N critic

model non-embedding
parameters is optimized on the MC value dataset with batch size Bcritic over Kcritic training steps. To
simplify the analysis, we assume both the response length and the number of reasoning steps per
response remain constant at L and T respectively (each reasoning step is of length L/T ). Following
[24], we estimate inference computational cost as 2NmodelNinfer and the training computational
cost can be estimated by 6NmodelNtrain, where Ninfer and Ntrain are inference and training tokens
respectively. We report Ninfer and Ntrain for our DAPO implementation in Table E.

Step Ninfer Ntrain
Computational cost

Nmodel(2Ninfer + 6Ntrain)

Generation n1L 0 2n1L ·N actor
model

Completion nmL
2 (T − 1) 0 nmL (T − 1) ·N actor

model
Critic Optimization 0 nT ·BcriticKcritic 6nT ·BcriticKcritic ·N critic

model
Making Advantage Dataset nmL 0 2nmL ·N critic

model
Actor Optimization 0 L/T ·BactorKactor 6L/T ·BactorKactor ·N actor

model

Table 9: Computational cost estimation of DAPO.

Suppose N actor
model = N critic

model = Nmodel. By Table E, the total computational cost c of DAPO is

c = Nmodel

(
L (2n1 + nm (T − 1) + 2nm) + 6

(
nTBcriticKcritic +

L

T
BactorKactor

))
= Nmodel · O

(
LTnm+

(
L

T
+ nT

)
BK

)
,

where B := max{Bactor, Bcritic} and K := max{Kactor,Kcritic}. In our implementation n1 =
32, n = 6,m = 16, T ≈ 20, L ≈ 2048.

Possible approaches to efficient training-time scaling. Suppose the length of reasoning step
Lstep := L

T is a constant. Then the computation cost c = Nmodel · Lstep · O
(
T 2nm+ nTBK

)
.

The computational cost c may explode due to square term T 2 as the response length L increased. A
potential approach to mitigate this issue is not to do MC value estimation for all reasoning steps as in
[38]. Another possible approach is to find an efficient and effective method for dividing reasoning
steps, ensuring that the total number of reasoning steps T does not increase too rapidly as in [35].

F More details of experiments

F.1 DAPO

Model In Domain Out of Domain
MATH GSM8K Minerva MATH Olympiad Bench College Math

Skywork-Math-LLama 41.90 61.49 5.51 18.68 24.85
+ DAPO iter 1 46.88+4.98 67.55+6.06 7.34+1.82 22.38 +3.70 25.87 +1.03

+ DAPO iter 2 50.54+8.64 69.04+7.55 8.09+2.58 23.86 +5.18 27.20 +2.35

Qwen2-Math-7B-Instruct 74.46 89.38 40.07 34.36 41.59
+ DAPO iter 1 75.41 +0.95 89.45+0.07 37.51−2.56 37.03 +2.67 42.23 +0.64

+ DAPO iter 2 76.40 +1.94 89.30−0.08 38.25−1.82 37.64 +3.27 41.16 −0.43

Table 10: Full Mathematical benchmark results of iterative DAPO using zero-shot greedy
inference.
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Useful training tricks Following are some useful tricks applied in all of the DAPO experiments.

• State-wise learning. Notice that for each training state (intermediate step) s, there are
multiple actions (next step) for DAPO training. Rather than shuffling all state-action pairs,
we try to place different actions from the same state within the same batch for DAPO training
in order to provide contrastive gradients.

• Learning uniformly on approximate action space. Suppose we have n actions {ai}ni=1
for each training state s. Although the true action space A is extremely large for LLM,
we consider the unique actions of {ai}ni=1 as the approximate action space denoted as
Ãs. After computing the advantage for each action, we only add the unique actions to
the advantage dataset for DAPO training, which means the training action distribution is
νA(·|s) = Unif(Ãs) in our implementation.

• Learning on the states with large advantage gap. Considering that the approximation
error between the prediction of critic network and the true state value, we only learn those
states that have a large advantage gap to make sure the actions with higher advantage are
actually better than those actions with a lower advantage. We define the advantage gap as

∆s := max
ai∈Ãs

A (s, ai)− min
aj∈Ãs

A (s, aj) .

In our implementation, we only learn those states with ∆s >= 0.1

F.2 Baseline methods

Hyperparameter Value

actor learning rate 5e-7

critic learning rate 9e-6

KL coefficient β 0.01

discount factor γ 1

GAE factor λ 0.95

actor training epoch 1

critic training epoch 1

rollout max new tokens 2048
(4096 for OpenO1-Llama-8B-v0.1)

rollout temperature 1

rollout batch size 1024

global train batch size 1024

Table 11: The hyperparameters we employ to train PPO
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Figure 3: Accuracy curve on MATH TEST during training process. Let x be the accuracy of base
model on MATH TEST and y be the accuracy after DAPO training. Absolute improvement refers to
y − x and relative improvement refers to y−x

1−x .
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Hyperparameter Value

query batch size 64

group size 16

KL coefficient β 0.01

rollout max new tokens 2048
(4096 for OpenO1-Llama-8B-v0.1)

rollout temperature 1

global train batch size 1024

actor learning rate 1e-6

Table 12: The hyperparameters we employ to train GRPO

Figure 4: Performance of Meta-Llama-3.1-8B-instruct optimized via GRPO. The model exhibits
serve overfitting after around 300 steps. Left: Accuracy on training batch during RL process. Right:
Performance improvement (in percentage points) on MATH 5K test problems.

G Pseudocode of DAPO
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Algorithm 1 Direct Advantage-Based Policy Optimization
1: Input: Training problems D, initial actor πθ0 , initial critic Vϕ0

, maximum iteration number T ,
KL coefficient β.

2: for iteration i = 0, 1, ..., T − 1 do
3: [Step A.1 Generation]
4: Dgen ← ∅, πgen ← πθi , πref ← πθi .
5: for problem x ∈ D do
6: Sample multiple responses from the generator, i.e. G(x)← {y} iid∼ πgen(·|x).
7: For each response y ∈ G(x), split it into multiple reasoning steps (e.g. by using the line

break \n) so that y = (a0, ..., aT−1), and the construct the states

S (y)← {Concat (x, a0, ..., at)}T−1
t=0 .

8: Add the states derived from all responses into Dgen, i.e., Dgen ← Dgen +
⋃

y∈G(x) S (y).
9: Stop generation when certain criteria are met (e.g., when the computation budget is reached).

10: end for
11: [Step A.2 Completion]
12: Dcom ← ∅, DMC ← ∅.
13: for state s ∈ Dgen do
14: Sample multiple completions C(s)← {ỹ} iid∼ πref(·|s) using s as the context prefix.
15: Reward each completion and compute the MC value as

MC(s)← 1

|C (s)|
∑

ỹ∈C(s)

r (s, ỹ).

16: DMC.add ((s,MC(s))), Dcom.add ((s, C (s))).
17: end for
18: Update the critic (starting from ϕi) by optimizing (15) on MC value dataset DMC, i.e.

ϕi+1 ← argmin
ϕ

Es∼DMC
[LBCE (MC (s) , Vϕ (s))]

19: [Step B.1 Compute Advantages]
20: Dadv ← ∅
21: for (s, C(s)) ∈ Dcom do
22: Set action set A(s)← ∅.
23: For each completion ỹ ∈ C(s), extract the first reasoning step a from ỹ and add it into A(s).
24: Compute advantage for each action a in A(s) using optimized critic, i.e.,

∀a ∈ A (s) : Â (s, a)← Vϕi+1
(s ◦ a)− 1

|A (s)|
∑

ã∈A(s)

Vϕi+1 (s ◦ ã)

25: Add the estimated advantages into Dadv, i.e.,

Dadv ← Dadv +
{(

s, a, Â (s, a)
)
: a ∈ A (s)

}
26: end for
27: [Step B.2 Policy Optimization]
28: Update the actor (starting from θi) by optimizing (12) on the advantage dataset Dadv, i.e.,

θi+1 ← argmin
θ

1

2
E(s,a,Â)∼Dadv

[(
1

β
Â (s, a)− log

πθ (a|s)
πref (a|s)

)2
]

29: end for
30: Output: Last iterate actor πθT , last iterate critic VϕT

.
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