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Abstract

Offline reinforcement learning (RL) learns policies from a fixed dataset, but often requires
large amounts of data. The challenge arises when labeled datasets are expensive, especially
when rewards have to be provided by human labelers for large datasets. In contrast, unlabelled
data tends to be less expensive. This situation highlights the importance of finding effective
ways to use unlabelled data in offline RL, especially when labelled data is limited or expensive
to obtain. In this paper, we present the algorithm to utilize the unlabeled data in the offline
RL method with kernel function approximation and give the theoretical guarantee. We
present various eigenvalue decay conditions of Hk which determine the complexity of the
algorithm. In summary, our work provides a promising approach for exploiting the advantages
offered by unlabeled data in offline RL, whilst maintaining theoretical assurances.

1 Introduction

Reinforcement learning (RL) algorithms have demonstrated empirical success in a variety of domains, including
the defeat of Go champions (Silver et al., 2016), robot control (Kalashnikov et al., 2018), and the development
of large language models such as ChatGPT (Stiennon et al., 2020). In particular, these achievements are
largely associated with online reinforcement learning, characterized by dynamic data collection. However,
the widespread adoption of online RL faces significant challenges. In many scenarios, active exploration is
impractical due to factors such as the high cost of data collection (Levine et al., 2020). In many scenarios,
active exploration is impractical due to factors such as the high cost of data collection (Levine et al., 2020).
To this end, in this paper we explore offline reinforcement learning - a fully data-driven framework similar to
supervised learning. Unfortunately, fully data-driven offline RL demands large datasets. In more realistic
scenarios, offline reinforcement learning (RL) could allow us to use a smaller amount of task-specific data
along with a significant amount of task-agnostic data. This data is not labeled with task rewards, and some
of it may not be directly relevant to the task at hand.

Prior works use learned classifiers that discriminate between successes and failures for reward labeling
(Fu et al., 2018; Singh et al., 2019) in the online RL setting. However, these approaches are unsuitable
for the offline RL setting since they require real-time interaction. Alternatively, some research focuses on
learning from data without explicit reward labels by directly imitating expert trajectories (Ho & Ermon,
2016; Kostrikov et al., 2019) or deriving the reward function through inverse reinforcement learning using
an expert dataset (Fu et al., 2017; Finn et al., 2016). However, in real-world scenarios, these approaches
may face challenges due to the resource-intensive and costly nature of the expert trajectory acquisition and
reward labelling process.

Yu et al. (2022) has revealed the challenges associated with learning to predict rewards, highlighting the
surprising efficacy of setting the reward to zero. Despite these findings, the impact of reward prediction
methods on performance and the potential demonstrable benefits of reward-free data in offline reinforcement
learning (RL) remain unclear. In response to this, Hu et al. (2023) have introduced a novel model-free
approach named Provable Data Sharing (PDS). PDS incorporates uncertainty penalties into the learned
reward functions, maintaining a conservative algorithm. This method allows PDS to take advantage of
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unlabeled data for offline RL, especially in linear MDPs. However, the linear MDP assumption is inflexible
and rarely is fulfilled in practice. This question naturally arises.

How can we enhance the performance of offline RL algorithms that use kernel function approximation by
effectively using reward-free data?

This work focuses on the episodic Markov decision process (MDP). The reward function and value function
are both represented by kernel functions. Inspired by the Provable Data Sharing (PDS) (Hu et al., 2023)
framework, we propose a new algorithm. The PDS algorithm has two main components. First, it pessimistically
estimates rewards by applying additional penalties to the reward function learned from labeled data. This
augmentation is designed to prevent overestimation, thus ensuring a conservative algorithm. The second part
of the PDS algorithm uses the Pessimistic Value Iteration (PEVI) algorithm introduced by Jin et al. (2021)
to derive the policy. Our main contribution is that

• Extension of PDS framework: We expand the applicability of the Provable Data Sharing (PDS)
framework, initially introduced by Hu et al. (2023). This extension goes beyond the original linear
Markov Decision Process (MDP) setting, incorporating kernel function approximation. This expansion
enhances the versatility of the PDS framework, making it applicable to a broader range of scenarios.
Our derivation is influenced by methodologies proposed for kernelized contextual bandits (Chowdhury
& Gopalan, 2017; Valko et al., 2013; Srinivas et al., 2009), as well as techniques such as pessimistic
value iteration (PEVI) (Jin et al., 2021) and the kernel optimum least squares value iteration algorithm
(KOVI) (Yang et al., 2020).

• Focus on finite-horizon MDPs: While Hu et al. (2023) concentrates on a discounted infinite-horizon
MDP setting, our work shifts the focus to finite-horizon MDPs. This adjustment accommodates
horizon-dependent reward functions and transition probability functions, addressing a specific and
practical aspect of reinforcement learning.

• Feature coverage assessment via concentratability coefficient: In contrast to Hu et al. (2023), which
assumes the concentratability coefficient to be bounded for assessing coverage over the state action
space, we measure the distribution shift using the spectrum of feature covariance matrices. This
alternative metric (Wang et al., 2020a), as in Assumption 4.8, is well-established in supervised
learning and particularly suitable for scenarios involving linear function approximation.

• Data-splitting technique: We introduce a data-splitting technique to mitigate potential challenges
associated with the logarithmic covering number in the learning bound, as discussed by Xie et al.
(2021).

Our research provides a theoretical guarantee for effectively utilizing the benefits of reward-free data in offline
RL. We aim to enhance the robustness of offline RL methods by maintaining theoretical guarantees, which
offers a valuable contribution to the ongoing development of more resilient and efficient RL frameworks.

2 Related Works

The issue of suboptimality in discounted and episodic MDP with a model has been considered in linear and
kernel settings. The results are presented in Table 1. In the episodic MDP setting, we have the dataset
with N trajectories of horizon H, and the suboptimality dependent on N and H. On the other hand, in a
discounted MDP setting, we have the dataset with length N , and suboptimality dependent on N . The PEVI
algorithm (Jin et al., 2021) serves as the foundational algorithm within Hu et al. (2023) and our work. If we
assume that the infinite horizon MDP should conclude within H steps (referred to as the effective horizon)
(Yan et al., 2022), we can set the discount factor γ such that H = 1/(1− γ). Consequently, the suboptimality
for the PDS algorithm is expressed as Õ(dH2N

− 1
2

2 ) where N2 is the number of trajectories for the unlabeled
dataset. Similar to Hu et al. (2023), we incorporate unsupervised data sharing to enhance the offline RL
algorithm. The linear setting is a special case of the kernel setting with a linear kernel. In this case, we can
recover the suboptimality as Õ(Hd 1

2N
− 1

2
1 ), where N1 is the number of trajectories for the labeled dataset, as
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provided in Hu et al. (2023). A notable difference between PEVI and PDS lies in PDS’s utilization of data
sharing to improve the suboptimality through an unlabeled dataset. It’s important to note that N2 > N1
in general. When comparing PDS with our approach in a linear setting, the H-folds data splitting in our
algorithm enhances the suboptimality by a factor of

√
d. However, this improvement comes with a tradeoff,

as our algorithm introduces a suboptimality increment by a factor of
√
H because we need to partition the

data set into H folds. As a result, each estimated value function is derived from only N2/H episodes of data.

Algorithm MDP Setting SubOpt
PEVI (Jin et al., 2021) Episodic Linear Õ(dH2N

− 1
2

1 )
PDS (Hu et al., 2023) Discounted Linear Õ(d 1

2 (1− γ)−1N
− 1

2
1 ) + Õ(d(1− γ)−2N

− 1
2

2 )

Our work Episodic kernel-based,
d-finite spectrum Õ(Hd 1

2N
− 1

2
1 ) + Õ(H 5

2 d
1
2N

− 1
2

2 )

Our work Episodic kernel-based,
general setting Õ(H

√
G(N1, ν)ζD1) + Õ(H2

√
G(NH , λ)ζD̃)

Table 1: The existing suboptimality under weak convergence (see Assumption 4.8)(except for the last row)
, discussed in Section 2. Here, the labeled dataset represented as {(s′τ

h, a
′τ
h, r

τ
h)}N1,H

τ,h=1, unlabeled dataset
represented as {(s′τ+N1

h , a′τ+N1
h )}N2,H

τ,h=1, and Dθ, which is a combination of labeled dataset and unlabeled
dataset with N = N1 + N2 trajectories. We partition the dataset Dθ into H disjoint and equally sized
sub dataset {D̃θh}Hh=1. Denote γ as the discount factor for discounted MDP, G(N,λ) is the maximum
information gain, ζD = maxh∈[H] ζh(D′,D) represents a maximum amount of information from the dataset
D and D′, where D′ is the combination of D and observed data z, and ζD̃ = maxh∈[H] ζh((D̃θ̃h)′, D̃θ̃h). Note
that ν = 1 + 1

N1
and λ = 1 + 1

N . In a linear MDP setting, it is stated that the transition probability can be
represented linearly in a feature map of state-action with d dimensions.

Offline Reinforcement Learning

In offline reinforcement learning (RL), the goal is to learn a policy from a static data set collected previously
without interacting with the environment. Current approaches in offline RL (Levine et al., 2020) can be
broadly classified into dynamic programming methods and model-based methods. Dynamic programming
methods aim to learn a state action value function, known as the Q function. Subsequently, this value
function is used either to directly find the optimal policy or, in the case of actor-critic methods, to estimate
a gradient for the expected returns of a policy. The offline dynamic programming algorithm operates in a
tabular setting (Jin et al., 2018). However, algorithms designed for tabular settings have limitations when
applied to function approximation settings with a large number of effective states. Recent work has centered
around the functional approximation setting, especially in the linear setting, where the value function (or
transition model) can be represented using a linear function of a known feature mapping (Jin et al., 2021;
Cai et al., 2020; Zanette et al., 2021). As the linear Markov decision process (MDP) assumption is rigid and
rather restrictive in practice, Wang et al. (2020b) explores the kernel optimal least squares value iteration
(KOVI) algorithm (Yang et al., 2020) for general function approximation. In contrast, model-based methods
rely on their ability to estimate the transition function using a parameterized model, such as a neural network.
Instead of employing dynamic programming methods to fit the model, model-based approaches leverage
their ability to effectively utilize large and diverse datasets to estimate the transition function (Yu et al.,
2021b; Janner et al., 2019). Both of the methods presented above require a large amount of data to learn a
state-action or transition function. In our work, we use reward-free data (i.e., unlabeled data) to improve the
performance of learning a state-action function.

Offline Data Sharing

Data sharing strategies in multi-task reinforcement learning (RL) have shown effectiveness, as observed in
works such as Yu et al. (2021a); Eysenbach et al. (2020); Chen et al. (2021). This involves reusing data across
different tasks by relabeling rewards, thereby enhancing performance in multi-task offline RL scenarios. Prior
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work has employed various relabeling strategies. These include uniform labeling (Kalashnikov et al., 2021),
labeling based on metrics such as estimated Q-values (Yu et al., 2021a), and labeling based on distances to
states in goal-conditioned settings (Chen et al., 2021). However, these approaches either necessitate access
to the functional form of the reward for relabeling or are confined to goal-conditioned settings. On the
other hand, Yu et al. (2022) proposes a straightforward strategy by assigning zero rewards to unlabeled
data. On the other hand, Hu et al. (2023) employs linear regression to label rewards for unlabeled data.
These approaches present alternative and potentially simpler methods for relabeling, especially in scenarios
where direct access to the reward function is challenging or unavailable. In our work, we propose kernel ridge
regression to exploit unlabeled data which under certain conditions can be reduced to linear regression.

3 Background

3.1 Episodic Markov Decision Process

Consider an episodic MDP (Yang et al., 2020; Sutton & Barto, 2018), denoted asM = (S,A, H,P, r) with state
space S, action space A, horizon H, transition function P = {Ph}h∈[H], and reward function r = {rh}h∈[H].
We assume that the reward function is bounded, that is, rh ∈ [0, 1]. For any policy π = {πh}h∈[H] and
h ∈ [H], we define the state-value function V πh : S → R and the action-valued function (Q-function)
Qπh : S ×A → R as V πh (s) = Eπ

[∑H
t=h rt(st, at)|sh = s

]
and Qπh(s, a) = Eπ

[∑H
t=h rt(st, at)|sh = s, ah = a

]
.

These two functions satisfy the well-known Bellman equation: V πh (s) = ⟨Qπh(s, ·), πh(· | s)⟩A and Qπh(s, a) =
E
[
rh (sh, ah) + V πh+1 (sh+1) | sh = s, ah = a

]
. For any function f : S → R, we define the transition operator

at each step h ∈ [H] as (Phf) (s, a) = E [f (sh+1) | sh = s, ah = a], and define the Bellman operator as
(Bhf) (s, a) = E [rh (sh, ah) | sh = s, ah = a] + (Phf) (s, a). Similarly, for all h ∈ [H], the Bellman optimality
equations defined as V ∗

h (s) = supa∈A Q
∗
h(s, a) and Q∗

h(s, a) =
(
BhV ∗

h+1
)

(s, a). Meanwhile, the optimal policy
π∗ satisfies π∗

h(· | s) = argmax
πh

⟨Q∗
h(s, ·), πh(· | s)⟩A and V ∗

h (s) = ⟨Q∗
h(s, ·), π∗

h(· | s)⟩A . Reinforcement learning

aims to learn a policy maximizing expected cumulative reward. Accordingly, we define the performance
metric(i.e.,suboptimality) as

SubOpt(π; s) = V π
∗

1 (s)− V π1 (s). (1)

3.2 Assumption of Offline Data

In offline RL setting, a learner uses pre-collected dataset D, which consists of N trajectories {(sτh, aτh, rτh)}N,Hτ,h=1,
generated by some fixed but unknown MDP M under the behavior policy πb in the following manner:
sτ1 ∼ ρb, aτh ∼ πb

h (· | sτh) and sτh+1 ∼ Ph (· | sτh, aτh) , 1 ≤ h ≤ H. Here ρb represents a predetermined initial
state distribution associated with the static dataset. The learner may also have partial observations of the
reward in addition to the above state-action observations. More elaborately, we assume access to both a
labeled dataset D1 =

{(
s′τ
h, a

′τ
h, r

τ
h

)}N1,H

τ,h=1, and an unlabeled dataset D2 =
{(
s′τ+N1
h , a′τ+N1

h

)}N2,H

τ,h=1
. We

utilize the estimated reward function with parameter θ, as determined in section 4, to relabel dataset D2.

The relabeled dataset, denoted as Dθ2 =
{(
s′τ+N1
h , a′τ+N1

h , r̂θ̂h

h (s′τ+N1
h , a′τ+N1

h )
)}N2,H

τ,h=1
.

3.3 Reproducing Kernel Hilbert Space

Consider a reproducing kernel Hilbert space (RKHS) as a function space. For simplicity, let z = (s, a) denote
a state-action pair and denote Z = S × A. Without loss of generality, we regard Z as a compact subset
of Rm, where the dimension m is fixed. Let k : Z × Z → R be a positive definite continuous kernel and
its corresponding kernel matrix [K]i,j = k(zi, zj),∀i, j ∈ [m]. Note that K is positive semi-definite. Define
Hk as the RKHS induced by k, containing a family of functions defined in Z. Let ⟨·, ·⟩Hk

: Hk ×Hk → R
and ∥ · ∥Hk

: Hk → R denote the inner product and the norm on Hk, respectively. According to the
reproducing property, for all f ∈ Hk, and z ∈ Z, holds f(z) = ⟨f, k(·, z)⟩Hk

. For more details and different
characterizations of RKHS, see Aronszajn (1950); Berlinet & Thomas-Agnan (2011). Without loss of generality,
we assume that supz∈Z k(z, z) ≤ 1.
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Let L2(Z) be the set of square-integrable functions on Z with respect to the Lebesgue measure and let ⟨, ⟩L2 be
the inner product on L2(Z). The kernel function k induces an integral operator Tk : L2(Z)→ L2(Z) defined
as Tkf(z) =

∫
Z k (z, z′) f (z′) dz′ for all f ∈ L2(Z). By Mercer’s theorem (Steinwart & Christmann, 2008),

the integral operator Tk has countable and positive eigenvalues {σi}i≥1 and the corresponding eigenfunctions
{ψi}i≥1. Then, the kernel function admits a spectral expansion k (z, z′) =

∑∞
i=1 σiψi(z)ψj (z′). Moreover,

the RKHS Hk can be written as a subset of L2(Z) such that Hk =
{
f ∈ L2(Z) :

∑∞
i=1

⟨f,ψi⟩2
L2

σi
<∞

}
, and

the inner product of Hk also can be written as ⟨f, g⟩Hk
=
∑∞
i=1 (1/σi) ⟨f, ψi⟩L2 ⟨g, ψi⟩L2 for all f, g ∈ Hk.

With the above construction, the scaled eigenfunctions {√σiψi}i≥1 form an orthonormal basis for Hk. We
define the mapping ϕ : z 7→ k(z, ·) to transform data from Z = S ×A to the (possibly infinite-dimensional)
RKHS Hk, which satisfies k(z, z′) = ⟨ϕ(z), ϕ(z′)⟩Hk

for all z, z′ ∈ Z (Steinwart & Christmann, 2008, Lemma
4.19). We define the maximum information gain (Srinivas et al., 2009) to describe the complexity of Hk:

G(n, λ) = sup
{

1
2 log det (I +KD/λ) : D ⊂ Z, |D| ≤ n

}
, (2)

where KD is the kernel matrix for the set D. Furthermore, the magnitude of maximal information gain
G(n, λ) depends on how rapidly the eigenvalues decay to zero, serving as a proxy dimension of H in the case
of an infinite-dimensional space. If Hk is of finite rank, we have that G(n, λ) = O(d logn) (Yang et al., 2020),
where d is the rank of Hk – referred as the d-finite spectrum. In the following, we present several conditions
that are often used in the analysis of the RKHS property of Hk (Yang et al., 2020; Vakili et al., 2021; Yeh
et al., 2023) characterizing the eigenvalue decay of Hk.
Assumption 3.1. The integral operator TK has eigenvalues {σj}j≥1 and the associated eigenfunctions
{ψj}j≥1. We assume that {σj}j≥1 satisfies one of the following conditions for some constant d > 0.

• d-finite spectrum: σj = 0,∀j > d, where d is a positive integer.

• d-exponential decay: there exists some constants C1, C2 > 0 such that σj ≤ C1 · exp
(
−C2 · jd

)
,

∀j ≥ 1, where d > 0.

• d-polynomial decay: there exists some constants C1 > 0 such that σj ≤ C1 · j−d ∀j ≥ 1,, where d > 1.

For both d-exponential decay and d-polynomial decay, we assume that there exists Cψ > 0 such that supz∈Z σ
τ
j ·

|ψj(z)| ≤ Cψ holds for all j ≥ 1 and τ ∈ [0, 1/2).

3.4 Pessimistic Value Iteration and Kernel Setting

We consider the pessimistic value iteration, i.e., PEVI (Jin et al., 2021) algorithm, described in Algorithm 2,
as the backbone algorithm. This is a model-free, theoretically guaranteed offline algorithm. The fundamental
insight of PEVI lies in the incorporation of a penalty function, which essentially introduces a sense of
pessimism, into the value iteration algorithm. The key challenge to extend PEVI to kernel setting is that the
dimension (even effective dimension) of the kernel based model (when interpreted as linear model) is divergent.
In addition, we apply the data splitting method (Rashidinejad et al., 2021; Xie et al., 2021). As introduced
in Rashidinejad et al. (2021), data splitting makes sure that the estimated value V̂h+1 and estimated Bellman
operator B̂h are estimated using different subsets of D, this yields conditional independence that is required
in bounding concentration terms of the form

(
B̂h − Bh

)
V̂h+1, and hence the suboptimality can be reduced

by a factor of
√
d. However, applied naively, this data splitting induces one undesired

√
H factor in the

optimality as we need to split D into H folds and thus each Bh is estimated using only N/H episodes of data.
Further details of the PEVI algorithm can be found in Appendix B.

4 Unsupervised Data Sharing

Our algorithm comprises two main components. The first part involves employing kernel ridge regression to
learn the reward function using the labeled dataset and constructing the confidence set. Next, to mitigate
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overestimation in reward prediction, we construct the pessimism reward parameter θ̃ within the confidence set.
Section 4.1 discusses this in more detail. The second part involves using the pessimistic reward estimator θ̃ to
relabel the entire dataset, which is a combination of the labeled dataset and the relabeled dataset. Following
this, we employ the PEVI algorithm with kernel approximation and data splitting (refer to Algorithm 3) to
determine the optimal policy. The detailed steps of the algorithm are outlined in Algorithm 1.

Algorithm 1 Data Sharing, Kernel Approximation
1: Data: Labeled dataset D1, and unlabeled dataset D2.
2: Input: Parameter βh(δ), δ, B, ν, λ.
3: Define Dθ, which is a combination of the labeled dataset D1 and the unlabeled dataset Dθ2, and partition

the dataset Dθ into H disjoint and equally sized sub datasets {D̃θh}Hh=1.
4: Learn the reward function θ̂1, · · · , θ̂H from D1 with

θ̂h = argmin
θh∈Hk

N1∑
τ=1

[
rτh − r̂

θh

h (s′τ
h, a

′τ
h)
]2

+ ν∥θh∥2
Hk
. (3)

5: Construct the pessimistic reward function with parameter θ̃ := {θ̃h}Hh=1 satisfy

r̃θ̃h

h (s, a) = max
{〈

θ̂h, ϕ (s, a)
〉

Hk

− βh(δ)
∥∥∥(ΛD1

h )− 1
2ϕ(s, a)

∥∥∥
Hk

, 0
}
. (4)

6: Annotate the reward in Dθ with parameter θ = θ̃.
7: Learn the policy from the relabeled dataset Dθ̃ using Algorithm 3 in Appendix.

{π̂h}Hh=1 ← PEVI
(
Dθ̃, B, λ

)
. (5)

8: Result: π̂ = {π̂h}Hh=1.

4.1 Pessimistic Reward Estimation

We utilize labeled dataset D1 to train a reward function r̂θh

h , using it to label the unlabeled data. Assume
that the observed reward is generated as rτh = rh(s′τ

h, a
′τ
h) + ϵτh where rh : (s, a) 7→ ⟨θ∗

h, ϕ(s, a)⟩Hk
satisfies

rh(s, a) ∈ [0, 1] for all (s, a) ∈ S × A, and ϵτh are i.i.d. centered 1-SubGaussian noise. Here θ∗
h ∈ Hk is an

unknown parameter, and ϕ : S ×A → Hk is a known feature map defined in Section 3.3. Furthermore, we
assume that ∥θ∗

h∥Hk
≤ S. We learn the reward function from labeled data through a kernel ridge regression

problem. Using the feature representation, we write

θ̂h = argmin
θh∈Hk

N∑
τ=1

[
rτh − r̂

θh

h (s′τ
h, a

′τ
h)
]2

+ ν∥θh∥2
Hk
, (6)

where r̂θh

h (s, a) = ⟨ϕ (s, a) , θh⟩Hk
with parameter θh. However, this method leads to an overestimation of

predicted reward values, as highlighted in Yu et al. (2022). A novel algorithm called Provable Data Sharing
(PDS) is introduced in Hu et al. (2023) to mitigate this problem. PDS incorporates uncertainty penalties into
the learned reward functions and integrates seamlessly with existing offline RL algorithms in a linear MDP
setting. We extend the application of this algorithm to the kernel setting.

To address the problem of overestimating predicted rewards, we analyze the uncertainty in the learned reward
function. The previous solution defines the center of the ellipsoidal confidence set:

Ch(δ) =
{
θ ∈ Hk :

∥∥∥θ − θ̂h∥∥∥
ΛD1

h

≤ βh(δ)
}
, (7)

6



Under review as submission to TMLR

where ∥θ∥2
ΛD1

h

=
〈
θ,ΛD1

h θ
〉

Hk

and ΛD1
h =

∑N1
τ=1 ϕ(s′τ

h, a
′τ
h)ϕ(s′τ

h, a
′τ
h)⊤ + νIHk

is a positive definite operator,
and βh(δ) is its radius which follows Proposition 4.1.

Proposition 4.1. We define βh(δ) with the labeled data set D1 by βh(δ) =
√
νS +

√
log det[νI+KD1

h ]
δ2 , where

KD1
h is the Gram matrix constructed from the dataset D1 as

[
KD1
h

]
τ,τ ′

= k(z′τ
h, z

′τ ′

h ), where z′τ
h = (s′τ

h, a
′τ
h)

for τ, τ ′ ∈ [N1] and for each h ∈ [H] and δ ∈ (0, 1). Then, with probability at least 1 − δ we have∥∥∥θ̂h − θ∗
h

∥∥∥
ΛD1

h

≤ βh(δ), where θ̂h is the solution of Equation (6). Furthermore, consider the information gain

G(N, ν), defined in Equation (2) of the matrix KD1
h and set ν = 1 + 1/N1, βh(δ) is rewritten as

√
νS +

√
2G(N1, ν) + 1 + log 1

δ2 . (8)

Moreover, define Ch(δ) =
{
θ ∈ Hk :

∥∥∥θ − θ̂h∥∥∥
ΛD1

h

≤ βh(δ)
}

, we have P(θ∗
h ∈ Ch(δ)) ≥ 1− δ.

Proof. Please refer to Appendix B.1 for detailed proof.

In Proposition 4.1, the uncertainty of the learned reward function depends on the maximum information gain
of the kernel matrix KD1

h . However, finding the optimal parameter within the confidence set is computationally
inefficient. To address this challenge, Hu et al. (2023) proposes an approach that preserves the pessimistic
property of the offline algorithm. This method uses pessimistic estimation, allowing the algorithm to remain
pessimistic while mitigating computational challenges. Formally, we construct the pessimistic reward function
r̃θ̃h

h (s, a) for the parameter θ̃h as

r̃θ̃h

h (s, a) = max
{〈

θ̂h, ϕ (s, a)
〉

Hk

− βh(δ)
∥∥∥(ΛD1

h )− 1
2ϕ(s, a)

∥∥∥
Hk

, 0
}
. (9)

The equation (9) is guaranteed by the following lemma derived from Cauchy-Schwarz inequalities.

Lemma 4.2.
∣∣∣∣〈θh − θ̂h, ϕ (s, a)

〉
Hk

∣∣∣∣ ≤ βh(δ)
∥∥∥(ΛD1

h )− 1
2ϕ(s, a)

∥∥∥
Hk

for any θh ∈ Ch(δ), h ∈ [H].

The equation (9) provides a lower bound for the reward function within the confidence set C(δ). When
the labeled data is scarce, or when there is a significant shift in the distribution between the labeled and
unlabeled data, the confidence interval becomes wider and then the equation (9) degenerates to 0, which is
reduced to the UDS algorithm (Yu et al., 2022; Hu et al., 2023).

4.2 Theoretical Analysis

We assume that the Bellman operator maps any bounded function onto a bounded RKHS norm ball, which
is the common assumption using in the function approximation (Yang et al., 2020; Jin et al., 2018).
Assumption 4.3. Define the function class Q∗ = {f ∈ Hk : ∥f∥Hk

≤ RQH} for some fixed constant RQ > 0.
Then, for any h ∈ [H] and any Q : S ×A → [0, H], it holds that BhV ∈ Q∗ for V (s) = maxa∈A Q(s, a).

A sufficient condition for Assumption 4.3 to hold is when S = [0, 1]m and that rh(·, ·),Ph (s′ | ·, ·) ∈
{f ∈ Hk : ∥f∥Hk

≤ 1} for all h ∈ [H],∀s′ ∈ S. To see this, suppose this condition holds, then for any
integrable V : S → [0, H] holds,

∥rh + PhV ∥Hk
≤ ∥rh∥Hk

+ ∥PhV ∥Hk
≤ 1 +

∥∥∥∥∫
s′∈S
Ph(s′|·, ·)V (s′) ds′

∥∥∥∥
Hk

≤ 1 +
∫
s′∈S
∥Ph(s′|·, ·)V (s′)∥Hk

ds′ = 1 +
∫
s′∈S
∥Ph(s′|·, ·)∥Hk

∥V (s′)∥Hk
ds′

≤ 1 +H

∫
s′∈S

ds′ = H + 1.

7
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Note that under the assumptions of measurability and boundedness on the kernel k, ∥PhV ∥Hk
∈ Hk, which

is given in Muandet et al. (2017, section 3.1). Thus, Assumption 4.3 holds with RQ = 2. This assumption is
mild and is also used in Yang et al. (2020). Similar assumptions are used in linear MDP’s, which are much
stricter (Jin et al., 2021; Zanette et al., 2020). The suboptimality of the Algorithm 1 is characterized by the
following theorem.
Theorem 4.4. Consider the MDP described in Section 3.1. Under Assumption 3.1 and Assumption 4.3,
and suppose the labeled dataset D1 and unlabeled dataset Dθ2 are defined in Section 3.2. Define Dθ =
{(sτh, aτh, r̂

θh

h (sτh, aτh))}N,Hτ,h=1, which is a combination of labeled dataset D1 and unlabeled dataset Dθ2 with
N = N1 +N2. We partition dataset Dθ into H disjoint and equally sized sub dataset {D̃θh}Hh=1, where |D̃θh| =
Nh = N/H. Let Ih = {Nh · (h− 1) + 1, . . . , Nh · h} = {τh,1, · · · , τh,Nh

} satisfy D̃θh = {(sτh, aτh, rτh)}τ∈Ih
. We

set λ = 1 + 1
N , ν = 1 + 1

N1
in Algorithm 1, where

βh(δ) =



√
1 + 1

N1
S +

√
C1 · d · logN1 + log( 1

δ2 ) d-finite spectrum,√
1 + 1

N1
S +

√
C1 · (logN1)1+ 1

d + log( 1
δ2 ) d-exponential decay,√

1 + 1
N1

S +
√
C1 · (N1)

m+1
d+m · log(N1) + log( 1

δ2 ) d-polynomial decay.

(10)

B =


C2 ·H ·

√
d log (N/δ) d-finite spectrum,

C2 ·H ·
√

(logN/δ)1+1/d
d-exponential decay,

C2 ·N
m+1

2(d+m)H1− m+1
2(d+m) ·

√
log(N/δ) d-polynomial decay.

(11)

Here, C1, C2 > 0 are absolute constants that does not depend on N1, N , nor H. Then, for fixed initial state
s0 ∈ S, with probability 1− 2δ, the policy π̂ generated by Algorithm 1 satisfies

SubOpt(π̂; s0) ≤ 2
H∑
h=1

βh(δ)Eπ∗

[
∥ϕ(sh, ah)∥(ΛD1

h
)−1 | s1 = s0

]
+ 2B

H∑
h=1

Eπ∗

[
∥ϕ(sh, ah)∥

(Λ
D̃θ̃

h
h

)−1

| s1 = s0

]
,

(12)

Proof. For a detailed proof, see Appendix B.2.

Two key terms express the suboptimality bound. The first term is the reward bias introduced by uncertainties
in estimating rewards. This term reflects the challenges and inaccuracies associated with predicting or
estimating rewards in a given environment. The second term represents the offline algorithm and optimal
policy π∗ error.
Remark 4.5. We use the Lemma C.2 to rewrite the term of βh(δ) and B in the Theorem 4.4 as βh(δ) =
Õ(
√
G(N1, 1 + 1

N1
)) and B = Õ(H

√
G(N, 1 + 1

N )).

By Remark 4.5, both terms βh(δ) and B depend on the kernel function class. It is worth noting that the term
∥ϕ(sh, ah)∥(ΛD

h
)−1 can be expressed as an information quantity for the dataset D, as outlined in Lemma 4.6.

Proposition 4.6. For all h ∈ [H], we partition dataset D into H disjoint and equally sized sub datasets
{D̃h}Hh=1, where D̃h = {(sτh, aτh, rτh)}τ∈Ih

with Ih = {Nh · (h− 1) + 1, . . . , Nh · h} = {τh,1, · · · , τh,Nh
} and

Nh = N/H. Denote the operator ΦD̃h

h : Hk → RNh , and ΛD̃h

h : Hk → Hk as

ΦD̃h

h =


ϕ
(
z
τh,1
h

)⊤

...
ϕ
(
z
τh,Nh

h

)⊤

 =


k
(
·, zτh,1

h

)⊤

...
k
(
·, zτh,Nh

h

)⊤

 , ΛD̃h

h = λ · IH + (ΦD̃h

h )⊤ΦD̃h

h . (13)

8
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Define gram matrix KD̃h

h = ΦD̃h

h (ΦD̃h

h )⊤. Then, for any z ∈ Z, we have

ϕ(z)⊤(ΛD̃h

h )−1ϕ(z) ≤ 2 ·
[
log det

(
I +K

D̃′
h

h /λ

)
− log det

(
I +KD̃h

h /λ
)]
, (14)

where D̃′
h is the combination of dataset D̃h and z which satisfies ΛD̃′

h

h = ΛD̃h

h + ϕ(z)ϕ(z)⊤.

Proof. For a detailed proof, see Appendix B.3.

Remark 4.7. In Proposition 4.6, Hk can be infinite dimensional. However, for the sake of clarity, we
represent ΦD̃h

h as a matrix and ϕ(zτh) as a column vector for all τ ∈ Ih.

Here, we define
ζh(D′,D) = 2

[
log det

(
I +KD′

h /λ
)
− log det

(
I +KD

h /λ
)]
, (15)

as the maximal information amount between the dataset D′ and D. Proposition 4.6 states that if the training
data set is well known about z, then Equation (15) will be close to zero. On the other hand, if the training
data set is not well known about z, then Equation (15) will be large.

We specialize the d-finite spectrum case of Theorem 4.4 under a weak data coverage assumption to better
understand the convergence of Algorithm 1.
Assumption 4.8 (Weak Convergence). Suppose the dataset D = {(sτh, aτh, rτh)}N,Hτ,h=1 consists of N trajectories,
for all h ∈ [H], the trajectories are drawn independently and identically from distributions induced by some fixed
behavior policy π̄ such that there exists a constant cmin > 0 satisfying inf∥f∥Hk

=1⟨f,Eπ̄
[
ϕ(zh)ϕ(zh)⊤] f⟩ ≥

cmin for any h ∈ [H].

Intuitively, Assumption 4.8 posits that the collected data should be relatively well distributed throughout the
state action space. Notably, assumption 4.8 shares similarities with other explorability assumptions common
in reinforcement learning literature, such as those in Yin et al. (2022); Wagenmaker & Pacchiano (2023).
Corollary 4.9 (Well-Explored Dataset). In the d-finite spectrum case, assume that the Assumption 4.8 holds
under the same conditions as Theorem 4.4. Then for N1 ≥ Ω(log(dH/δ)) and N ≥ H · Ω(log(dH/δ)), with
probability at least 1− δ, we have

SubOpt(π̂; s) ≤ 2βh(δ) ·H · c′/
√
N1 + 2B ·H · c′/

√
Nh

≤ Õ(H
√

d

N1
) + Õ(H 5

2

√
d

N2
).

(16)

In the d-finite spectrum case, a significant difference between our present study and previous work (Hu et al.,
2023) lies in the incorporation of factors

√
d and

√
H, introduced by the implementation of the data splitting

technique (Xie et al., 2021). This technique plays a crucial role in the linear case, influencing the overall
convergence behavior of the learned policy. If we aim to transform the feature mapping from a dimensionality
of d to d′, where d′ > d. In this context, the data partitioning method can help mitigate the convergence of
the error bound. Finally, we combine the result in Therorem 4.4, Remark 4.5, and Corollary 4.9 to get the
Table 1.

Notice that in the case of d-exponential and d-polynomial decay, if Assumption 4.8 holds true, by in-
tegrating Lemma B.2, Lemma B.3, and equation 93, we can deduce the explicit form of SubOpt(π̂; s) as

Õ
(
HN

− 1
2

1

)
+Õ

(
H

5
2N

− 1
2

2

)
and Õ

(
HN

− 1
2 + m+1

d+m

1

)
+Õ

(
H

5
2 − m+1

2(d+m)N
− 1

2 + m+1
2(d+m)

2

)
, correspondingly. Nonethe-

less, Assumption 4.8 does not hold under scrutiny. To demonstrate this, let’s assume that Assumption 4.8 is
true. It means that for every f within the set {∥f∥Hk

= 1}, it satisfies Eπ̃[⟨f, ϕ(zh)ϕ(zh)⊤f⟩] ≥ cmin. Then,
we express ϕ and f as ϕ =

∑∞
i=1 aiψi and f =

∑∞
i=1 biψi respectively, where {ψi}∞

i=1 is orthonormal basis of
Hk. Given that f can represent any function satisfying ∥f∥Hk

= 1, let f be any vector such that f = bjψj for
an arbitrary j. Consequently, for all j, the expectation Eπ̃[⟨f, ϕ(zh)ϕ(zh)⊤f⟩] = a2

j ≥ cmin is satisfied, which
results in a paradox because the norm should be finite; however, ∥ϕ∥Hk

=
∑∞
j=1 aj

2 ≥
∑∞
j=1 cmin =∞.

9
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5 Conclusion

In this paper, we demonstrate that incorporating unlabeled data into offline RL can greatly improve offline
RL performance. Our theoretical analysis shows how unlabeled data can improve the performance of offline
RL, especially in a more general function approximation setting, in contrast to the results in Hu et al. (2023).
Our analysis is based on the common offline RL assumption about the dataset, providing a comprehensive
examination of the algorithm’s performance under these conditions. In future work, it may be interesting to
extend to the discounted MDP setting to deal with more category problems and the low-rank MDP (Uehara
et al., 2021).
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