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Abstract
Large Language Models (LLMs) have demon-
strated impressive capabilities in generating di-
verse and contextually rich text. However, con-
cerns regarding copyright infringement arise as
LLMs may inadvertently produce copyrighted
material. In this paper, we first investigate the
effectiveness of watermarking LLMs as a deter-
rent against the generation of copyrighted texts.
Through theoretical analysis and empirical eval-
uation, we demonstrate that incorporating water-
marks into LLMs significantly reduces the likeli-
hood of generating copyrighted content, thereby
addressing a critical concern in the deployment
of LLMs. Additionally, we explore the impact
of watermarking on Membership Inference At-
tacks (MIAs), which aim to discern whether a
sample was part of the pretraining dataset and can
be used to detect copyright violations. Surpris-
ingly, we find that watermarking adversely affects
the success rate of MIAs, complicating the task
of detecting copyrighted text in the pretraining
dataset. Finally, we propose an adaptive tech-
nique to improve the success rate of a recently de-
veloped MIA under watermarking. Our findings
underscore the importance of developing adaptive
methods to study critical problems in LLMs with
potential legal implications.

1. Introduction
In recent years, Large Language Models (LLMs) have
pushed the frontiers of natural language processing by facil-
itating sophisticated tasks like text generation, translation,
and summarization. With their impressive performance,
LLMs are increasingly integrated into various applications,
including virtual assistants, chatbots, content generation,
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and education. However, the widespread usage of LLMs
brings forth serious concerns regarding potential copyright
infringements. Addressing these challenges is critical for
the ethical and legal deployment of LLMs.

Copyright infringement involves unauthorized usage of
copyrighted content, which violates the intellectual property
rights of copyright owners, potentially undermining content
creators’ ability to fund their work, and affecting the diver-
sity of creative outputs in society. Additionally, violators
can face legal consequences, including lawsuits and finan-
cial penalties. For LLMs, copyright infringement can occur
through (1) generation of copyrighted content during de-
ployment and (2) illegal usage of copyrighted works during
training. Ensuring the absence of copyrighted content in the
vast training datasets of LLMs is challenging. Moreover,
legal debates around generative AI copyright infringement
vary by region, complicating compliance further.

Current lawsuits against AI companies for unauthorized use
of copyrighted content (e.g., Andersen v. Stability AI Ltd,
NYT v. OpenAI) highlight the urgent need for methods to
address these challenges. In this paper, we focus on water-
marking LLMs to tackle two main issues: (1) preventing the
generation of copyrighted content, and (2) detecting copy-
righted content in training data. We show that watermarking
can significantly impact both the generation of copyrighted
text and the detection of copyrighted content in training set.

Firstly, we observe that current LLM output watermarking
techniques can significantly reduce the probability of gener-
ating copyrighted content, by tens of orders of magnitude.
Our empirical results focus on two recent watermarking
methods: UMD (Kirchenbauer et al., 2023) and Unigram-
Watermark (Zhao et al., 2023). Both methods split the
vocabulary into two sets (green and red) and bias the model
towards selecting tokens from the green set by altering the
logits distribution, thereby embedding a detectable signal.
We provide both empirical and theoretical results to support
our findings (see Section 3 and Appendix A.4 for details).

Secondly, we demonstrate that watermarking techniques can
decrease the success rate of Membership Inference Attacks
(MIAs), which aim to detect whether a piece of copyrighted
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Figure 1. Illustration of the effect of LLM watermarking on generation of copyrighted content. We observe that watermarking can reduce
the probability of generating copyrighted content by more than 1020 times on Llama-30B.

text was part of the training dataset. Since MIAs exploit
the model’s output, their performance can suffer under wa-
termarking due to changes in the probability distribution
of output tokens. Our comprehensive empirical study, in-
cluding 5 recent MIAs and 5 LLMs, shows that the AUC
of detection methods can be reduced by up to 16% in the
presence of watermarks.

Finally, we propose an adaptive method designed to enhance
the success rate of a recent MIA (Shi et al., 2023) under
watermarking, to improve detection of copyright violation
under watermarking. This method applies a correction to the
model’s output to account for the perturbations introduced
by watermarks. By incorporating knowledge about the wa-
termarking scheme, we improve the detection performance
for pretraining data, counteracting the obfuscation caused by
watermarking. Our contribution underscores the importance
of continuously developing adaptive attack methodologies
to keep pace with advances in defense mechanisms.

The rest of the paper is organized as follows. We formally in-
troduce the problems that we study in Section 2 and present
the empirical results for the first two contributions in Sec-
tions 3 and 4. Due to space limitations, we include our
theoretical analysis in Appendix A.4 and we introduce the
adaptive version of the Min-K% Prob membership inference
attack in Appendix A.5. Finally, in Section 5, we discuss
the limitations of our work and provide concluding remarks.
We discuss prior work on LLM watermarking, copyright,
memorization, and membership inference and we present
additional experiments in Appendix A.1, A.2, A.3 and A.6.

2. Setup and Notations
2.1. Definitions

Let D be a training dataset, let C be the set of all the copy-
righted texts, and let CD be all the copyrighted texts that
are part of D. We give definitions for the following setups.

Verbatim Memorization of Copyrighted Content. Let
P be the set of all possible prompts. For a language
model f , trained on D and a piece of copyrighted text
c ∈ C, we define c as being memorized verbatim if
maxp∈P P(c = f(p)) > t, where t is a threshold that needs
to be set. In other words, a piece of text is memorized verba-
tim if it is generated as the output of some prompt with high

probability. Instead of the intractable computation of max
over all prompts, we measure memorization using a contin-
uous and tractable metric: the perplexity of the model on
the copyrighted text c when given a fixed prompt p. In our
experiments, we consider p as an empty string or the set of
the first 10, 20 or 100 tokens of c. Lower perplexity values
thereby indicate higher levels of verbatim memorization.

MIAs for Copyrighted Training Data Detection. MIAs
are privacy attacks aiming to detect whether a sample was
part of the training set. We define an MIA for copy-
righted data as a binary classifier A(·), which ideally outputs
A(x) = 1,∀x ∈ CD and 0,∀x ∈ C−CD. In practice, A(·)
is defined by thresholding a metric (e.g., perplexity), i.e.,
A(x) = 1,∀x such that perplexity(x) < t and 0, other-
wise. Since the threshold t needs to be set, prior work (Shi
et al., 2023) uses AUC (Area Under the ROC Curve) as an
evaluation metric which is independent of t. Note that we
employ the same metric in our experiments.

LLM Watermarking. Watermarking LLMs consists of
introducing signals during its training or inference that are
difficult to detect by humans without the knowledge of a
watermark key but can be detected using an algorithm if the
key is known. We focus our paper on recent methods that
employ logits distribution changes as a way of inserting wa-
termark signals during the decoding process (Kirchenbauer
et al., 2023) (Zhao et al., 2023).

2.2. Membership Inference Attacks (MIAs)

Current MIAs for detecting training data rely on thresh-
olding various heuristics that capture differences in output
probabilities for each token between data included in the
training set and data that was not. Below, we present an
overview of these heuristics.

Perplexity. This metric represents the perplexity of the
LLM on a given sample, as discussed in the previous section.

Smaller Ref, Lowercase and Zlib (Carlini et al., 2021).
These heuristics are defined as follows:

• Smaller Ref: The ratio of the log-perplexity of the tar-
get LLM on a sample to the log-perplexity of a smaller
reference LLM on the same sample.

• Lowercase: The ratio of the log-perplexity of the target
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LLM on the original sample to the log-perplexity of the
LLM on the lowercase version of the sample.

• Zlib: The ratio of the log-perplexity of the target LLM on
a sample to the zlib entropy of the sample.

Min-K% Prob (Shi et al., 2023). This heuristic com-
putes the average of the minimum K% token proba-
bilities outputted by the LLM on the sample. Note
that this method requires tuning K, so in all our
experiments we chose the best result over K% ∈
{5%, 10%, 20%, 30%, 40%, 50%, 60%}.

2.3. LLM Watermarking Methods

UMD (Kirchenbauer et al., 2023) splits the vocabulary into
two sets (green and red) and biases the model towards the
green tokens by altering the logits distribution. The hash of
the previous token’s ID serves as a seed for a pseudo-random
number generator used to split the vocabulary into these two
groups. For a “hard” watermark, the model is forced not to
sample from the red list at all. For a “soft” watermark, a bias
δ is added to the logits of the green tokens before sampling.
We focus our empirical evaluation on “soft” watermarks as
they are more suitable for LLM deployment due to their
smaller impact on the quality of the generated text.

Unigram-Watermark (Zhao et al., 2023) employs a sim-
ilar approach of splitting the vocabulary into two sets and
biasing the model towards one of the two sets. However, the
split remains consistent throughout the generation of tokens.
This choice is made to provide a provable improvement
against paraphrasing attacks (Krishna et al., 2024).

3. Watermarking LLMs Prevents Copyrighted
Text Generation

In this section, we study the effect of watermarking methods
on verbatim memorization. We discuss the implications of
watermarking for preventing copyright text generation.

Datasets. We consider 4 versions of the WikiMIA bench-
mark (Shi et al., 2023) with 32, 64, 128, and 256 words
in each sample and only consider the samples that were
very likely part of the training set of all the models we con-
sider (labeled as 1 in Shi et al. (2023)). We consider these
subsets as a proxy for text that was used in the training
set, and the model may be prone to verbatim memoriza-
tion. From now on, we refer to this subsets as the “training
samples” or “training texts”. Similarly, we consider Book-
MIA dataset (Shi et al., 2023), which contains samples from
copyrighted books, in Appendix A.6.

Metric. We measure the relative increase in perplexity on
the watermarked model’s training samples compared to the
original model. We report an increase in the minimum and

average perplexity over the training samples. Note that a
large increase in perplexity corresponds to a large decrease
in the probability of generating that specific sample, as
shown later in this section. When computing the perplexity,
we prompt the model with an empty string, the first 10, and
the first 20 tokens of the targeted training sample, respec-
tively. For BookMIA dataset we also consider the first 100
tokens as a prompt because the number of words in each
sample is 512, which is larger than in the case of WikiMIA.

Models. We conduct our empirical evaluation using 5 recent
LLMs: Llama-30B, Llama-13B (Touvron et al., 2023), GPT-
NeoX-20B (Black et al., 2022), Pythia-2.8B (Biderman
et al., 2023) and OPT-2.7B (Zhang et al., 2022).

3.1. Empirical Evaluation

Table 1. Measuring the reduction in verbatim memorization of
training texts on WikiMIA-32. We report the relative increase in
perplexity between the watermarked and unwatermarked models,
where larger values correspond to less memorization. Note that
“P.” stands for “prompt length”.

Llama-30B NeoX-20B Llama-13B

P. Min. Avg. Min. Avg. Min. Avg.

0 3.3 31.2 3.7 52.1 4.9 34.3
UMD 10 2.8 28.7 2.2 52.1 3.5 31.9

20 2.4 30.1 1.8 66.0 3.5 33.4

0 4.1 34.1 4.4 54.1 5.0 36.6
Unigram 10 3.0 31.7 2.8 52.5 4.0 34.3

20 2.4 31.5 2.0 56.4 3.4 34.0

In Table 1, we show the increase in perplexity on the
training samples when the model is watermarked relative to
the unwatermarked model. We observe that for Llama-30B,
Unigram-Watermark induces a relative increase of 4.1 in
the minimum and 34.1 in the average perplexity. Note that
the former represents a decrease of at least 4.3 × 1022 in
the probability of generating the sample (and this is in the
case the sample has only 32 tokens, which is likely a lower
bound since the number of tokens is normally larger than
the number of words). We observe consistent results over
several models and prompt lengths. Note that we use a
fixed strength parameter δ = 10 for the watermark methods
in these experiments and a fixed percentage of green tokens,
50%, which we use in all the experiments from this paper
unless specified otherwise. All the results are averaged over
5 runs using different seeds for the watermark methods. We
include additional results on WikiMIA-64, WikiMIA-128
and WikiMIA-256 in Tables 4, 5 and 6, respectively, in
Appendix A.2. We observe that our findings are consistent
across models and splits of WikiMIA.
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Figure 2. We study the impact of watermark strength on the relative increase in average and minimum perplexity of the training samples
on WikiMIA-32 and the quality of the generated text. “Free samples” is the baseline of generating text freely. There is an exponential
increase in the perplexity of the training texts as watermark strength increases, while free generation quality is affected at a slower rate.

In Figure 2, we study the influence of the watermark strength
δ on the relative increase in both minimum and average per-
plexity on the training samples from WikiMIA-32. In this
experiment, we also consider a baseline of generating text
freely to study the impact of watermarks on the quality of
text relative to the impact on training samples’ generation
(here, perplexity is computed by an unwatermarked model).
All the results are averaged over 5 runs using different seeds
for the watermark methods. In the case of free generation,
we generate 100 samples for 5 different watermarking seeds
and average the results. The length of the generated samples
is up to 42 tokens, which is approximately 32 words in the
benchmark (on a token-to-word ratio of 4 : 3). The results
show an exponential increase in the perplexity of the
training texts with the increase in watermark strength,
while the generation quality is affected at a slower rate.
This suggests that even if there is a trade-off between pro-
tecting the generation of text memorized verbatim and gen-
erating high-quality text, finding a suitable watermark
strength for each particular application is possible.

Takeaways. Watermarking significantly increases the per-
plexity of generating training texts, reducing verbatim mem-
orization likelihood. This is achieved with only a moderate
impact on the overall quality of the generated text, sug-
gesting that effective watermark strength can be tailored to
balance verbatim memorization and text quality for specific
applications. Finally, we believe that our findings directly
extend to the generation of copyrighted text verbatim, as this
constitutes a form of verbatim memorization of the training
data. Since copyrighted texts are not expected to be dis-
tributed significantly differently from the rest of the training
data, the probability of generating copyrighted materials
under watermarking is also likely to decrease. To confirm,
we run experiments on a dataset containing copyrighted data
(BookMIA) and include the results in the Appendix A.6.

4. Impact of Watermarking on Pretraining
Data Detection

Datasets. We consider the WikiMIA benchmark again as
in Section 3. We consider the full datasets, rather than the
subset of samples that were part of the training for models
we are considering. Also, we consider BookMIA dataset
containing copyrighted texts in Appendix A.6.

Metrics. We follow the prior work (Shi et al., 2023; Duarte
et al., 2024) and report the AUC and AUC drop to study the
detection performance of the MIAs. Note that this metric
has the advantage of not having to tune the threshold for the
detection classifier.

Models. We conduct experiments on the same 5 LLMs as
in Section 3. Additionally, for the Smaller Ref method that
requires a smaller reference model along with the target
LLM, we consider Llama-7B, Neo-125M, Pythia-70M, and
OPT-350M as references.

4.1. Empirical evaluation

In Table 2, we show the AUC for the unwatermarked and
watermarked models using the UMD scheme, as well as
the drop between the two. We observe that watermarking
reduces the AUC (drop shown in bold in the table) by up to
14.2% across 4 detection methods and 5 LLMs. Note that
all the experiments on watermarked models are run with 5
different seeds and we report the mean and standard devi-
ation of the results. We also report the AUC drop, which
is computed by the difference between the AUC for the
unwatermarked model and the mean AUC over the 5 runs
for the watermarked model. Additionally, while the exper-
iments from Table 2 are conducted on WikiMIA-256, we
observe similar trends for WikiMIA-32, WikiMIA-64, and
WikiMIA-256 in Appendix A.3. We also study the impact
of the watermark’s strength on the AUC drop for Llama-30B
and GPT-Neo-20B in Figure 3 and for the other models in
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Figure 3. We study the AUC drop due to watermarking for each MIA methods when varying the strength of the watermark. We observe
that higher watermark strengths generally induce larger AUC drops.

Figure 4 from the Appendix A.3 (we consider WikiMIA-256
for these experiments). We observe that higher watermark
strengths generally induce larger AUC drops.

In addition to the 4 detection methods, we also consider
Smaller Ref attack, which we include in Table 11 of Ap-
pendix A.3. We consider different variations, including
an unwatermarked reference model and a watermarked
one with a similar strength but a different seed or with
both strength and seed changed in comparison to the wa-
termarked target model. The baseline is an unwatermarked
model with an unwatermarked reference model. We observe
the AUC drops in all scenarios (up to 16.4%), which is
consistent with our previous findings.

Finally, we experiment with several percentages of green
tokens for a fixed watermark strength of δ = 10. We show
the results in Table 12 of Appendix A.3. We observe that
for all models, in at least 80% of the cases all of the attacks’
AUCs are negatively affected (positive drop value), suggest-
ing that finding a watermarking scheme that reduces the
success rates of the current MIAs is not difficult. Note
that the experiments are run on WikiMIA for UMD scheme
and the results are averaged over 5 watermark seeds.

Takeaways. Watermarking can significantly reduce the
success of membership inference attacks (MIAs), with AUC
drops up to 16.4%. By varying the percentage of green
tokens as well as the watermark’s strength, we observe that
watermarking schemes can be easily tuned to negatively
impact the detection success rates of MIAs.

5. Conclusion and Discussion
Watermarking LLMs has unintended consequences on meth-
ods towards copyright protection. Our experiments demon-
strate that while watermarking may be a promising solution
to prevent copyrighted text generation, watermarking also
complicates membership inference attacks that may be em-
ployed to detect copyright abuses. Watermarking can be a

Table 2. AUC of MIAs for the unwatermarked (top of each cell),
watermarked (UMD scheme) models (middle of each cell), and
the drop between the two (bottom of each cell) on WikiMIA-256.

Llama-30B NeoX-20B Llama-13B

72.0% 71.3% 71.2%
PPL 70.6 ± 1.9% 64.7 ± 2.3% 70.0 ± 2.6%

1.4% 6.6% 1.2%

68.1% 68.2% 65.5%
Lowercase 63.8 ± 4.5% 55.4 ± 5.5% 61.6 ± 3.8%

4.3% 14.2% 3.9%

72.7% 73.2% 73.1%
Zlib 72.0 ± 1.6% 66.6 ± 2.0% 71.6 ± 2.3%

0.7% 6.6% 1.5%

71.8% 78.0% 72.9%
Min-K% Prob 70.5 ± 1.8% 76.2 ± 2.1% 70.4 ± 3.2%

1.3% 1.8% 2.5%

double-edged sword for copyright regulators since it pro-
motes compliance during generation time, while making
training time copyright violations harder to detect. We hope
our work further the discussion around watermarking and
copyright issues for LLMs.

Limitations & Future Work. Our work considers only
decoding time watermarking techniques, future work may
benefit from studying other types of watermarking meth-
ods, and explore whether watermarked models can generate
paraphrased versions of copyrighted text as this is another
copyright infringement concern. Our proposed method for
improving MIA success rate on watermarked model makes
strong assumption on the watermarking scheme, which may
not always be satisfied despite empirical improvements in
our experiments. Our observations on the deterioration of
MIA success suggests that for copyright violation audit-
ing, an unwatermarked model or the watermarking scheme
may be needed. We encourage the community to further re-
fine adaptive methods to ensure robust copyright protection
and data privacy, and consider the interactions of different
methods on downstream legal concerns.
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A. Appendix
A.1. Related work

Watermarks for LLMs. Language model watermarking techniques embed identifiable markers into output text to detect
AI-generated content. Recent strategies incorporate watermarks during the decoding phase of language models (Zhao et al.,
2023; Kirchenbauer et al., 2023). Aaronson (2023) develops the Gumbel watermark, which employs traceable pseudo-
random sampling for generating subsequent tokens. Kirchenbauer et al. (2023) splits the vocabulary into red and green lists
according to preceding tokens, biasing the generation towards green tokens. Zhao et al. (2023) employs a fixed grouping
strategy to develop a robust watermark with theoretical guarantees. Liu et al. (2024) proposes to generate watermark logits
based on the preceding tokens’ semantics rather than their token IDs to boost the robustness of the watermark. Kuditipudi
et al. (2023) and Christ et al. (2023) explore watermark methods that do not change the output textual distribution.

Copyright. Copyright protection in the age of AI has gained importance, as discussed by Ren et al. (2024). Vyas et al.
(2023) addresses content protection through near access-freeness (NAF) and developed learning algorithms for generative
models to ensure compliance under NAF conditions. Prior works focus on training algorithms to prevent copyrighted text
generation (Vyas et al., 2023; Chu et al., 2024), whereas our work emphasizes lightweight, inference-time algorithms. Other
works have studied copyright in machine learning from a legal perspective. Hacohen et al. (2024) utilizes a generative
model to determine the generic characteristics of works to aid in defining the scope of copyright. Elkin-Koren et al. (2023)
demonstrates that copying does not necessarily constitute copyright infringement and argues that existing detection methods
may detract from the foundational purposes of copyright law.

Memorization. One cause of copyright issues is that machine learning models may memorize training data. Prior studies
have observed that LLMs can memorize copyrighted or private information in training data, such as phone numbers and
addresses (Karamolegkou et al., 2023; Carlini et al., 2019; 2021; Lee et al., 2021), leading to significant privacy and security
concerns. To measure memorization, Carlini et al. (2021) proposes eidetic memorization, defining a string as memorized if
it was present in the training data and it can be reproduced by a prompt. This definition, along with variations like exact
and perfect memorization, has been widely adopted in subsequent studies (Tirumala et al., 2022; Kandpal et al., 2022).
Carlini et al. (2022b) quantitatively measures memorization in LLMs as the fraction of extractable training data and finds
that memorization significantly grows as model size scales and training examples are duplicated. To minimize memorization,
Lee et al. (2021) and Kandpal et al. (2022) propose deduplicating training data, which also improves accuracy. Ippolito
et al. (2023) proposes an inference time defense that perfectly prevents all verbatim memorization. However, it can not
prevent the leakage of training data due to the existence of many “style-transfer” prompts, suggesting it is a challenging
open problem. Unlike the methods that we are studying in this paper, Ippolito et al. (2023) requires access to a complete set
of copyrighted texts that the model was trained on. Memorization in the image domain has also been studied from various
angles (Somepalli et al., 2023a;b; Carlini et al., 2023; Wen et al., 2024).

Membership Inference. As a proxy for measuring memorization, membership inference attacks (MIAs) predict whether or
not a particular example was used to train the model (Shokri et al., 2017; Yeom et al., 2018; Bentley et al., 2020). Most
membership inference attacks rely only on the model’s loss since the model is more likely to overfit an example if it is in
the training data (Sablayrolles et al., 2019). Carlini et al. (2022a) trains shadow models to predict whether an example is
from the training data. In the NLP domain, many works have focused on masked language models (Mireshghallah et al.,
2022) and fine-tuning data detection (Song & Shmatikov, 2019; Shejwalkar et al., 2021). Recently, Shi et al. (2023) studies
pretraining data inference and introduced a detection method based on the hypothesis that unseen examples are likely to
contain outlier words with low probabilities under the LLM. Zhang et al. (2024) approaches pretraining data detection by
measuring how sharply peaked the likelihood is around the inputs. Duarte et al. (2024) proposes detecting copyrighted
content in training data by probing the LLM with multiple-choice questions, whose options include both verbatim text
and their paraphrases. Other methods include testing perplexity differences (Mattern et al., 2023) and providing provable
guarantees of test set contamination without access to pretraining data or model weights (Oren et al., 2023).
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A.2. Additional experiments on verbatim memorization

Table 3. Measuring the reduction in verbatim memorization of training texts on WikiMIA-32. We report the relative increase in perplexity
between the watermarked and unwatermarked models, where larger values correspond to less memorization. Note that “P.” stands for
“prompt length”.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

P. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg.

0 3.3 31.2 3.7 52.1 4.9 34.3 11.4 61.3 10.4 64.5
UMD 10 2.8 28.7 2.2 52.1 3.5 31.9 8.8 63.7 8.3 67.7

20 2.4 30.1 1.8 66.0 3.5 33.4 5.0 74.0 7.0 84.4

0 4.1 34.1 4.4 54.1 5.0 36.6 14.3 74.5 11.5 66.1
Unigram 10 3.0 31.7 2.8 52.5 4.0 34.3 11.8 73.6 9.8 70.2

20 2.4 31.5 2.0 56.4 3.4 34.0 6.6 79.1 5.8 81.4

Table 4. Measuring the reduction in verbatim memorization of copyrighted texts on WikiMIA-64. We report the relative increase in
perplexity between the watermarked and unwatermarked model, so larger values correspond to less memorization. Note that "P." stands
for "prompt length".

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

P. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg.

0 4.9 27.6 4.2 42.8 6.7 30.5 15.2 50.4 14.9 51.7
UMD 10 4.3 26.2 3.7 41.3 6.1 29.1 15.6 49.2 14.4 51.4

20 3.9 26.4 3.6 43.1 5.8 29.3 14.0 50.3 12.5 52.7

0 5.0 28.1 4.3 45.3 6.7 30.9 17.6 62.3 16.0 53.7
Unigram 10 3.8 26.9 3.4 43.6 5.3 29.7 16.2 60.6 17.1 53.0

20 3.2 26.9 3.1 44.2 4.4 29.7 13.6 60.9 11.7 53.6

Table 5. Measuring the reduction in verbatim memorization of copyrighted texts on WikiMIA-128. We report the relative increase in
perplexity between the watermarked and unwatermarked model, so larger values correspond to less memorization. Note that "P." stands
for "prompt length".

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

P. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg.

0 5.7 25.3 4.6 39.5 7.6 28.0 23.1 45.3 18.6 48.1
UMD 10 5.3 24.4 4.3 38.9 7.2 27.1 23.6 44.7 19.1 47.6

20 5.2 24.5 4.3 39.3 6.8 27.2 23.0 44.7 17.5 47.8

0 4.5 25.6 5.9 42.9 6.4 28.2 17.6 54.9 19.6 50.0
Unigram 10 3.9 25.0 5.3 42.0 5.7 27.6 15.8 53.6 18.7 49.9

20 3.6 25.2 5.1 42.1 5.3 27.7 15.1 53.6 18.0 49.9
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Table 6. Measuring the reduction in verbatim memorization of copyrighted texts on WikiMIA-256. We report the relative increase in
perplexity between the watermarked and unwatermarked model, so larger values correspond to less memorization. Note that "P." stands
for "prompt length".

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

P. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg.

0 7.5 23.9 15.4 37.8 13.0 26.3 31.2 45.4 27.3 46.3
UMD 10 7.3 23.4 15.5 37.6 12.5 25.8 30.9 45.2 27.5 46.0

20 7.2 23.5 16.1 37.6 12.6 25.9 30.4 45.0 27.6 46.2

0 7.4 24.4 21.0 42.4 13.9 26.8 36.9 54.3 28.8 46.3
Unigram 10 7.1 24.1 21.2 41.9 13.7 26.5 35.4 53.7 28.2 46.0

20 6.7 24.2 21.5 41.8 13.7 26.5 34.6 53.4 29.3 45.9

A.3. Additional experiments on pretraining data detection

Table 7. AUC of each MIA for the unwatermarked (top of each cell), watermarked models (middle of each cell), and the drop between the
two (bottom of each cell) on WikiMIA-256 using UMD scheme.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

72.0% 71.3% 71.2% 67.8% 60.5%
PPL 70.6± 1.9% 64.7± 2.3% 70.0± 2.6% 64.4± 1.9% 54.9± 2.2%

1.4% 6.6% 1.2% 3.4% 5.6%

68.1% 68.2% 65.5% 62.9% 58.9%
Lowercase 63.8± 4.5% 55.4± 5.5% 61.6± 3.8% 58.7± 3.2% 49.7± 2.9%

4.3% 14.2% 3.9% 4.2% 9.2%

72.7% 73.2% 73.1% 69.2% 62.7%
Zlib 72.0± 1.6% 66.6± 2.0% 71.6± 2.3% 66.1± 1.2% 58.1± 1.8%

0.7% 6.6% 1.5% 3.1% 4.6%

71.8% 78.0% 72.9% 71.0% 65.5%
Min-K% Prob 70.5± 1.8% 76.2± 2.1% 70.4± 3.2% 69.5± 1.6% 63.1± 3.4%

1.3% 1.8% 2.5% 1.5% 2.4%

Table 8. AUC of each MIA for the unwatermarked (top of each cell), watermarked models (middle of each cell) and the drop between the
two (bottom of each cell) on WikiMIA-128 using UMD scheme.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

70.3% 70.6% 67.7% 62.8% 60.0%
PPL 66.3± 2.2% 63.6± 2.4% 63.4± 2.6% 61.4± 2.3% 55.1± 1.6%

4.0% 7.0% 4.3% 1.4% 4.9%

59.1% 68.0% 60.6% 59.4% 57.1%
Lowercase 55.9± 2.9% 58.2± 3.4% 55.1± 3.0% 55.7± 1.6% 49.2± 4.5%

3.2% 9.2% 5.5% 3.7% 7.9%

71.8% 72.3% 69.6% 64.9% 62.3%
Zlib 68.6± 2.3% 66.3± 2.1% 65.8± 2.7% 63.9± 1.9% 58.9± 1.3%

3.2% 6.0% 3.8% 1.0% 3.4%

73.8% 76.4% 71.5% 66.8% 64.3%
Min-K% Prob 70.0± 1.5% 72.8± 2.3% 68.9± 2.2% 64.8± 1.4% 59.2± 2.4%

3.8% 3.6% 2.6% 2.0% 5.1%

11



Can Watermarking Large Language Models Prevent Copyrighted Text Generation and Hide Training Data?

Table 9. AUC of each MIA for the unwatermarked (top of each cell), watermarked models (middle of each cell) and the drop between the
two (bottom of each cell) on WikiMIA-64 using UMD scheme.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

66.1% 66.6% 63.6% 58.4% 55.1%
PPL 60.7± 3.4% 60.1± 3.2% 58.0± 3.7% 58.7± 1.7% 52.2± 2.1%

5.4% 6.5% 5.6% -0.3% 2.9%

61.8% 66.4% 62.0% 57.7% 56.6%
Lowercase 54.8± 1.7% 56.8± 3.8% 53.8± 1.1% 54.5± 1.0% 51.4± 3.1%

7.0% 9.6% 8.2% 3.2% 5.2%

67.4% 68.1% 65.3% 60.5% 57.7%
Zlib 62.4± 3.3% 62.0± 2.6% 59.9± 3.6% 60.9± 1.8% 55.5± 1.5%

5.0% 6.1% 4.9% 5.4% 2.2%

68.4% 72.8% 65.9% 61.2% 58.0%
Min-K% Prob 64.4± 2.9% 67.7± 3.3% 62.8± 3.4% 59.8± 0.7% 55.3± 2.3%

4.0% 5.1% 3.1% 1.4% 2.7%

Table 10. AUC of each MIA for the unwatermarked (top of each cell), watermarked models (middle of each cell) and the drop between the
two (bottom of each cell) on WikiMIA-32 using UMD scheme.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

69.4% 69.0% 67.5% 61.3% 58.2%
PPL 63.6± 5.2% 62.7± 3.5% 61.4± 5.7% 60.8± 2.3% 55.2± 2.1%

5.5% 6.3% 6.1% 0.5% 3.0%

64.1% 68.2% 63.9% 60.9% 59.2%
Lowercase 54.9± 1.8% 59.4± 4.8% 54.2± 1.8% 55.5± 1.6% 52.1± 3.9%

9.2% 8.8% 9.7% 0.6% 2.8%

69.8% 69.2% 67.8% 62.1% 59.4%
Zlib 64.4± 4.7% 63.2± 2.8% 62.3± 5.1% 61.5± 1.9% 56.6± 1.6%

5.4% 6.0% 5.5% 0.6% 2.8%

70.1% 72.1% 67.9% 61.8% 59.2%
Min-K% Prob 66.2± 4.2% 67.1± 4.2% 64.5± 4.1% 61.0± 1.5% 55.8± 2.3%

3.9% 5.0% 3.4% 0.8% 3.4%

Table 11. Results for Smaller Ref attack on WikiMIA-256. The first two rows represent the pair of target and smaller reference model,
“No model w.” row represents the baseline AUC of a unwatermarked target LLM and unwatermarked reference model, the other three
“double rows” correspond to different variations of the reference model and each cell contains the AUC followed by the AUC drop in
comparison to the baseline.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

Llama-7B Neo-125M Llama-7B Pythia-70M OPT-350M

No model w. 74.7% 70.2% 70.5% 63.6% 64.4%

Ref. not w. 69.7± 3.3% 61.0± 1.8% 66.3± 4.6% 61.6± 2.0% 53.2± 3.4%
5.0% 9.2% 4.2% 2.0% 11.2%

Ref. diff. seed 61.7± 4.4% 55.5± 3.4% 54.1± 4.4% 58.3± 2.4% 51.3± 4.3%
13.0% 15.0% 16.4% 5.3% 13.1%

Ref. diff. str. 73.7± 2.6% 61.0± 3.2% 68.8± 4.8% 62.5± 1.2% 57.3± 3.6%
1.0% 9.2% 1.7% 1.1% 7.1%
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Figure 4. AUC drop due to watermarking for each MIA when varying the strength of the watermark.

Table 12. We show the AUC drop when we vary the percentage of green tokens between 30% and 70%. We bold the scenarios when a
specific percentage value induces AUC drops for all the attacks.

0.3 0.4 0.5 0.6 0.7

PPL 0.71 -0.10 1.40 2.14 1.65
Llama-30B Lowercase 0.27 2.60 4.24 2.45 3.15

Zlib 0.58 -0.18 0.66 1.10 0.52
Min-K% Prob 1.38 0.03 1.28 1.64 1.45

PPL 5.56 5.65 6.64 6.92 4.96
NeoX-20B Lowercase 9.84 11.12 12.79 11.94 9.78

Zlib 6.68 5.94 6.54 6.51 4.71
Min-K% Prob 0.45 0.88 1.83 1.26 3.84

PPL 0.19 -0.86 1.22 1.84 1.39
Llama-13B Lowercase 0.49 2.45 3.93 1.54 1.65

Zlib 1.31 0.28 1.51 2.00 1.29
Min-K% Prob 2.81 1.21 2.45 2.70 2.78

PPL 4.65 4.49 3.39 4.42 3.66
Pythia-2.8B Lowercase 4.91 6.23 4.18 5.33 7.22

Zlib 5.37 3.97 3.07 3.17 2.20
Min-K% Prob 1.10 1.21 1.44 3.42 4.71

PPL 5.45 5.39 5.55 5.18 5.76
OPT-2.7B Lowercase 7.71 9.91 9.23 9.83 7.28

Zlib 3.35 4.12 4.57 4.17 4.11
Min-K% Prob 2.30 2.07 2.40 3.90 5.00

A.4. Theoretical analysis

Notations and assumptions. We assume that the set of all copyrighted texts CD that were part of the training data has m
elements {s1, s2, ..., sm}. Also, we assume that each copyrighted text has a fixed length n, and they are independent from
each other.

Theorem A.1. For an LLM watermarked using a “hard” UMD scheme with a percentage of γ green tokens, if m · γn < 1,
then the probability of generating at least one copyrighted text from T trials is lower than m · T · γn.

Proof. Given one sample s = t1 ⊕ t2 ⊕ ... ⊕ tn ∈ CD. For a “hard” watermarking scheme, the probability P (s) of
generating s is smaller than the probability of each token ti to be on a green list. So, P (s) < γn. The probability of not
generating any sj ∈ CD is P (¬s1 ∧ ¬s2 ∧ ... ∧ ¬sm) =

∏
i=1,m(1 − P (si)) > (1 − γn)m > 1 −mγn. Note that we

used Bernoulli’s inequality at the end. The probability of not generating any sj ∈ CD from T trials is > (1−mγn)T , so
it is larger than 1 −m · T · γn, again, by applying Bernoulli’s inequality. So, the probability of generating at least one
copyrighted text from T trials is lower than 1− (1−m · T · γn) and hence lower than m · T · γn.
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Example. Let’s consider a “hard” UMD watermarking scheme with γ = 0.5. Let’s assume each copyrighted text is
100 tokens, the model was trained on a dataset containing 109 copyrighted texts and we make 109 trials to generate
copyrighted texts using the LLM. The probability to generate at least one copyrighted text out of these 109 trials is
< 109 · 109 · 0.5100 = 1018

2100 = 10006

102410 < 10006

100010 = 1000−4 = 10−12 and hence very low.

Theorem A.2. Let f be a LLM and fW its watermarked version with a “soft” UMD scheme and let ϵ ∈ (0, 1
4 ). Let

s = t1 ⊕ t2 ⊕ ...⊕ tn ∈ CD be a copyrighted sample. We consider γ = 0.5. We denote the output of the softmax layer of
f for generating the token ti as ai

di+ai
and in the case of fW , we denote it by ai·eδ

b
′
i+c

′
i·eδ+ai·eδ

(if ti is on the green list) and
ai

b
′′
i +c

′′
i ·eδ+ai

(if ti is on the red list), where ai is the exponential of the logit value corresponding to the token ti and b
′

is, b
′′

i s

and c
′

i, c
′′

i s are the sum of the exponentials of the logits corresponding to other tokens that are on the red list and green
list, respectively. We assume that x

ai
< M = 1−4ϵ

1+4ϵ , for all x ∈ {di, b
′

i, b
′′

i , c
′

i, c
′′

i } which would restrict f to be relatively
confident in its predictions for each token ti. Then, we can always find a δ (strength) for the watermarking scheme such that
the probability of generating s is reduced by at least (1 + 2ϵ

2ϵ+1 )
n times in comparison to the case of the unwatermarked

model.

Proof. First, we observe that the probability of generating the token ti by the unwatermarked model is ai

di+ai
= 1

di
ai

+1
>

1
M+1 = 1/2 + 2ϵ.

We observe that since there is a finite number of x
ai

′s and they are all positive, then it exist a lower bound for x
ai

(let’s denote it
by m > 0). Since γ = 0.5, the probability of ti being a green token is 1

2 and hence the probability of the watermarked model
to generate ti is 1

2
ai·eδ

b
′
i+c

′
i·eδ+ai·eδ

+ 1
2

ai

b
′′
i +c

′′
i ·eδ+ai

< 1
2 +

1
2

ai

b
′′
i +c

′′
i ·eδ+ai

= 1
2 +

1
2

1
b
′′
i
ai

+
c
′′
i
ai

·eδ+1

≤ 1
2 +

1
2

1
m·(eδ+1)+1

. We pick

δ > log
( 1−2ϵ(m+1)

2ϵm

)
and we observe that 1

2 + 1
2

1
m·(eδ+1)+1

< 1
2 + 1

2
1

m·( 1−2ϵ(m+1)
2ϵm +1)+1

= 1
2 + 1

2
1

m·( 1−2ϵ
2ϵm )+1

= 1
2 + ϵ.

So, by combining the two observations above, we conclude that the probability of generating ti is reduced by at least
1
2+2ϵ
1
2+ϵ

= 1 + 2ϵ
2ϵ+1 times. Therefore, since there are n tokens in s, the probability of generating s is reduced by at least

(1 + 2ϵ
2ϵ+1 )

n times.

Observation. Since the probability is reduced by at least (1 + 2ϵ
2ϵ+1 )

n times in Theorem A.2 then the probability of
generating s is lower than ( 2ϵ+1

4ϵ+1 )
n (as the maximum probability of generating with the unwatermarked model is 1). Hence,

with the notations from Theorem A.1, the probability of generating at least one copyrighted text from T trials is lower than
m · T · ( 2ϵ+1

4ϵ+1 )
n

Takeaways. Our theoretical analysis demonstrates that watermarking significantly reduces the probability of generating
copyrighted text verbatim. For both a “hard” and “soft” UMD scheme, the upper bound for the likelihood of producing
copyrighted content from a set of trials decreases exponentially with the length of the copyrighted texts.

A.5. Improving Detection Performance with Adaptive Min-K% Prob

This section demonstrates how an informed, adaptive attacker can improve the success rate of a recent MIA, Min-K% Prob.
Our main idea is that if the attacker has some knowledge about the watermarking technique (green-red token lists and
watermark’s strength δ), then they can readjust the token probabilities even if they don’t have any additional information
about the logit distribution other than the probability of each token from the target sample given the previous ones. Note that
having this knowledge about the watermarking scheme is an assumption made by prior work for public watermark detection
purposes (Kirchenbauer et al., 2023) while having access to the probability of each token from a sample given the previous
ones is the assumption Min-K% Prob method makes as well.

Our method described in Algorithm 1 is based on the observation that if the denominator of softmax function (i.e.,
∑

i e
zi ,

where zi is the logits for the i-th vocabulary) does not vary significantly between watermarked samples and unwatermarked
samples, then we can readjust the probabilities of the green tokens by “removing” the bias δ. More precisely, assuming the
approximation for the denominator of softmax is good, then the probability for each token ti in an unwatermarked model
will be around eLi

c , where Li is the logit corresponding to the token ti and c is a constant. However, for a watermarked
model, if the token ti is green, then the probability would be approximated by eLi+δ

d , where d is again a constant, while in
the case ti is red the probability will be around eLi

d . To compensate for the bias introduced by watermarking, we divide
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Algorithm 1 Adaptive Min-K% Prob
Require : Tokenized target sample t = t1 ⊕ t2 ⊕ ... ⊕ tn, access to the probability of the target (watermarked) LLM f to generate

ti given the i − 1 previous tokens and t0 (empty string) f(ti|t0 ⊕ t1 ⊕ ... ⊕ ti−1) (similar assumption as Min-K% Prob
algorithm), K, we assume we know the watermarking scheme (e.g., for public watermark detection purposes), i.e. we know
the green and red lists as well as δ.

Output : Adjusted average of the minimum K% token probabilities when generating t1 ⊕ t2 ⊕ ...⊕ tn
adj_prob← {} ▷ The set of adjusted probabilities
for i ∈ 1, 2, . . . , n do

pf (ti)← f(ti|t0 ⊕ t1 ⊕ ...⊕ ti−1)
if ti is green then

adj_prob← adj_prob ∪{ pf (ti)

eδ
}

else
adj_prob← adj_prob ∪{pf (ti)}

end
end
k = floor(n ·K%) ▷ Find the number of token probabilities to keep
adj_k_prob← min_k(adj_prob) ▷ Select the minimum k probabilities
return mean(log(adj_k_prob) ) ▷ Return the mean of the minimum k log-probabilities

Table 13. We show the AUC of Min-%K Prob (referred as “Not adapt.”) and our method (referred as “Adapt.”) when using UMD
watermarking scheme. We highlight the cases when our method improves over the baseline.

Llama-30B NeoX-20B Llama-13B Pythia-2.8B OPT-2.7B

WikiMIA Not adapt. 66.2% 67.1% 64.5% 61.0% 55.7%
32 Adapt. 68.5% 71.3% 66.3% 61.0% 59.1%

WikiMIA Not adapt.. 64.4% 67.7% 62.8% 59.8% 55.3%
64 Adapt. 67.3% 72.0% 64.9% 60.6% 57.4%

WikiMIA Not adapt.. 70.0% 73.0% 68.9% 64.8% 59.2%
128 Adapt. 73.1% 75.9% 71.0% 66.4% 64.0%

WikiMIA Not adapt.. 70.5% 76.2% 70.4% 69.5% 63.1%
256 Adapt. 71.3% 78.2% 72.4% 70.7% 66.2%

the probability of green tokens by eδ and this way we end up with probabilities that are just a scaled (by c
d ) version of

the probabilities from the unwatermarked model. The scaling factor will not affect the orders between the samples when
computing the average of the minimum K% log-probabilities as long as the tested sentences are approximately the same
length, which is an assumption made by Shi et al. (2023) as well.

Despite the strong assumption we assumed regarding the approximation of the denominator, empirical results show that our
method effectively improves the success rate of Min-K% under watermarking. The results in Table 13, averaged over 5 runs,
demonstrate that our method improves over the baseline in 95% of the cases, and the increase is as high as 4.8%.

Takeaways. We demonstrate that an adaptive attacker can leverage the knowledge of a watermarking scheme to increase the
success rate of a recent MIA, Min-K% Prob.
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A.6. Additional results on BookMIA

Table 14. Measuring the reduction in verbatim memorization of training texts on BookMIA. We report the relative increase in perplexity
between the watermarked and unwatermarked models, where larger values correspond to less memorization. Note that “P.” stands for
“prompt length”.

Llama-30B Llama-13B

P. Min. Avg. Min. Avg.

0 1.5 33.7 2.4 41.2
UMD 10 1.5 33.6 2.3 41.0

20 1.4 33.5 2.3 40.8
100 1.3 32.9 1.9 40.3

0 1.6 36.4 2.4 44.5
Unigram 10 1.6 36.3 2.4 44.3

20 1.5 36.1 2.3 44.2
100 1.4 35.5 1.8 43.6

Table 15. AUC of each MIA for the unwatermarked (top of each cell), watermarked models (middle of each cell), and the drop between
the two (bottom of each cell) on BookMIA using UMD scheme.

Llama-30B Llama-13B

85.4% 68.2%
PPL 84.7± 1.4% 67.6± 2.5%

0.7% 0.6%

87.9% 77.6%
Lowercase 80.9± 3.1% 67.2± 4.0%

7.0% 10.4%

82.5% 62.5%
Zlib 77.8± 1.2% 57.1± 2.0%

4.7% 5.4%

85.1% 70.2%
Min-K% Prob 85.0± 1.0% 68.5± 0.1%

0.1% 1.7%
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