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Abstract

The purpose of this work is to share an001
English-Yorùbá evaluation dataset for open-002
book reading comprehension with open-003
ended questions to assess the performance004
of models both in a high- and a low-resource005
language. The dataset contains 358 ques-006
tions and answers on 338 English docu-007
ments and 208 Yorùbá documents. Exper-008
iments show a consistent disparity in per-009
formance between the two languages, with010
Yorùbá falling behind English for automatic011
metrics even if documents are much shorter012
for this language. For a small set of docu-013
ments with comparable length, performance014
of Yorùbá drops by x2.5 times and this com-015
parison is validated with human evaluation.016
When analyzing performance by length, we017
observe that Yorùbá decreases performance018
dramatically for documents that reach 1500019
words while English performance is barely020
affected at that length. Our dataset opens021
the door to showcasing if English LLM read-022
ing comprehension capabilities extend to023
Yorùbá, which for the evaluated LLMs is024
not the case.025

1 Introduction026

This study explores the intersection of read-027

ing comprehension with open-ended questions,028

examining how models perform on a task requir-029

ing both in-context understanding (i.e., open-030

book model, where the model has access to031

the context document during inference to an-032

swer a particular question) and generative text033

production (i.e. the answer is free-text which034

has to be compared to a gold standard refer-035

ence). We aim to investigate the performance036

of this task in two languages: a high-resource037

language (English) and a low-resource language038

(Yorùbá). For this, we introduce Y-NQ (Yorùbá039

Natural Questions) a comprehensive open-book040

question-answer dataset (Section 2). Y-NQ is041

sourced from NQ (Kwiatkowski et al., 2019) and 042

provides a complete article context for informed 043

answers, and parallel documents on the same 044

topic for both high- and low-resource languages. 045

The data set also includes the comparability of 046

the responses in languages. As a result, we are 047

increasing Natural Language Processing (NLP) 048

resources in Yorùbá (Ahia et al., 2024). Our 049

data set is benchmarked against state-of-the-art 050

Large Language Models (LLMs). The results 051

and analysis (Section 3) shows that responses 052

in Yorùbá are more inaccurate than those in 053

English. As a by-product of human annota- 054

tions, we identify inaccuracies in the English- 055

language version of some Wikipedia articles (26 056

incorrect answers out of 1,566 humanly ana- 057

lyzed questions in the English-language subset 058

of articles), which confirms the existence of ac- 059

curacy discrepancies across languages for the 060

same Wikipedia topics, thus supporting, for ex- 061

ample, the need to better interlink Wikipedia 062

articles across languages (Klang and Nugues, 063

2016). 064

2 Dataset description 065

2.1 Requirements and Background 066

The performance of Reading Comprehension 067

(RC) in LLMs has been explored in different 068

settings. At the high level, RC tasks can fall 069

under two main categories: open-book tasks, 070

such as in SQuAD (Rajpurkar et al., 2016), and 071

close-book tasks, such as in TriviaQA (Joshi 072

et al., 2017). Response formats vary across RC 073

tasks as well and include: true/false classifica- 074

tion (e.g., BoolQ; Clark et al., 2019), multiple- 075

choice questions (e.g., Belebele), span selection 076

(e.g., SQuAD), and text generation (e.g., NQ 077

or TriviaQA). 078

Since we are interested in exploring the in- 079

tersection of reading comprehension with open- 080
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ended questions covering both a high- and a low-081

resource language, we can explicitly set our re-082

quirements to include for each of the two types083

of language: (a) long articles (>100s words),084

(b) question-answer pairs with lengthy answers085

(>10s words), and (c) equivalence annotations086

for cross-lingual answers. Since there are no087

existing data sets to this effect, we extend ex-088

isting research by tailoring an established data089

set to our specific requirements. We justify our090

choice of data sets and low-resource language091

selection as explained in the following.092

Dataset. Among the open-book reading com-093

prehenstion with open-ended questions, one of094

the largest datasets with multilingual informa-095

tion available is NQ which is shared under the096

license Creative Commons Share-Alike 3.0 .097

Low-resource language. There is a large098

number of low-resource languages that could099

be explored here. We prioritize a low-resource100

language that has overall limited digital re-101

sources (in compliance with the definition of102

low resource), but has a high representation in103

Wikipedia (on the order of several thousands104

of entries) and a significant number of speakers105

(in the order of tens of millions), and makes use106

of the same script (Latin) as the high-resource107

language in which results are compared. One108

of the languages that complies with all these109

criteria is Yorùbá, in which we can also find110

works on comprehension of the language in the111

domain of language exams (Aremu et al., 2024),112

based on short passages and multiple choice an-113

swers. Another work is the AfriQA dataset114

(Ogundepo et al., 2023) for answering open-115

retrieval questions, with a primary focus on116

retrieving correct answers that are answerable117

on Wikipedia. However, this cannot be used as118

an open book. Finally, Bebebele (Bandarkar119

et al., 2024) also includes Yorùbá, although120

it uses short passages and multiple choice an-121

swers.122

2.2 Dataset creation123

NQ pre-selection. We looked at 315,203 ex-124

amples and 231,695 unique English Wikipedia125

pages from the NQ training and validation126

datasets. We filter questions for only those127

where every long answer is contained in an128

html tag < p > where < p > is the first iden-129

tified html tag in the long answer span. This130

filters out about 25 percent of the questions. 131

We extracted 2,855 Yorùbá Wikipedia pages 132

that are actively associated with the above En- 133

glish pages. We removed documents with fewer 134

than 500 characters, including formatting, and 135

performed multiple cleaning procedures, such 136

as removing html formatting, removing citation 137

notations, and filtering out irrelevant sections in 138

Wikipedia articles (e.g., references, tables). 664 139

Yorùbá documents and 1,566 questions were 140

sent for human annotation. We tried a pre- 141

annotation effort to automatically reduce the 142

workload but since it did not work, we only 143

report it in the Appendix A. 144

Annotation guidelines and requirements. 145

We designed the annotation guidelines as fol- 146

lows. We provided context on the objective 147

of the task together with the project context 148

and description of the task. The guidelines are 149

summarized in Table 1. 150

Finally, beyond the guidelines, we provided 151

additional examples and requested that annota- 152

tors should be native speakers of the language 153

of the source documents and should have at 154

least CEFR C2 level proficiency in English. 155

Annotator findings. We noticed that many 156

articles have a significant amount of English 157

content. Several documents also contained er- 158

rors, such as incorrect spelling, ungrammatical 159

sentences, and sentences that lacked clarity or 160

meaning. We disregarded such articles and cor- 161

rected articles that were contaminated with a 162

small amount of English content. We also re- 163

moved the entries where no answers could be 164

found in the Yorùbá articles. 165

Following the guidelines, the annotators en- 166

countered the following: (a) questions with 167

multiple correct answers, for which they anno- 168

tated each correct answer for the question; (b) 169

questions with correct answers in Yorùbá, but 170

incorrect in English, where they annotated the 171

Yorùbá appropriately, but flagged the English 172

portion incorrect (there were 26 questions in 173

the category); (c) unclear questions (5 ques- 174

tions) to which no annotations were assigned; 175

(d) answers existing in multiple paragraphs in 176

the document for which they annotated the row 177

with all paragraphs. There were 456 Yorùbá 178

documents that did not answer the question; 179

therefore, we discarded those. Only eight in- 180

correct English answers from the previous 26 181
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Objective Read an article and find a paragraph containing enough information to answer a
specific question.

Project Context Evaluate accuracy of large language models in finding long contexts and short
answers; extend Natural Questions dataset to multilingual, non-English centric.

Task Components • QUESTION: Simple question requesting information or explanation.
• ARTICLE: Numbered paragraphs containing relevant information.

Task Steps 1. Read QUESTION carefully.
2. Read ARTICLE paragraphs until sufficient information is found.
3. Record findings by answering task questions.

Additional task steps Discard questions that contain the answer in English in the Yorùbá document
When possible, add Yorùbá questions, translate them into English, and find answers
both in the Yorùbá and English documents.

Table 1: Linguistic guidelines and annotation

Eng Yor
#Q&A 358 358
#docs 338 208
avg. doc len 10363 430
median doc len 9272 172
avg. question len 8.86 9.39
avg. long answer len 113.80 32.89

Table 2: Dataset Statistics. Length is in words.

remain in the final dataset, and we did not182

correct them since the English documents re-183

mained the same as in the original NQ.184

Statistics. Table 2 details the statistics of185

the data set.Our carefully curated selection186

contains 208 unique Yorùbá Wikipedia docu-187

ments with an average word count of 430, and188

358 questions. Only the questions are strictly189

comparable. English and Yorùbá documents190

are not comparable in number or length, but191

they are so in topic and domain. The answers192

are not comparable in length. Notice that En-193

glish documents outnumber Yorùbá documents194

mainly due to multiple versions of the same195

English topic counted as different documents,196

while in Yorùbá we selected one version of the197

document and multiple topics in English that198

correspond to the same Yorùbá topic.199

The fact that English documents are longer200

than those in Yorùbá makes the task easier201

for Yorùbá, since documents are significantly202

shorter within the same topic or domain. We203

identified a subset of six documents that are204

strictly comparable in length and topic for En-205

glish and Yorùbá, which allows us to make a206

fair comparison. Table 5 in Appendix B shows207

the list of fields in Y-NQ and a sample entry.208

Lan R-1 R-2 R-L
GPT4o Eng 0.39 0.23 0.30

Yor 0.34 0.19 0.27
o1mini Eng 0.45 0.22 0.30

Yor 0.30 0.14 0.22
LlaMA Eng 0.31 0.18 0.23

Yor 0.20 0.15 0.18

Table 3: Results for 3 LLM in terms of Rouge
computed for the entire set of questions.

3 Experiments 209

Baselines We evaluate our dataset with 210

GPT-4o1 (et al., 2024b), o1-mini2, and LlaMA- 211

3.1-8b (et al., 2024a), thereby covering both 212

open and closed models, as well as models of dif- 213

ferent sizes. For each Y-NQ entry, we prompt 214

the models with the following formatted in- 215

structions. 216

""" 217

Given the following passage and 218

a question,answer the question 219

in a single paragraph with 220

information found in the passage. 221

222

#### 223

PASSAGE 224

{document} 225

226

#### 227

QUESTION 228

{question} 229

230

#### 231

ANSWER 232

""" 233

1gpt-4o version 2024-08-06
2o1-mini version 2024-09-12
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Evaluation. We evaluate the results by com-234

paring the generated text and the reference235

long answer using several Rouge (Lin, 2004)236

versions (Rouge-1, Rouge-2, Rouge-L).237

Automatic metrics. Table 3 reports the238

results showing that Yorùbá consistently per-239

forms worse than English (e.g., losing 0.4 in240

Rouge-1). However, the Yorùbá task is much241

easier because the documents are much shorter,242

which means that answering the question be-243

comes an easier task. Even if we prompt the244

model to only answer based on the in-context245

document, we can not discard the idea that246

English may get better results due to using the247

internal knowledge from the model.248

Length analysis. Model performance249

changes with the length of the document, as250

shown in Figure 1. The dataset was split into251

equal size of documents in each length bucket.252

We can see a drop in performance when the253

Yorùbá documents reach 1,500 words, which254

shows the challenges that current models face255

in long-context understanding of low-resource256

languages.257

Comparable documents. For a small por-258

tion of long-enough documents of comparable259

length between English and Yorùbá (only 4 doc-260

uments that are over 900 words long), English261

performance demonstrates a significant edge262

(1.58X-2.56X), see Table 4.263

Human evaluation. For the comparable264

documents, we performed a human evaluation.265

A bilingual proficiency speaker of English and266

Yorùbá evaluated the output of the models.267

Evaluation was performed by using a Likert268

scale from 1-3, being 3 a perfect response. On269

average, English responses across models scored270

2.33, while Yorùbá responses scored 2. Ap-271

pendix C reports a complete example with hu-272

man evaluation for all translation outputs.273

4 Conclusions274

Y-NQ is a newly released dataset that enables275

to compare generative open-book reading com-276

prehension between English and Yorùbá. The277

main contributions of our data set are to allow278

for the comparison of LLM results in a read-279

ing comprehension task across a high- and a280

low-resource language, showing what are the281

Lang R-1 R-2 R-L Hum
GPT4o Eng 0.45 0.23 0.30 2.50

Yor 0.32 0.09 0.19 2.75
o1mini Eng 0.43 0.17 0.27 2.50

Yor 0.27 0.06 0.17 2.25
LlaMA Eng 0.46 0.28 0.33 2.00

Yor 0.09 0.05 0.07 1.00

Table 4: Results and human evaluation (Hum) for
for comparable English and Yorùbá documents. En-
glish documents have an average length of 3299 and
Yorùbá have an average length of 3070 words.

Figure 1: Impact of Document Length Buckets on
Performance Scores for English (top) and Yorùbá
(bottom) for GPT-4 outputs

generalization capabilities of LLMs in this par- 282

ticular case. Moreover, our annotations con- 283

firmed variations in the accuracy of Wikipedia 284

articles in all languages. In particular, we iden- 285

tify inaccurate English responses for Yorùbá 286

language-specific content. Y-NQ allows us to 287

evaluate how reading comprehension capabil- 288

ities extend to Yorùbá. Y-NQ is not exactly 289

comparable in its totality between languages. 290

Given that Yorùbá has shorter documents than 291

English, the reading comprehension task is eas- 292

ier for Yorùbá. Therefore, results on this lan- 293

guage should be much better than in English 294

to expect parity between languages. Our exper- 295

iments show that the reading comprehension 296

capabilities of current English LLMs do not 297

extend to Yorùbá. Y-NQ is freely available3. 298

3BLIND
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Limitations and Ethical299

considerations300

Y-NQ is limited in size, language, and domain301

coverage. The fact of using Wikipedia and ex-302

tending an existing open-source dataset (NQ)303

may play in favor of having higher results in304

both languages due to contamination. Fur-305

thermore, the data set is not fully comparable306

between English and Yorùbá, since documents307

and answers vary in length.308

Our experimentation is limited to models and309

automatic evaluation metrics, which is compen-310

sated for through a small-size human evaluation.311

Annotators were paid a fair rate and they gave312

consent to the use of the data that they were313

annotating. Annotators are included as authors314

of the paper.315
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A Pre-annotation effort406

In order to reduce the annotation workload,407

we automatically pre-selected Yorùbá sentences408

that could be good response candidates by com-409

puting a similarity score. If the answer to the410

question was in agreement with a high simi-411

larity score, the annotator would save time by412

looking through the document and only check-413

ing if the match was correct. We conducted a414

SONAR embedding similarity (Duquenne et al.,415

2023) analysis between Yorùbá documents and416

long English answers. We used the Stopes4417

sensitizers on all text extracted from < p > el-418

ements for both the scraped Yorùbá Wikipedia419

articles downloaded from the previous step and420

the original NQ Wikipedia pages. We then421

created SONAR embeddings of each extracted422

sentence and identified those sentences in the423

Yorùbá pages which were most similar to sen-424

tences in the long English answers based on425

their cosine similarity scores. For a small set of426

samples, we asked the annotators to examine427

the entries in a small validation data set to428

identify a reasonable threshold indicating high429

similarity between Yorùbá/English sentences,430

which could then be applied to the rest of the431

data set. The analysis shows a low similar-432

ity matching rate, which is likely due to the433

low quality and short length of many Yorùbá434

articles and/or SONAR embeddings not be-435

ing suitable for such a task. Given this low436

reliability, we abandoned this automatic pre-437

annotation, which would not reduce annotation438

efforts.439

B Dataset fields and example entry440

Table 5 reports the dataset fields, descriptions441

and sample entry.442

C Human Evaluation443

Table 6 presents a complete sample and its444

human scores for all models outputs.445

4https://github.com/facebookresearch/stopes
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Field Description Example
1. Question ID Unique identifier 3506772758530306034
2. English Document English text document
3. English Question Question in English what is the name of the first nigerian

president
4. English Long Answer Detailed answer in English .ky is the Internet country code top-level

domain (ccTLD) for the Cayman [..]
5. English Short Answer Brief answer in English Nnamdi Azikiwe
6. Yorùbá Document Yorùbá text document
7. Yorùbá Rewrite Flag Was Yorùbá document rewritten? 1

(0: no, 1: yes)
8. Yorùbá Question Question in Yorùbá kí ni ky dúró fún ní erékùs.ù cayman
9. Yorùbá Short Answer Brief answer in Yorùbá Nnamdi Azikiwe ni Aare
10. Yorùbá Long Answer Detailed answer in Yorùbá Nnamdi Azikiwe ti o je Gomina Agba

nigbana di Aare, ipo to je fun ayeye, [..]
11. Yorùbá Paragraph Info Contextual information P2
12. Answer Alignment Semantic equivalence 1

(0: not literal, 1: literal)

Table 5: Dataset Fields, Descriptions and Sample entry.
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Field Content Hum
English
question

where does the vaal dam get its water from –

Yorùbá
question

níbo ni ìsédò vaal ti ń gba omi rè. –

English
long-
answer

The Vaal Dam in South Africa was constructed in 1938 and lies 77 km south of OR
Tambo International Airport. The lake behind the dam wall has a surface area of
about 320 square kilometres
(120 sq mi) and is 47 meters deep. The Vaal Dam lies on the Vaal River, which is one
of South Africa ’s strongest - flowing rivers. Other rivers flowing into the dam are the
Wilge River, Klip River,
Molspruit and Grootspruit. It has over 800 kilometres (500 mi) of shoreline and is
South Africa ’s second biggest dam by area and the fourth largest by volume.

–

Yorùbá
long-
answer

Àwo.n òdò mìíràn tí ńs.àn sínu ìdídò náà ni Odò Wilge,Odò Klip Molspruit ati Groot-
spruit. ’, ’Ìdídò Vaal wà lórí Odò Vaal, èyí tí ó jè. o.kan nínú àwo.n òdò tí ńs.àn tí ó
lágbára jùlo. ní orílè.-èdè South Africa.

–

English
GPT4o-
answer

The Vaal Dam gets its water from several sources, including the Vaal River, into
which other rivers like the Wilge River, Klip River, Molspruit, and Grootspruit also
flow. Additionally, the Lesotho Highlands Water Project contributes to the water
supply by piping water from Lesotho into the Liebenbergsvlei and Wilge Rivers. The
Sterkfontein Dam is also part of the water transfer scheme, releasing water to boost
the levels in the Vaal River System when the Vaal Dam drops below 16%.

2

Yorùbá
GPT4o-
answer

Ìsédò Vaal ń gba omi rè. láti ò.pò. lo.pò. odò, tí wó.n ń fi kún omi láàrin ìdídò náà. Àwo.n
odò jíjè. wò.nyí ní Odò Wilge, Odò Klip, Molspruit, àti Grootspruit. Pè.lú è.yin odò
wò.nyí, àwùjo. omi ètò omi Ilè-Okè ní Lesotho tun ń pèsè omi sínú ìdídò náà.

3

English
o1mini-
answer

The Vaal Dam receives its water from multiple sources, primarily the Vaal River itself
along with several tributaries including the Wilge River, Klip River, Molspruit, and
Grootspruit. Additionally, the Lesotho Highlands Water Project contributes to the
dam’s water supply by piping water from Lesotho into the Liebenbergsvlei and Wilge
Rivers. Furthermore, the Sterkfontein Dam plays a crucial role in augmenting the Vaal
Dam’s water levels through the Tugela-Vaal water transfer scheme, which transfers
water from the Thukela River in KwaZulu-Natal. These combined sources ensure a
stable and substantial inflow of water to the Vaal Dam, supporting both domestic and
industrial needs in the surrounding regions.
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Yorùbá
o1mini-
answer

Ìsédò Vaal ń gba omi rè. láti Odò Vaal àti àwo.n òdò tí ń darapò. mó.ra bí Odò Wilge,
Odò Klip Molspruit, àti Odò Grootspruit. Pè.lú náà, omi tó wá látinú Ilè. Lesotho
nípasè. ètò gíráfítì ń fi omi rans.é. sí Odò Liebenbergsvlei àti Odò Wilge. Bakan náà,
Dámù Sterkfontein, tó jé. apá kan ti ètò gbígbé omi Tugela Vaal, ń gba omi láti Odò
Thukela ní KwaZulu-Natal, tí ń kó ipa tó lágbára sí ìkún omi Vaal Dam. Àwo.n orísun
omi wò.nyí jo. ń fún Dámù Vaal ní agbára tó pò. láti pèsè omi fún àwùjo. àwo.n ìpínlè.
àti àwo.n is.é. amáyéde.rùn ní Gúusu Afrika.

2

English
LlaMa-
answer

The Vaal Dam gets its water from several rivers, including the Vaal River, the Wilge
River, the Klip River, the Molspruit, and the Grootspruit. Additionally, the Lesotho
Highlands Water Project feeds water into the system by gravity, and the Sterkfontein
Dam contributes to the Vaal River System through the Tugela-Vaal water transfer
scheme. Water is also piped from Lesotho into the Liebenbergsvlei and Wilge Rivers.
The water from the Sterkfontein Dam is released once the Vaal Dam drops to below
16%. This stable supply of water is crucial for the people and industrial complex of
Gauteng.

2

Yorùbá
LlaMA-
answer

Vaal Dam j?? ìsòro omi sí 2,609,799,000 cubic mítà (9.21642×1010 cu ft) àti síwájú
síi 663,000,000 cubic mítà (2.34×1010 cu ft) tàbí ìdá m??rìndínl??gb??n (26%) le
wà ní ìpam?? fún ìgbà dí?? fún ìdínkù i?àn omi. Ìdídò náà tún di gbígbé sókè ní
ìb??r??p??p?? ?dún 50s sí gíga ìw??n 60.3 mítà (198 ft) èyí tí o fi kún agbara r??
láti di 2,188,000,000 cubic mítà (7.73×1010 cu ft). Ìgbéga kejì wáyé ní ?dún 1985
nígbà tí odi di gbígbé sókè nípas?? 3.05 mítà (10.0 ft) sí 63.4 mítà (208 ft) lékè ìpìl??
tí ó súnm?? il?? jùl?. Agbára ìdídò l??w??l??w?? j?? 2,609,799,000 cubic mítà
(9.21642×1010 cu ft) àti síwájú síi 663,000,000 cubic mítà (2.34×1010 cu ft) tàbí ìdá
m??rìndínl??gb??n (26%) le wà ní ìpam?? fún ìgbà dí?? fún ìdínkù i?àn omi. . . . . .
. . . . . .
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Table 6: Example of Human Evaluation scores for all models.
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