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Abstract

Zero-shot object navigation (ZSON) allows robots to find target objects in un-
familiar environments using natural language instructions, without relying on
pre-built maps or task-specific training. Recent general-purpose models, such
as large language models (LLMs) and vision-language models (VLMs), equip
agents with semantic reasoning abilities to estimate target object locations in a
zero-shot manner. However, these models often greedily select the next goal with-
out maintaining a global understanding of the environment and are fundamentally
limited in the spatial reasoning necessary for effective navigation. To overcome
these limitations, we propose a novel 3D voxel-based belief map that estimates the
target’s prior presence distribution within a voxelized 3D space. This approach
enables agents to integrate semantic priors from LLMs and visual embeddings
with hierarchical spatial structure, alongside real-time observations, to build a
comprehensive 3D global posterior belief of the target’s location. Building on
this 3D voxel map, we introduce BeliefMapNav, an efficient navigation system
with two key advantages: i) grounding LLM semantic reasoning within the 3D
hierarchical semantics voxel space for precise target position estimation, and ii)
integrating sequential path planning to enable efficient global navigation decisions.
Experiments on HM3D and HSSD benchmarks show that BeliefMapNav achieves
state-of-the-art (SOTA) Success Rate (SR) and Success weighted by Path Length
(SPL), with a notable 9.7 SPL improvement over the previous best SR method,
validating its effectiveness and efficiency. The source code is publicly available at:
https://github.com/ZiboKNOW/BeliefMapNav

1 Introduction

Zero-shot object navigation (ZSON) enables robots to locate targets in novel environments through
natural language instructions (e.g., "find the red sofa"), eliminating reliance on pre-mapped scenes or
object-specific training [1, 2, 3, 4, 5]. In domestic settings, ZSON supports assistive tasks such as
retrieving user-specified objects [6]. In industrial inspection, ZSON enables autonomous localization
of malfunctioning components (e.g., detecting a leaking pipe) within complex facilities. In warehouse
operations, ZSON enhances robotic picking and inventory management by allowing flexible retrieval
of objects without pre-built maps. These real-world applications highlight the necessity of robust
zero-shot navigation for scalable, adaptable robot deployment across diverse domains.

To enable ZSON, prior works have progressed along two main directions. The first approach
constructs bird’s-eye view (BEV) value maps [7, 8, 9] by leveraging pixel-level semantic cues to

∗Corresponding author.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).

https://github.com/ZiboKNOW/BeliefMapNav


Figure 1: The search process: BeliefMapNav plans frontier paths by minimizing the expected search
distance based on the 3D voxel-based belief map, ensuring efficient and stable exploration.

provide dense estimations of target locations in the BEV space. While dense BEV representations
provide object position estimation at a fine-grained level, the actual numerical distinctions between
positions remain ambiguous with limited discriminative semantics. This insufficient differentiation
in positional values, combined with the lack of high-level semantic reasoning, ultimately leads to
compromised accuracy in the target location prediction. More recently, a second approach has
emerged that employs large language models (LLMs) or vision-language models (VLMs) to reason
about the target locations [10, 11, 12, 13, 14]. However, both LLMs and VLMs face limitations in
spatial understanding and reasoning [15], which significantly affect target location prediction accuracy.
Additionally, VLMs are limited by their inability to effectively extract the most relevant and fine-
grained semantic information from image observations, as well as by the lack of spatial information,
resulting in imprecise target position predictions [10, 11, 12, 13, 14]. For LLMs, while leveraging
spatial information, reliance on semantic content from environment language descriptions leads
to significant loss of information and reduced prediction precision [16, 17, 12, 18]. Consequently,
LLMs and VLMs both struggle with reliable and accurate target location inference. Furthermore,
existing methods generally rely on greedy navigation strategies [12, 8], which cause frequent back-
and-forth movements, significantly hindering search efficiency. Together, in existing works, the
lack of semantic cues and spatial reasoning leads to inaccurate and imprecise target object position
estimation. Meanwhile, the absence of efficiency optimization in the search behavior hinders robust
searching for diverse, open-set targets in unbounded real-world 3D spaces.

To enable more precise and accurate predictions of the target object’s location within 3D space, we
propose a novel 3D voxel-based belief map that considers rich hierarchical spatial semantic cues and
LLM-generated target-adaptive semantic cues to reason about prior belief of target presence in dense
3D voxel space. This structured representation enables spatially fine-grained estimation across the
3D voxel space, facilitating more precise and generalizable localization of target objects in complex,
unbounded environments. Moreover, this fine-grained and accurate representation enables efficient
guidance for high-degree-of-freedom mobile agents, facilitating precise, task-relevant, language-
driven search within localized areas and enhancing the robustness of manipulation tasks.

To further enhance search efficiency, we introduce BeliefMapNav, an efficient zero-shot object
navigation system based on path sequence optimization over the belief map. The system is composed
of three tightly integrated modules and builds upon the belief map framework to enable efficient,
goal-directed exploration. 1) The 3D voxel-based belief mapping module encodes prior beliefs
of object presence in 3D space by integrating hierarchical spatial semantics with commonsense
knowledge from an LLM. 2) The frontier observation belief estimation module combines the belief
map with a visibility map, which encodes real-time observation feedback likelihood, to produce
posterior beliefs of the target object’s position. Then, the module estimates the posterior observation
belief of detecting the target in each frontier’s field of view (FOV). 3) The observation belief-based
planning module selects the next navigation goal by minimizing the expected distance cost based on
the posterior observation beliefs to find the target. By explicitly modeling uncertainty and updating
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spatial beliefs dynamically, BeliefMapNav enables more efficient, goal-directed exploration than
methods using static priors or reactive policies.

The contributions of our method are mainly summarized as follows: 1) We propose BeliefMapNav,
an efficient zero-shot object navigation system that accurately predicts target location through
fine-grained belief estimation in a 3D voxel-based belief map and real-time feedback, enabling
belief-driven sequential planning for efficient navigation. 2) At the core of our system is a 3D voxel-
based belief map that integrates hierarchical spatial-visual features with LLM-derived commonsense,
enabling accurate and fine-grained prior estimation of the target’s location. Based on the prior
estimation, we design a planner that optimizes navigation by minimizing the expected path distance
cost for efficient navigation. 3) The proposed system achieves SOTA performance on the HM3D [19]
and HSSD [20] benchmarks, surpassing all the previous zero-shot methods by 3.4% in SR and
9.7 in SPL on HM3D, 14.2% in SR and 7.2 in SPL on HSSD, thereby demonstrating the overall
effectiveness and efficiency of our approach.

2 Related Works

Object Navigation Object navigation refers to the task of guiding a robot to search given target
objects in an unknown environment. It can be divided into two categories: i) training-required
methods, such as reinforcement learning (RL) and imitation learning, which require extensive training
on task-specific data [21, 22, 23, 24, 25], and ii) zero-shot methods, which leverage pre-trained
models, such as VLMs or LLMs, to perform navigation without additional training [14, 3, 9, 8, 12].
Training-based methods typically require large amounts of data and have difficulty generalizing due to
limited environmental diversity [19, 26], while zero-shot methods offer flexibility and adaptability to
novel environments, but are constrained by the spatial reasoning limitations of LLMs and VLMs [15].
Our method follows a zero-shot approach. We leverage LLMs and rich hierarchical spatial semantics
to provide accurate and fine-grained estimations of the target’s location, while employing probability-
based optimization algorithms to ensure the efficiency of the search path.

Semantic Mapping for Object Navigation. Semantic mapping is important in object navigation as
it provides spatially structured representations that guide the robot in locating targets. Traditional
methods, such as category-based approaches [14, 27, 17] and scene graph-based methods [28, 16, 18,
29, 30, 31], often rely on predefined categories or topological graphs, leading to semantic information
loss and mapping errors due to detection failures [32, 33]. Although value map-based methods [8, 7, 9]
aim for non-vocabulary representations, existing methods struggle to align spatial and semantic scales,
resulting in incomplete or misaligned spatial semantics under varying scene extents. As a result,
the generated maps lack the precision needed to accurately localize target objects. In contrast, our
method constructs a multi-level, spatially-aligned semantic map that supports accurate target object
localization estimation.

3 Method

In this section, we first define the object navigation task and then present the BeliefMapNav system,
which consists of three main modules: 3D voxel-based belief mapping, frontier observation belief
estimation, and observation belief-based planning, as shown in Fig. 2.

3.1 Task definition

We define the ZSON task, where an agent is required to locate a specified target object in an
unknown environment without task-specific training, pre-built maps, or a fixed vocabulary. The target
category c is specified in free-form text. At each timestep t, the agent receives RGB-D observations
It = (Irgbt , Ideptht ), where Irgbt ∈ RH×W×3 and Ideptht ∈ RH×W , and its pose st = (xt, rt), with
xt ∈ R3 and rt ∈ SO(3), from odometry. The action space A includes: MOVE FORWARD (0.25
m), TURN LEFT/RIGHT (30°), LOOK UP/DOWN (30°), and STOP. The task is successful if the
agent issues a STOP within 0.1 m of the target object within 500 steps. At each timestep, the system
takes as input the current RGB-D observation It, the agent’s pose st, and the text-specified target c,
and outputs a navigation action at ∈ A from the discrete action set.
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Figure 2: BeliefMapNav pipeline: The agent initializes with a 360° rotation. During exploration,
the 3D voxel-based belief mapping module fuses sensor input, the 3D hierarchical semantic map,
and landmarks to create a belief map. The frontier observation belief estimation module computes
frontier observation belief from the belief, frontiers, and visibility maps via FOV-based aggregation.
The observation belief-based planning module selects the next goal based on this belief and outputs
navigation actions. Upon detecting the target, the agent navigates to it.

3.2 System overview

BeliefMapNav is a novel 3D voxel-based zero-shot open-vocabulary object navigation system; see
the overview in Fig. 2. BeliefMapNav has three key modules: 1) 3D voxel-based belief mapping
module in Sec. 3.3, which encodes a prior belief of the target’s presence by combining hierarchical
spatial semantics with LLM commonsense in a belief map; 2) frontier observation belief estimation
module in Sec. 3.4, which fuses the prior belief map with real-time observation likelihood to estimate
the posterior belief of detecting the target in each frontier’s FOV; 3) observation belief-based planning
module in Sec. 3.5, which selects the next navigation point by optimizing expected distance cost to
detect the object.

3.3 3D voxel-based belief mapping

3D voxel-based belief mapping aims to represent the spatial prior belief of the target object’s presence
in a 3D voxel grid. The key intuition is that maintaining a fine-grained representation enables more
spatially detailed and accurate prediction of the target’s location. To achieve this, we construct a 3D
voxel map where each voxel stores the belief of the target existing within its spatial region:

B =
{
(u, bu)

∣∣ u ∈ Z3
}

where B denotes the belief map, u ∈ Z3 represents the discrete spatial coordinate of a voxel in 3D
space and bu ∈ R represents the estimated prior belief that the target object exists within voxel u.
Unlike previous methods [7, 8], the 3D voxel-based belief map leverages hierarchical language and
spatial semantics to provide more precise and nuanced estimation of the target belief in each voxel of
3D space. It involves three steps as shown in Fig. 3: 1) constructing a 3D hierarchical semantic voxel
map based on visual observations in Sec. 3.3.1; 2) using an LLM to infer hierarchical landmarks with
corresponding relevance scores in Sec. 3.3.2; and 3) mapping the inferred landmarks and relevance
scores into the hierarchical semantic voxel map to form the belief map in Sec. 3.3.3.

3.3.1 3D Hierarchical semantic mapping

The 3D hierarchical semantic voxel map Mc represents the environment across three levels, Ls =
{scene, region, object}, with progressively finer semantics. This structure enables reasoning across
spatial scales, from coarse layouts to fine object details, improving the accuracy of target object
position estimation. Formally: Mc =

{(
u, {v̂lsu , ŝlsu }

) ∣∣ u ∈ Z3, ls ∈ Ls

}
. Here, for each level

ls ∈ Ls, voxel u stores an image CLIP [34] feature vector v̂lsu ∈ Rd and a feature confidence score
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Figure 3: The pipeline begins by passing the target and prompt to the LLM to generate hierarchical
landmarks with relevance scores. Meanwhile, RGB and depth images are cropped into multi-scale
patches and processed via SAM and point cloud back-projection. Multi-scale CLIP image features
are extracted, and the top features selected by hierarchical feature scorers update the hierarchical 3D
semantic map. Finally, landmarks encoded by text CLIP and the semantic map are combined via the
belief map construction to update the 3D voxel-based belief map.

ŝlsu ∈ R, which quantifies the reliability of the semantic feature at each level and guides the selection
of the most informative features for belief map updating.

The module operates in three stages: 1) Multi-scale feature extraction: Extract image CLIP features
from multi-scale RGB images and spatial information from the depth images. 2) Hierarchical feature
scoring: Assign confidence scores to features at different image scales, reflecting their relevance to
specific semantic levels Ls. These scores enable adaptive scale selection for each semantic level. 3)
Adaptive hierarchical feature selection: At each hierarchical level, features from the most confident
scale are selected and back-projected to update the 3D voxel map Mc.

Multi-scale feature extraction: To better capture both global context and local details, the observed
RGB image Irgb ∈ RH×W×3 is divided into equal-sized patches at multiple scales. At scale k,
the image is partitioned into 2(k−1) × 2(k−1) patches, with each patch denoted as P k

h,w. We use
CLIP [34] to extract visual features vkh,w for each patch and each patch P k

h,w is processed by the
Segment Anything Model (SAM) [35] to estimate the number of semantic instances nk

h,w. In parallel,
the corresponding depth image is divided in the same way. We back-project depth values of patches
into 3D space to form a point cloud and compute two geometric properties: the volume V k

h,w and
point density ρkh,w. The detailed extraction process is in Appendix A.1.

Hierarchical feature scoring: To select features for different spatial semantic levels, we design
hierarchical feature scorers for Ls, which assign confidence scores to each image patch. A higher score
indicates a better alignment of the feature with the corresponding semantic level. The hierarchical
feature scorers are defined as: (1) Scene Scorer: This scorer favors patches covering larger spatial
extents with more semantic instances, score defined as Sscene,k

h,w = w1 · V k
h,w + w2 · nk

h,w. (2) Region
Scorer: This scorer favors patches with more densely packed instances and concentrated point clouds,

score defined as Sregion,k
h,w = w3 ·

(
nk
h,w

V k
h,w

)
+w4 · ρkh,w. (3) Object Scorer: This scorer favors patches

with a high average point density per instance, score defined as Sobject,k
h,w =

ρk
h,w

nk
h,w

Adaptive hierarchical feature selection: Each image pixel position has k scale candidate features,
and in each pixel position, we select the image CLIP features for hierarchical semantic levels from
multi-scale patches that achieve the highest score under the corresponding semantic-level feature
scorer. After scoring, pixels are back-projected into the 3D semantic map, where for each semantic
level in every voxel, only the feature with the highest confidence score is retained in the map. The
detailed selection method is provided in the Appendix A.2.
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3.3.2 Hierarchical landmarks generation

Landmarks are semantic cues inferred by a language model from the target object description,
indicating where the object is likely to appear. In our method, we focus on three levels of landmarks
Lt = {room, region, object} to assist in locating the target object. To extract these landmarks, we
prompt an LLM (GPT-4o [36]) with the target object description, asking it to generate two outputs:
(1) a set of landmark strings R = [Rroom,Rregion,Robject], where Rlt = [rlt1 , r

lt
2 , . . . , r

lt
nlt

] denotes
the landmarks at level lt ∈ Lt; and (2) the corresponding relevance scores α = [αroom, αregion, αobject],
where αlt = [αlt

1 , α
lt
2 , . . . , α

lt
nlt

]. Where nlt is the number of landmarks in level lt. Each score αlt
i

indicates the likelihood that the target object appears near the corresponding landmark rlti . Details
about the prompt design and generation process are provided in the Appendix A.3.

3.3.3 Belief map construction

After obtaining hierarchical textual landmarks with associated relevance scores, we project both the
landmarks and the target object name into the 3D hierarchical semantic voxel map to generate a 3D
voxel-based belief map, which represents a prior belief over the target object’s presence in space.
Each landmark rlti ∈ Rlt and the target object name rtarget are encoded using the CLIP text encoder,
resulting in embeddings E lt

i for landmarks and Etarget for the target object. For each of these textual
inputs, we compute the maximum cosine similarity scores with stored spatial semantic features
at corresponding levels: pltu,i = max

ls
cosine(E lt

i , v̂lsu ) and pu,target = max
ls

cosine(Etarget, v̂
ls
u ). Each

similarity score is weighted by its associated relevance score αlt
i for landmarks and αtarget = 1 for the

target object. The final belief score at voxel u is computed as: bu =
∑

lt∈Lt

∑nlt
i=1 α

lt
i ·pltu,i+pu,target.

The values bu in the 3D voxel-based belief map represent the prior belief of the target object’s
presence in each voxel.

3.4 Frontier observation belief estimation

The 3D voxel-based belief map serves as the prior, through which the frontier observation belief
module dynamically integrates visibility map likelihoods to calculate the belief of detecting the target
object within each frontier’s FOV.

3.4.1 Visibility map

To capture the impact of real-time detection feedback on the target belief distribution, we in-
troduce a visibility map. The visibility map is inspired by [37] and is defined as Pv ={
(u, p̂vu)

∣∣ u ∈ Z3, p̂vu ∈ [0, 1]
}

, p̂vu is the likelihood of detecting the target at voxel u based on
visual observations during the search. The key intuition is that if a voxel u has high detection confi-
dence in the FOV but no detection, the belief that the target object exists in that region is very low
(p̂vu → 0). By estimating the object absence likelihood, the visibility map can refine prior beliefs to
prevent revisiting areas that have been well observed. This correction improves navigation efficiency.
The detection confidence is calculated in a way that it decreases near image boundaries and at longer
distances from the camera pose. Details of the construction of the visibility map are provided in the
Appendix A.4.

3.4.2 FOV-based belief aggregation

After constructing the visibility map Pv and belief map B, we fuse them to obtain the posterior
belief map Bpost =

{
(u, b̂post

u )
∣∣∣ u ∈ Z3, b̂post

u = p̂vu · bu
}

. This fusion enables more dynamic and
accurate estimation of the belief of detecting the target from each frontier’s FOV by combining
spatial priors belief map with the observation feedback visibility map. It improves search efficiency
and reduces exploration of well-observed regions. For each candidate frontier position xfi , we
evaluate four viewing directions θ ∈ {0◦, 90◦, 180◦, 270◦}. For each θ, we perform ray casting
from xfi to identify voxels within the FOV, separating them into Oθ

map(xfi) (voxels in the belief
map) and Oθ

unk(xfi) (voxels out of belief map). The observation belief for direction θ is computed
as: P θ

obs(xfi) =
∑

u∈Oθ
map(xfi

) b̂
post
u + |Oθ

unk(xfi)| · wunobserved. Where |Oθ
unk(xfi)| is the number of
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voxels not in map and wunobserved is a constant weight. The final observation belief at xfi is defined
as: Pobs(xfi) = maxθ P

θ
obs(xfi). Aggregating over the FOV allows us to account for obscure vision

and the agent’s limited FOV, leading to a more accurate estimation of the likelihood of observing the
target in each frontier’s FOV.

3.5 Observation belief-based planning module

Using the estimated observation belief at each frontier based on the posterior belief map, we pri-
oritize frontiers to minimize expected search distance for a more stable and efficient target search.
Unlike previous greedy approaches that myopically prioritize immediate gain, our distance-based
optimization ensures smoother early-stage movement under uncertain belief distributions and gradu-
ally converges to the optimal path as the belief becomes more reliable, resulting in more efficient
exploration. The optimal exploration strategy seeks a permutation of frontier visiting sequence
π = [fπ1

, fπ2
, . . . , fπn

] that minimizes the expected search cost, where fπi
∈ {xf1 , . . . , xfn}

denotes the i-th frontier position. The objective is formulated as:

π∗ = argmin
π∈Sn

n∑
i=1

(
i∑

k=1

dA∗(fπk−1
, fπk

)

)
Pobs(fπi

)

where Sn denotes the permutation group over n frontier points, fπk
represents the k-th visited

frontier in permutation π (with the initial point fπ0
≡ x0 defined as the agent’s current position),

dA∗(fπk−1
, fπk

) denotes the path distance between adjacent frontiers computed via the A* [38]
algorithm,

∑i
k=1 dA∗(·) calculates the cumulative path cost to the i-th frontier, and Pobs(fπi) is the

observation belief of frontier fπi
.

The proposed objective improves search efficiency by minimizing exploration cost with A*-optimized
paths and prioritizing high-belief frontiers via observation-weighted costs. Combining geometric
path costs and belief weights, it reduces noise impact on navigation stability. Integrating shortest-
path guarantees with probabilistic reasoning, it enables dynamic, real-time replanning, adapting
to evolving beliefs for flexible, efficient navigation. At the same time, the precise and detailed
belief map provides a solid foundation for effective optimization. We solve this optimization via
GPU-accelerated simulated annealing [39]. The detailed optimization process is in the Appendix A.5.
Before each action, the agent selects the first frontier in the optimized sequence π∗ as the next
navigation target and replans at every step with the updated belief map. We adopt the local point
navigation planner from VLFM [7] to generate actions toward the given goal. An open-vocabulary
detector [40] and GPT-4o [36] verify detected objects; if confirmed, the system localizes the target
using the bounding box, SAM [35], and depth, then sets it as the final navigation goal.

4 Experimental Results

In this section, we outline datasets and key implementation details, then compare BeliefMapNav’s
performance against SOTA baselines on HM3D [19], MP3D [26], and HSSD [20]. Ablation studies
assess each component’s contribution. Qualitative analysis visualizes maps indicating target presence
probability. Search process visualizations highlighting our approach are in Appendix A.9. Baseline
summaries and HM3D failure analyses appear in Appendix A.6 and A.7, respectively.

4.1 Benchmarks and Implementation details

Dataset: We evaluate our method on three standard benchmarks: HM3D [19], MP3D [26] and
HSSD [20]. HM3D, the official dataset of the Habitat 2022 ObjectNav Challenge, includes 2,000
validation episodes across 20 environments and 6 object categories. MP3D, a large-scale indoor 3D
scene dataset, is commonly used in Habitat-based ObjectNav evaluations. We conduct experiments
on its validation set, consisting of 11 environments, 21 object categories, and 2,195 object-goal
navigation episodes. HSSD, a synthetic dataset with scenes based on real house layouts, contains 40
validation scenes, 1,248 navigation episodes, and 6 object categories.

Evaluation Metrics: We use two standard metrics: Success Rate (SR) and Success weighted by Path
Length (SPL). SR measures the proportion of episodes where the agent reaches the target within a

7



Table 1: Zero-shot object navigation results on MP3D, HM3D and HSSD. We compare the SR and
SPL of state-of-the-art methods in different settings.

Method Unsupervised Zero-shot HM3D MP3D HSSD
SR↑ SPL↑ SR↑ SPL↑ SR↑ SPL↑

Habitat-Web [41] ✗ ✗ 41.5 16.0 31.6 8.5 - -
OVRL [42] ✗ ✗ - - 28.6 7.4 - -
ProcTHOR [43] ✗ ✗ 54.4 31.8 - - - -
SGM [44] ✗ ✗ 60.2 30.8 37.7 14.7 - -

ZSON [24] ✗ ✓ 25.5 12.6 15.3 4.8 - -
PSL [45] ✗ ✓ 42.4 19.2 18.9 6.4 - -
PixNav [11] ✗ ✓ 37.9 20.5 - - - -

VLFM [7] ✓ ✓ 52.5 30.4 36.4 17.5 - -
ESC [3] ✓ ✓ 39.2 22.3 28.7 14.2 38.1 22.2
CoWs [13] ✓ ✓ - - 9.2 4.9
L3MVN [14] ✓ ✓ 50.4 23.1 34.9 14.5 41.2 22.5
ImagineNav [46] ✓ ✓ 53.0 23.8 - - 51.0 24.9
VoroNav [28] ✓ ✓ 42.0 26.0 - - 41.0 23.2
GAMap [8] ✓ ✓ 53.1 26.0 - - - -
OpenFMNav [47] ✓ ✓ 52.5 24.1 37.2 15.7 - -
SG-Nav [12] ✓ ✓ 54.0 24.9 40.2 16.0 - -
UniGoal [48] ✓ ✓ 54.5 25.1 41.0 16.4 - -
InstructNav [9] ✓ ✓ 58.0 20.9 - - - -

BeliefMapNav ✓ ✓ 61.4 30.6 37.3 17.6 65.2 32.1

preset distance. SPL evaluates path efficiency by considering both success and trajectory optimality:
if successful, SPL = Optimal path length

path length , otherwise SPL = 0. Higher values indicate better performance.

Implementation details: We limit navigation to 500 steps, defining success as stopping within 0.1 m
of the target. Each step moves the agent 0.25 m forward or rotates it by 30°. The RGB-D camera,
mounted 0.88 m high, captures 640 × 480 images. The 3D voxel map has 45,000 voxels at 0.25 m
resolution. We set wunobserved = 0.01 (Sec. 3.4.2). CLIP-ViT-B-32 encodes visual/text features with
image crop scale k = 3. GPT-4o generates three landmarks per level (nine total). Hierarchical scorer
weights are w1 = 0.05, w2 = 0.1, w3 = 2, w4 = 0.01. The system runs on a single RTX 4090 (24
GB VRAM) and uses approximately 13 GB of VRAM. Local planner parameters vary slightly by
dataset, while the exploration module remains unchanged.

4.2 Comparison with SOTA methods

In this section, we compare our proposed BeliefMapNav with SOTA object navigation approaches
in different settings, including unsupervised, supervised, and zero-shot methods on the MP3D [26],
HM3D [19], and HSSD [20] benchmarks. As shown in Table 1, our method outperforms all existing
zero-shot baselines except the SR of UniGoal and SG-Nav, achieving significant improvements across
multiple benchmarks. Specifically, on HM3D, we observe a gain of +3.4% in SR and +0.2 in SPL. On
MP3D, we achieve +0.1 in SPL. Finally, on HSSD, our method delivers remarkable gains of +14.2%
in SR and +7.2 in SPL. These results highlight the effectiveness of our approach in enhancing both
SR and SPL across diverse datasets. While our SR on the MP3D dataset is marginally lower than that
of UniGoal and SG-Nav, this is primarily due to their utilization of an object verification mechanism.
This feature specifically targets the reduction of detector false positives (FP) caused by poor mesh
quality inherent in MP3D. Crucially, while such object verification is an important technique, it
remains orthogonal to our main contribution, which focuses squarely on efficient target-oriented
exploration. This distinction is further evidenced by our performance on the high-quality HM3D
dataset, where our method significantly outperforms UniGoal in both SR (+6.9%) and SPL (+5.5).

On the HM3D dataset, our method improves SPL by 9.7 compared to the zero-shot method Instruct-
Nav [9], which achieves the highest SR. While InstructNav prioritizes SR with a dense search strategy,
our approach maintains high success rates and boosts search efficiency by generating more accurate
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target position estimates and optimizing the search path with a distance cost-aware planner. On the
MP3D benchmark, improvements are less pronounced due to two factors: first, the lower data quality
of MP3D, which makes target recognition more challenging. Second, there are a lot of mesh “holes”
in MP3D, which allow the agent to see through obstacles, causing it to mistakenly prioritize these
holes as targets, leading to navigation failures when it gets stuck near non-traversable areas. However,
on the HSSD dataset, performance significantly improves because the synthetic scenes avoid the
issues present in MP3D and HM3D. Across all datasets, the performance limitations of the local
planner in [7] lead to significant degradation, especially in narrow areas.

4.3 Ablation study

To evaluate the effectiveness of each module in our system, we conduct an ablation study on 400
randomly sampled episodes from the HM3D validation set, using a fixed random seed. The ablation
study of the effectiveness of LLMs and image scale k are in Appendix A.8.

Table 2: Impact of the planner and visibility map.
Method SR↑ SPL↑

BeliefMapNav w/o Planner 56.0 29.3
BeliefMapNav w/o Visibility Map 57.2 28.0

BeliefMapNav 62.5 31.6

Table 3: Impact of vision-language encoders.
Encoder SR↑ SPL↑

BLIP [49] 59.3 31.0
BLIP2 [50] 62.0 31.1
CLIP [34] 62.5 31.6

Effectiveness of visibility map and belief-based planning: In Table 2, we compare the effectiveness
of the Visibility Map and Belief-based planning against basic exploration. Without the Visibility Map,
relying on spatial priors alone leads to a 5.3% ↓ drop in SR and 3.6 ↓ in SPL, as the agent revisits
previously observed regions. Without the planner, navigation is based solely on the highest posterior
belief, resulting in a 6.5% ↓ drop in SR and 2.3 ↓ in SPL due to frequent navigation goal switching
and inefficient back-and-forth movement.

Effectiveness of different levels of hierarchical 3D semantics: As shown in Table 5, we evaluate
the impact of different levels of the Hierarchical 3D Semantic Map on performance, comparing four
settings: no semantics (random walk), scene-level only, scene + region levels, and the full hierarchy
with object-level semantics. Results indicate that incorporating more semantic levels generally
improves SR. However, omitting object-level semantics enhances efficiency (32.0), as fine-grained
searches with object-level cues increase success rates but often result in slower, localized exploration,
leading to longer paths and slightly reduced efficiency.

Table 4: Impact of different levels of landmarks.
Landmarks SR↑ SPL↑

w/o 60.0 30.9
Room 61.0 31.1

Room+Region 61.5 31.2
Room + Region + Object 62.5 31.6

Table 5: Impact of different semantic levels.
Semantics SR↑ SPL↑

Random Walking 21.5 10.8
Scene 59.0 30.4

Scene + Region 61.5 32.0
Scene + Region + Object 62.5 31.6

Effectiveness of different vision-language encoders: as shown in Table 3, CLIP- and BLIP-2-based
systems achieve comparable performance (SR: 62.5 vs. 62.0; SPL: 31.6 vs. 31.1), both outperforming
BLIP. Prior work [51] similarly shows that BLIP-2 slightly surpasses CLIP in zero-shot text-to-image
retrieval accuracy, while both are significantly better than BLIP. However, CLIP demonstrates stronger
generalization to out-of-distribution data and supports efficient inference via independent encoders
and pre-computed features. These properties make CLIP a more robust and practical encoder choice
for retrieval-based navigation tasks.

Effectiveness of hierarchical landmarks: As shown in Table 4, without landmarks, we retrieve
directly using the object name in the hierarchical 3D semantic map. With incremental landmark
introduction, we observe a gradual improvement in SR (60 to 62.5) and SPL (30.9 to 31.6). However,
this improvement is less significant than the gain from incorporating spatial semantics at different
hierarchical levels in Table 5, as object names already show inherent relevance to scene, region, and
object semantics. In this context, hierarchical landmarks mainly reinforce these semantic associations.
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Figure 4: Visualization of the prior belief map, visibility map, and the posterior belief map, with an
enlarged section highlighting the target object.

4.4 Qualitative Analysis

Fig. 4 shows the 3D voxel-based belief map, visibility map, and posterior belief map, and the complete
visualization is in Fig. 12 of Appendix. The posterior belief map assigns high belief to the target
object’s (couch) location. While the visibility map indicates low likelihood, the prior belief map,
guided by vision-and-language cues, strongly suggests the target’s presence, effectively guiding the
agent’s search (Fig. 1). Additional visualizations are provided in Appendix A.9.

5 Conclusion

In this paper, we have proposed BeliefMapNav, a zero-shot object navigation system that integrates
hierarchical spatial semantics, commonsense reasoning from LLMs, and real-time feedback through
a 3D voxel-based belief representation. Compared to prior approaches that rely on planar value
maps or local greedy goal selection, BeliefMapNav maintains a global 3D belief posterior, performs
visibility-aware updates, and plans over informative frontiers, improving robustness to environmental
complexity, reducing backtracking, and enabling more efficient exploration. Experiments on three
benchmarks show that it outperforms previous methods. Ablation studies highlight the effectiveness
of our belief map and belief-based planning for efficient exploration, emphasizing the system’s
effectiveness and efficiency.

Limitation and future work. We validate the effectiveness of the 3D voxel-based belief map solely
on object navigation tasks. This high-resolution 3D map can be further extended to enable robot
interaction for mobile manipulation tasks, with future work focusing on real-world implementation.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the main contributions of the
paper, including the introduction of BeliefMapNav, an efficient zero-shot object navigation
system. And all the modules in the system, including a 3D-voxel based belief map, a
frontiers observation belief map, and an optimization planner.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitation of our work in Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: We do not have any assumptions.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have some implementation details in Sec. 4.1. The results in our paper can
be reproduced by the readers.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We have open-sourced our code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We follow the standard testing details which are stated in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We have some case studies in Appendix A.7.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our system can run on a RTX 4090 GPU, as shown in Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We reviewed the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: It is discussed in Sec. 1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited all the code and dataset that we use.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We have discussed the LLM usage in landmarks generation in Sec. 3.3.2.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 Multi-scale feature extraction

To better capture both global context and local details, the observed images are divided into equal-
sized patches at different scales. Specifically, given an RGB observation image Irgb of height H and
width W , at image scale k, the image is divided into 2(k−1) × 2(k−1) equally-sized patches, resulting
in a total of 4(k−1) patches. Each patch at level k has image size: H

2(k−1) × W
2(k−1) , and we denote

the set of patches at level k as: Irgbk = {P k
h,w | 1 ≤ h ≤ 2(k−1), 1 ≤ w ≤ 2(k−1)}, where P k

h,w

represents the patch located at the h-th row and w-th column of the partitioned image at scale k. We
employ the CLIP model [34] to compute visual features for each patch. Specifically, for a given patch
P k
h,w, the corresponding visual feature is vkh,w. This process yields k candidate features for each pixel,

and then each patch P k
h,w ∈ Irgbk is independently processed using the Segment Anything Model

(SAM) [35] to estimate the number of semantic instances it contains nk
h,w, where nk

h,w denotes the
number of instances detected within the patch P k

h,w at scale k.

In parallel, the depth image is divided into patches using the same scheme as the RGB image. For each
depth patch Dk

h,w that corresponds to the position of RGB patch P k
h,w. We back-project the depth

values into 3D space to generate a point cloud: Ck
h,w. We then compute two geometric properties of

each point cloud: the volume V k
h,w of the point cloud, density ρkh,w , defined as the number of points

per unit volume: ρkh,w =
|Ck

h,w|
V k
h,w

, where |Ck
h,w| denotes the total number of 3D points in the patch.

A.2 Adaptive hierarchical feature selection

For each image pixel p at hierarchical spatial level ls, we select the CLIP feature from all
candidate patches across scales that achieves the highest score under the corresponding scorer:
vlsp = vk

∗

h∗,w∗ , slsp = Sls,k
∗

h∗,w∗ , and (k∗, h∗, w∗) = argmaxk,h,w:p∈Pk
h,w

Sls,k
h,w . Where,vlsp denotes the

image CLIP feature of pixel p at level ls, sls,kh,w denotes the score assigned to patch P k
h,w at level ls,

and the constraint p ∈ P k
h,w ensures that only p in patches are considered. After scoring, each pixel is

back-projected into 3D and mapped to a voxel. For each semantic level, we keep only the feature
with the highest confidence score in each voxel.

After scoring, each image pixel p is back-projected into 3D space global position xp using the depth
image and mapped to the corresponding voxel in the spatial map:

xp = BackProject(p, Idepth
t (p), st) ∈ R3, up =

⌊xp

r

⌋
∈ Z3

where r denotes the voxel resolution, and ⌊·⌋ indicates the element-wise floor operation used to
discretize the 3D coordinate into voxel space. For each semantic level, if the voxel does not contain
an existing feature, we directly store the current feature and its associated confidence score. If a
feature already exists, we compare the new score with the stored score and retain the feature with the
higher confidence. The voxel map is then updated according to the following rule:

v̂lsup
=

{
vlsp , if up /∈ Mc or slsp > ŝlsup

v̂lsup
, otherwise

, ŝlsup
=

{
slsp , if up /∈ Mc or slsp > ŝlsup

ŝlsup
, otherwise

A.3 Prompting

In the hierarchical landmarks generation, the complete prompt is as follows:
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System: You are a helpful robot to find an object in an unknown environment.
User: Now that we need to find a/an {target}, please provide information about how it might
be found in a private house. This information will be embedded with CLIP and must be
useful for the robot to recognize the object.

• Provide which room it is likely to be found in.
• Provide where it is likely to be located within specific rooms. Please add the room

type in front of the location.
• Provide what other items it is likely to be near.
• What is the probability of finding the {target} respectively around these landmarks?

The sum of the probabilities of each level is equal to one.

At the same time, the output must meet the following requirements:

1. Output three related strings for each level. Each string should contain only one piece
of information and avoid using "or" constructions.

2. Each piece of information should consist of only the most relevant phrases, not
complete sentences. Keep the phrases simple and common; avoid uncertain words
like "maybe".

3. Output two two-dimensional lists. For the landmarks string: The first dimension
represents the information level, and the second dimension contains the three related
strings for each level. For the Probability: The first dimension represents the
information level, and the second dimension contains the three related probabilities
for each level.

4. Output only the string and Probability, do not include any additional text.

In the generation of parameters dmin and dmax in the visibility map, the complete prompt is as follows:

System: You are a helpful robot to find an object in an unknown environment.
User: When we use YOLOv7 and GroundingDINO to detect a/an {target} in a simulated mesh
private house environment, the quality is poor. What is the best distance from the camera
pose to the {target} to detect the {target}? The input images are 640× 480 resolution.

1. Please output the distance in meters.
2. Please only output the distance range as a list: [distance_min, distance_max],

without any other text.

A.4 Visibility map

As shown in Fig. 5, detection confidence depends on the pixel locations of the voxels in the image
and the distance to the camera. Pixels near the image center and at moderate distances to the camera
yield higher confidence, while peripheral or extreme-distance regions tend to have lower confidence
due to reduced detectability. For each pixel p in the RGBD image, we compute three components:
the horizontal angle-based confidence Chorizontal, the vertical angle-based confidence Cvertical, and the
distance-based confidence Cd. The detection confidence of pixel position p is defined as:

Chorizontal = cos2
(

θp
θhfov

· π
)
,

Cvertical = cos2
(

ϕp

ϕvfov
· π
)
,

Cd =

{
1, if dmin ≤ dp ≤ dmax

exp
(
−α ·min

(
(dp − dmin)

2, (dp − dmax)
2
))

, otherwise

Cp = Cd · Chorizontal · Cvertical

Here, θp and ϕp denote the horizontal and vertical angles of pixel p, and θhfov, ϕvfov are the horizontal
and vertical FOV angles in radians. Cd is computed from the pixel depth dp based on the optimal
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(a) Input depth image (b) Confidence value in FOV

Figure 5: (a) is the input depth image. (b) shows the confidence computed from the depth image.
Bluer regions indicate higher confidence, meaning the likelihood of an object being present is low
if not detected there. Redder regions indicate lower confidence, implying that even if no object is
detected in those areas, the probability of object presence remains relatively high.

range [dmin, dmax] given by LLM A.3. The final confidence score Cp means the confidence to detect
the object at pixel position p.

Each pixel p is back-projected into 3D space to obtain the corresponding voxel up ∈ Z3. The
visibility map is then updated as:

p̂vup
=

{
1− Cp, if up /∈ Pv or 1− Cp < p̂vup

p̂vup
, otherwise

A.5 Path optimization

The optimization objective of the path planning problem is to find a frontier visiting order π =
[fπ1 , fπ2 , . . . , fπn ] that minimizes the expected search distance:

π∗ = argmin
π∈Sn

n∑
i=1

(
i∑

k=1

dA∗(fπk−1
, fπk

)

)
Pobs(fπi

)

Therefore the cost function W (π) to evaluate the quality of a path π can be defined as:

W (π) =

n∑
i=1

(
i∑

k=1

dA∗(fπk−1
, fπk

)

)
Pobs(fπi

)

The simulated annealing algorithm is a probabilistic optimization algorithm that can be used to find
an approximate solution to the path planning problem. The algorithm is inspired by the annealing
process in metallurgy, where a material is heated and then cooled to remove defects and improve its
properties. The algorithm works by iteratively exploring the solution space and accepting or rejecting
new solutions based on their cost and a temperature parameter. Our implementation is based on the
following steps:

1. Initialization: Set the initial and terminal temperature T0 and Tf , the cooling rate α, and
the number of samples to simulate N . When the current temperature T is greater than the
terminal temperature Tf , the algorithm will continue to run.

2. Iterative Process: While the termination criterion is not met, for each sample, the algorithm
will perform the following steps:

(a) Generating Neighbor Solution: Generate a neighbor solution π′ from the current
solution π by applying three kinds of operations: swap, shift, or reverse.
(1) swap: swap two points in the path. (2) shift: move a segment of the path to a
different position. (3) reverse: reverse a segment of the path.
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The repetition times of the operations are controlled by the temperature T , which
decreases with time. Due to different operations having different degrees of impact on
π, the probability of selecting each operation is different. And because the first point in
the path is the starting point, it does not participate in this transformation.

(b) Evaluation and Acceptance: Evaluate the cost of the new path W (π′) and apply
the Metropolis Criterion: Compare it with the cost of the current path W (π). If
W (π′) < W (π), accept the new path. Otherwise, accept it with a probability of
exp

(
W (π)−W (π′)

T

)
.

(c) Cooling: Update the temperature T by multiplying it with the cooling rate α.

3. Termination: The algorithm ends when the temperature T is less than the terminal tempera-
ture Tf . The final output is the sample with the lowest cost.

The algorithm is implemented in Python and uses the CuPy [52] library to accelerate the process. All
the parameters are tuned to achieve a balance between the quality of the solution and the time taken
to find it, for the path planning problem. On a laptop with Intel Core i5-12500H CPU, 16GB RAM,
and NVIDIA GeForce RTX 2050 Laptop GPU, for a task of 10 frontiers, the algorithm takes about
0.2 seconds to solve the problem. A visualized example problem and the solution are shown in Fig. 7.

Figure 6: Error analysis of the algorithm for parameter tuning. All the results are based on 10
frontiers, over 50 different scenes, and each scene for 100 times. We take the solution obtained when
the algorithm converges as the optimal solution. A solution is considered as an error if the cost is
greater than 110% of which of the optimal solution. Between the performance of the algorithm and
the time taken to find the solution, we take a balanced approach.

Figure 7: Result demo of the algorithm. The chart on the left shows the relationship between the cost
and the temperature under a run. The chart on the right shows the path generated by the algorithm.
The number on the lines indicates the order of visiting the frontiers. The arrow at each frontier is the
orientation. The color of the background represents the distribution of the occurrence probability.
The observation probability of a frontier is the sum of the weights of all points within a sector in front
of the frontier, representing points within the FOV of the robot.
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Figure 8: The proportion of different causes of failure in the HM3D dataset.

A.6 Baselines

We evaluate our approach in comparison with a range of ZSON baselines, including several SOTA
methods. ZSON [24] incorporates object category cues to enable object-aware navigation. CoWs [13]
leverages CLIP features to extract semantic object information and directs exploration toward nearby
frontiers. ESC [3] combines a semantic scene representation with commonsense reasoning to guide
object search. L3MVN [14] utilizes large language models to infer exploration goals from a semantic
map constructed by a pretrained detector. VLFM [7] adopts BLIP-2 [50] for vision-language align-
ment, using target object descriptions to prioritize exploration frontiers. VoroNav [28] introduces
a navigation method based on Voronoi partitioning. InstructNav [9] supports agent navigation by
converting the output instructions from the VLM into various value maps. However, this method
directly relies on the VLM to reason in spatial contexts, which can lead to hallucinations and reduced
navigation efficiency. GAMap [8] guides navigation by leveraging object parts and affordance at-
tributes through an image-based, multi-scale scoring approach that effectively captures both geometric
components and functional affordances. SG-Nav [12] guides navigation by leveraging an online 3D
scene graph and LLM-based hierarchical chain-of-thought reasoning, enabling explainable, robust
zero-shot object navigation with a graph-based re-perception mechanism to correct false positives.
UniGoal [48] guides universal zero-shot navigation by leveraging graph-based scene–goal matching
and LLM-driven multi-stage exploration, effectively unifying object, image, and text goals with
coordinate projection, graph correction, and blacklist-aware reasoning.

A.7 Error Analysis of HM3D

As shown in Fig. 8, the causes of failure cases can be primarily attributed to two factors. First, the
current performance limitations of the open vocabulary detector, particularly due to false positives
(FP) and false negatives (FN), account for a significant proportion, with these detection errors
contributing to 48.32% of the failure cases. These errors result in the system either missing or
incorrectly identifying the target object, which ultimately leads to failure in object navigation.

The second major factor stems from the existence of target objects located on a different floor than the
agent’s starting point in the HM3D dataset, which accounts for 36.78% of the failure cases. Although
our 3D voxel map naturally supports modeling of spaces with varying heights, the limitations in stair
recognition and local planner performance prevent successful traversal between floors, resulting in
the inability to reach the target object on another floor.

Finally, only 12.82% of the failure cases are due to the target object being on the same floor but not
found, which demonstrates the effectiveness and efficiency of our exploration module. The “other”
category primarily involves cases where the target object was detected but the local planner was
unable to navigate towards it, or where the number of steps exceeded the predefined limit.

A.8 Additional ablation study

Effectiveness of different LLMs As shown in Table 6, the choice of LLM exerts only a marginal
effect on BeliefMapNav: SR varies by only 1.0% (61.5–62.5) and SPL by 0.8 (30.9–31.7) across four
architectures ranging from 8B to trillion-parameter scales. This stability arises because the framework
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Table 6: Impact of Different LLMs
LLMs SR↑ SPL↑

Qwen3-32B [53] 62.0 31.7
gemini-2.5-flash [54] 61.8 30.9

Llama-3.3-8B-Instruct [55] 61.5 31.4
GPT-4o [36] 62.5 31.6

Table 7: Impact of the different image scales k.
Scale(k) SR↑ SPL↑

1 57.8 29.1
2 61.3 29.3
3 62.5 31.6
4 62.8 29.8

Figure 9: Visualization of the search process. The color of each point in the image represents the
belief of object presence: redder points indicate higher belief, while bluer points indicate lower belief.

delegates metric spatial reasoning to the belief map, while the LLM is restricted to inferring landmark
plausibilities from textual descriptions—an inference task that lies well within the capability ceiling
of contemporary language models. Consequently, the pipeline exhibits negligible sensitivity to LLM
specification, alleviating deployment constraints.

Effectiveness of image scale As shown in Table 7, increasing the Image Scales from 1 to 3 consistently
improves both success metrics, with SR rising from 57.8 to a peak of 62.5 and SPL reaching its
maximum value of 31.6. However, increasing the scale further to 4 yields only minimal gain in SR
(from 62.5 to 62.8) but causes a notable reduction in SPL (from 31.6 to 29.8). This degradation
in path efficiency is likely attributable to the introduction of noisy, fine-grained details at the small
image scale, which negatively impacts target-oriented exploration.

A.9 Visualization

As shown in Fig. 9, 10, and 11, we provide qualitative visualizations to highlight the behavior and
strengths of BeliefMapNav. Fig. 12 shows the complete 3D voxel-based belief map, visibility map,
and posterior belief map.
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Figure 10: Visualization of the search process. The color of each point in the image represents the
belief of object presence: redder points indicate higher belief, while bluer points indicate lower belief.

Figure 11: Visualization of the search process. The color of each point in the image represents the
belief of object presence: redder points indicate higher belief, while bluer points indicate lower belief.
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Figure 12: Visualization of the prior belief map, visibility map, and the posterior belief map, with an
enlarged section highlighting the target object.
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