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ABSTRACT

The declining participation of beneficiaries over time is a key con-
cern in public health programs. A popular strategy for improving
retention is to have health workers ‘intervene’ on beneficiaries at
risk of dropping out. However, the availability and time of these
health workers are limited resources. As a result, there has been a
line of research on optimizing these limited intervention resources
using Restless Multi-Armed Bandits (RMABs). The key technical
barrier to using this framework in practice lies in the need to es-
timate the beneficiaries’ RMAB parameters from historical data.
Recent research has shown that Decision-Focused Learning (DFL),
which focuses on maximizing the beneficiaries’ adherence rather
than predictive accuracy, improves the performance of intervention
targeting using RMABs. Unfortunately, these gains come at a high
computational cost because of the need to solve and evaluate the
RMAB in each DFL training step. In this paper, we provide a princi-
pled way to exploit the structure of RMABs to speed up intervention
planning by cleverly decoupling the planning for different benefi-
ciaries. We use real-world data from an Indian NGO, ARMMAN, to
show that our approach is up to two orders of magnitude faster than
the state-of-the-art approach while also yielding superior model
performance. This would enable the NGO to scale up deployments
using DFL to potentially millions of mothers, ultimately advancing
progress toward UNSDG 3.1.

KEYWORDS

AT for Social Good, Public Health, Predict-Then-Optimize, Decision-
Focused Learning, Restless Multi-Armed Bandits, Optimization

1 INTRODUCTION

A pervasive challenge faced by public health programs is one of
beneficiary retention. To combat the declining engagement of ben-
eficiaries over time, a common strategy has been to use ‘interven-
tions’ (e.g., personalized service calls) to encourage participation
and address concerns. This has been employed in a variety of do-
mains such as medication adherence [20], chronic illness manage-
ment [17], treatment prioritization [7], and mobile health [21]. How-
ever, despite their effectiveness, such interventions are expensive
and, thus, effectively limited resources. Consequently, optimizing
the selection of beneficiaries for these interventions is crucial.
Towards this end, there has been a recent line of research on us-
ing Restless Multi-Armed Bandits (RMABs) [16, 30, 31] to optimize
intervention resources in these domains. In the RMAB framework,
each beneficiary’s adherence to the program is modeled as a Markov
Decision Process (MDP). The goal, then, is to design policies that
choose K out of N beneficiaries for health worker intervention
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in each timestep such that the overall adherence of all beneficia-
ries is maximized. However, the key technical barrier to using this
framework in practice lies in estimating the beneficiaries’ MDP
parameters, which are essential for determining these intervention
policies. To address this gap, past work relies on predicting these
parameters using historical data and beneficiary demographics.

An essential component of an effective predictive pipeline in the
public health domain involves using ‘Decision-Focused Learning’
(DFL) [11, 19, 32], a way to incorporate intervention planning into
the training loop in order to create models that maximize benefi-
ciary adherence directly (cf. predictive accuracy). Both simulated
experiments [18, 29] and a field study [25] have shown that models
trained using DFL outperform those trained using traditional super-
vised learning pipelines. However, the improved performance of
DFL comes at a heavy computational cost—incorporating decision-
making into the training pipeline requires solving, evaluating, and
differentiating through intervention planning at every training step.

To reduce the computational overhead of using DFL, the state-of-
the-art approach [29] uses the popular Whittle Index heuristic [30]
to simplify intervention planning. This heuristic decomposes the
task of creating a good policy for all the beneficiaries to one of
deciding whether to act on individual beneficiaries in a simplified
version of the RMAB problem. However, while this speeds up the
planning of a good policy, evaluating the resulting policy requires
repeatedly simulating the outcome of the policy. Yet, such evalu-
ation is a crucial aspect of the DFL training pipeline. Indeed, as
we show in Section 5, this either results in evaluations with high
variance and, as a result, suboptimal learning (for a small number
of simulations), or high cost (for a large number of simulations).

Instead, in this paper, we create a decomposition-based DFL
approach that extends the ideas from the RMAB planning litera-
ture [14, 30] to both create and evaluate policies efficiently, without
the need for any simulations. Specifically, we begin in Section 4.1
by showing how using the approach from Hawkins [14] to create
decomposed policies leads to budget constraint violations in the
DFL setting. Rather, in Section 4.2, we propose an alternative ap-
proach and show how optimizing over a richer class of policies
allows us to provably estimate the optimal beneficiary parameters
in this setting. Finally, in Section 4.3, we show how to efficiently
(in O(N) time) incorporate this approach into the DFL pipeline by
building on techniques from the DFL literature [3, 4].

To evaluate our approach, we use real-world data from ARM-
MAN, an Indian NGO, that leverages mobile health (mHealth) tech-
nology to promote healthy pregnancies. Specifically, we use sec-
ondary data from their mMitra program [6], which has successfully
delivered vital preventive care information to 2.9 million women, to
build our domain. Notably, DFL [25] has been currently deployed
for intervention planning in mMitra and has served around 250,000



Figure 1: An mMitra beneficiary (courtesy of ARMMAN)

beneficiaries so far. Then, in Section 5, we present the results of how
our approach does against this existing approach (based on Wang
et al. [29]) on both the real-world domain and a synthetic domain.

We show that our proposed method is up to 500x faster
than the currently deployed approach, while also producing
better-performing models (Table 1). Practically, this means that
models that would take more than a day to train in the past can
now be trained in minutes with no loss in quality. All in all, we
believe that our contribution will allow more scalable learning for
RMABs, and hopefully help ARMMAN and other NGOs move us
one step closer to UN Sustainable Development Goal 3.1.

2 BACKGROUND

ARMMAN’s mMitra Program. The UN Sustainable Development
Goal (SDG) 3.1 aims to reduce the global maternal mortality ratio to
below 70 per 100,000 live births by 2030. In line with this goal, AR-
MMAN uses mHealth technology to combat maternal and neonatal
mortality in underprivileged communities across India. Specifically,
ARMMAN’s mMitra program delivers preventive care information
on maternal and infant health through free automated voice calls to
beneficiaries. Notably, ~90% of mothers in the program fall below
the World Bank’s international poverty line [26]. Consequently,
these weekly calls provide vital and timely information that would
otherwise remain inaccessible to these women. However, despite
the program’s success, engagement wanes over time, with 22%
of beneficiaries dropping out within just three months of enroll-
ment [26]. To combat this, ARMMAN deploys health workers to
conduct live service calls to encourage participation and address
concerns. In the context of the mMitra program, our goal is to
determine which subset of beneficiaries to select for these service
calls on a weekly basis so as to maximize engagement.

Restless Multi-Armed Bandits. RMABs are an extension of the well-
known multi-armed bandit framework to the case where the states
of different arms evolve over time regardless of whether they are
pulled or not. Concretely, each arm i € [N] of the RMAB is modeled
as an MDP that is defined by the tuple (S;, A;, T;, R;, y) where S; is
the state space, A; is the action space, Tj, Rj: S; X A; XS; — R are
the transition and reward functions, and y is the discount factor.
Although the results presented in this paper extend to all RMABs,
we make the following simplifications for ease of exposition:
o S; =8 =1{0,...,|S| -1} that denotes the degree of engagement
with the public health program.
® R = R(s) = |5|+1 the reward is directly proportional to the
degree of engagement with the program.

o A; = A = {0,1} that denotes whether a beneficiary is inter-
vened on (1) or not (0).
An important point to note here is that, in large-scale public health
interventions, we typically do not have enough data to estimate
complex per-arm models, especially for the intervention action. As
a result, each per-arm MDP (i.e., |S]) is typically small.
The solution concept for RMABs is a policy 7: SN — AN that
satisfies a budget constraint }}; 7;(s;) < B where B is our budget.
The optimal policy 7* for transitions T can then be written as:

N
a*(T) = argmax Jp(7) s.t. Z mi(si) <B, ¥se SN (1)

7 i=1
where J7 () = ]ETN,,’T[R(s)+yR(s’)+y2R(s”)+. ..] is the expected
return for trajectories 7 generated using policy s and transitions T.
In the RMAB above, the only thing that is unknown is the tran-
sition matrix T that determines beneficiaries’ engagement and re-

sponse to interventions. The challenge, then, is estimating T.

Decision-Focused Learning (DFL). While the parameters in bandit
problems are sometimes learned online, in public health settings
this can be impractical because the programs are short and feedback
infrequent. For example, ARMMAN’s mMitra program runs for 72
weeks and beneficiaries are only called once a week. Moreover, we
want to be able to intervene as early as possible to prevent benefi-
ciaries from dropping out of the program. As a result, we instead
estimate the transition matrices T from historical data, offline.

This has been modeled as a Predict-then-Optimize (PtO) problem
in past work [25, 29] and involves three steps:

(1) Predict Step: First, we use the demographic features x =
[x1,...,xn] associated with each of the N beneficiaries (arms)
to predict their transition matrices 1 = [T1,....,IN] =
[Mg(x1),. .., Mp(xn)] using a predictive model My.

(2) Optimize/Planning Step: Next, we use these predicted tran-
sition matrices T to compute the optimal policy #*(T) =
max, J; (), where J is the expected return under policy 7.

(3) Evaluation Step Finally, we evaluate the policy * (1) on the
true historical transition probabilities T, i.e., J7(a*(T)). We
call this value the ‘Decision Quality’ (DQ) of the prediction 7.

The overall goal for DFL, then, is to learn a set of parameters 0*
for the predictive model My such that the final decision quality
is maximized. With a slight abuse of notation where My (x) =
[Mg(x1), ..., Mg(xn)], this can be written as:
0* = argmax Ey r.p [Jr (2% (Mp(x)))] 2
0 [ —
torL (Mo (x),T)

This is different from a typical supervised learning problem in
which the goal is to minimize a “standard” loss function, e.g., MSE:
0* = argmax Ey r.p [[[Mg(x) = T|13]

0 ————
fvse (Mg (x),T)

3 RELATED WORK

DFL for RMABs. The closest related branch of the literature on
solving problems similar to Eq. (2) is that of decision-focused model-
based reinforcement learning [12, 13, 22, 28]. There, the goal is to
estimate MDP parameters that lead to good downstream policies.



However, while these approaches can technically be applied to the
RMAB domain, the state space of RMABs is combinatorial in the
number of arms N and known to be PSPACE-Hard [23] to solve.

To make solving Eq. (2) computationally tractable for RMABs,
Wang et al. [29] propose an efficient approximate approach to plan-
ning that uses the popular Whittle Index-based policy [30]:

®)

2~ WI(s) = {1 WI(s') € Top-B(WI(s))
0 otherwise

However, while 7! only depends on the Whittle Indexes (that are
calculated independently per arm), the Top-B policy still acts on the
combinatorial state space s = [s1,...,snN]. As a result, evaluating
aWl requires using expensive Monte Carlo simulations. Instead, in
this paper, we propose a novel and significantly cheaper way to
approximate both policy creation and evaluation.

Decomposed RMAB Evaluation. The solution we present in Section 4
builds on foundational work in the planning literature [14, 30]. The
Whittle Index heuristic itself is based on a relaxation of Eq. (1) that
decomposes the combinatorial problem into N per-arm problems.
However, in Section 4.1, we describe why existing methods lead to
constraint violations in our DFL setting. Then, in Section 4.2, we
show how to modify these ideas so that they are applicable and
derive a novel solution method for the resulting formulation.

Multi-Model MDPs. Our solution in Section 4.2 requires coming up
with a policy that maximizes the return with respect to one MDP
(A) while having a bounded return with respect to a different MDP
(B). This is a generalization of the popular “Constrained MDPs”
framework [2] to the case where the MDPs A and B have different
transition matrices in addition to different reward functions. The
most directly related work to this is that of “Concurrent MDPs” [10]
or “Multi-model MDPs” [24], which show that solving for such
policies is NP-Hard and provide Mixed Integer Programming-based
solutions. Instead, in this paper, we use the fact that per-arm MDPs
for public health RMABs are typically small to create an efficient
alternate approach that is also easily differentiable.

4 DECOMPOSED RMAB EVALUATION

Our high-level idea for speeding up DFL involves coming up with

a good policy PEC that has the following properties:

e Decomposable: If we can come up with a good policy 7P
[rrPEC (s1)y..., n]?]EC(s N)] that acts on different beneficiaries in-
dependently, we can also evaluate it in a decomposed manner:

Jr (€)= " 11, (2P)

EC _

Specifically, we can evaluate the per-arm returns by solving the
Bellman Equations (Algorithm 3 in Appendix A) without the need
for simulations, because the number of states in each per-arm
MDP is typically small in RMAB formulations for public health.
e Differentiable: If the algorithm for estimating zPEC is differen-
tiable, we can simply substitute 7* with #PEC in Eq. (2) to get
the following decomposed estimator for the predictive model:

6* = arg max Ex71~o |J1 (JTDEC(MQ(X))) )
0

Importantly, the Whittle Index policy #"! in Eq. (3) that is used
by Wang et al. [29] is not decomposable because we need to know
the states s of all beneficiaries to determine Top-B(WI(s)) (Eq. (3)).

In the remainder of this section, we begin by showing why past
approaches for calculating °EC lead to bad estimators of 6* and
hence bad estimates of 7" in Section 4.1. Then, in Section 4.2, we
propose an alternate problem formulation that leads to provably
good estimation. Finally, we show how to efficiently solve for PEC
in this alternative formulation by extending techniques from the
DFL literature in Section 4.3.

4.1 Limitations of Past Work in Estimating 0*

To create a policy that does not depend on the joint state s =
[s1,...,sn] of all the beneficiaries but rather on each beneficiary
individually, past work [14, 30] relaxes the per-state budget con-
straint in Eq. (1) to a constraint over the amount of budget used in
expectation. This results in the following relaxed problem:

! PEC(1) = argmax J..(n) s.t. J.(m) < B (5)
p 3 1-y
where, J is the expected return of an MDP with transitions 7, but a
different reward R(s, a) = Yic[N] %- J keeps track of how many
interventions the policy & performs, and the constraint makes
sure that this value is bounded by the (infinite-horizon discounted)
budget %. Then, Hawkins [14] shows an efficient way to solve the
dual reformulation of this problem to get a decomposable policy.
However, while all the planning literature only focuses on cal-
culating a good policy for a single fixed transition matrix T, there
are actually two sets of transition matrices in our DFL setting—
the predicted transition matrices 7, and the true transition matri-
ces T. As a result, if we use Eq. (5) to plan for the optimal policy
a* (1) ~ ! PEC(T) in the DFL pipeline, we would only satisfy
the budget constraint with respect to the predicted transitions, not
the true transitions. As a result, if 7 # T it could lead to (possibly
large) constraint violations:

Example 4.1. Below, we describe what may go wrong in the
simplest possible parameter estimation problem—predicting the
parameters of an RMAB with only one arm, i.e., a single 2-state
MDP’s transition matrix 7. Consider the prediction:

.
O B

where, an entry of the matrix ?’s, represents the probability

P(s’|s,a) of transitioning to state s’ when in state s and taking
action a, and WL contains the whittle indices of each state.

This MDP has the highest possible Whittle Index (action effect)
for state 0—if you don’t act, you’ll always stay in state 0 and ac-
cumulate no reward, but if you act on the arm just once, you will
transition to state 1 where you can passively collect a reward of 1
in every timestep without ever needing to act again. Because you
only need to act once to get the benefits, the optimal policy uses
only 1 unit of budget in comparison to the 1% units that are avail-
able (the 1 — y factor comes from the infinite-horizon discounting).
As a result, as long as our budget B > 1 — y, the optimal policy

7 PEC(TY according to Eq. (5) will be to act in state 0.



However, in the DFL context, this policy must be evaluated not
on the predicted transition matrix 7, but on the true transition
matrix that could be completely different. For example, consider
the following true transition matrix T

o [t o] 4 1 o o
I—[ ,1—[1 O’WII_O

1 0
For this transition matrix, we will always stay in state 0 (or move

there, if we start in state 1). Applying the policy 7/ PEC(T) from
above, that chooses to act in state 0, we will expend a discounted
budget of » == because we will act in every timestep. As a result,
if our true budget is only 1 —y, we will overshoot our budget by a

factor of %ﬁgg: = 11 ; = (1—1y)2 , which is 100x for a standard
discount factor of y = 0.9. A

The example above shows that there exists a combination of
predictions T and true matrices T for which Eq. (5) leads to budget
violations. However, the goal is not to solve for good policies, but
rather to estimate parameters by using Eq. (5) in the DFL pipeline.
So, do these budget violations lead to bad parameter estimation? In
the theorem below, we show that using Eq. (5) to perform parameter
estimation leads to spurious minima in the DFL setting.

THEOREM 1. Predicting T =T is not always a maximizer of the
Predict-Then-Optimize problem below:

= argmax Jr(n' PEC(1))

Proor SKETCH. The intuition for this claim is that, along the
lines of Example 4.1, one can “buy” more budget by predicting a
transition matrix T that uses less budget than the true transitions
T. To prove this, we provide a proof by counterexample where:

Jr (" PEE(T)) > Jr (2! PEC(1)) O

Moreover, our choice of T in the counter-example is not special,
making bad parameter estimation the norm, and not an exception.

4.2 Our Approach: DEC-DFL

In this section, we begin by proposing Eq. (7), an alternative to
to Eq. (5), that leads to provably good parameter estimation (Theo-
rem 2). Then, to solve Eq. (7), we propose a series of approximations
that exploit the properties of Theorem 2 and the fact that per-arm
MDPs in public health-based RMABs are small, to get Algorithm 1.

Then, we begin this section by first defining an alternative
to Eq. (5) that ensures budget feasibility:

”T-DEC( ) = argmax J:.(m) s.t. jT(TE) < % 7)

where the only difference is that the budget constraint must now
be satisfied With respect to true transition matrix T. Then, we can
show that 7/ "PEC leads to good DFL parameter estimation:

THEOREM 2. PredictingT =T is always a maximizer of the Predict-
Then-Optimize problem below:

= arg max ]T(nT_DEC( ) ®)

Proor. We begin by noting that the input to Jr in Eq. (8) is the
output of Eq. (7). As a result, any such input policy must satisfy the

constraint that J (1) < %. Then, the optimal solution to Eq. (8)

across all possible policies is £* = arg maij(”)S% Jr (), which

is (by definition) exactly the solution to 7z” PEC(T)! Therefore, any
prediction T can only ever do as well as zr/ PEC(T):

Jr(a"PEE(T)) > Jr (2! PEC(T)), v o

Solving the problem in Eq. (7), however, is significantly more
challenging than solving Eq. (5) because, unlike in Hawkins [14],
the dual reformulation of Eq. (7) cannot be efficiently solved (see
‘Multi-Model MDPs’ in Section 3). Instead, in this paper, we use a
different set of approximations that rely on two observations:

e Theorem 2 holds regardless of the domain of m: Our
argument only relies on the fact that ' PE¢(T) maximizes
arg max,, J (7). However, this is true regardless of whether s is
a deterministic policy, a randomized policy, or even some mixture
of these. As a result, we will have good parameter estimation
regardless of the class of policies that we optimize over.

e We do not have to solve Eq. (7) exactly: Given that our only
use of xPFC is to estimate good parameters 8*, we do not have
to restrict ourselves to using practically implementable policies.
Instead, we can choose a different policy space that is easier
to optimize over. This is similar to minimizing the MSE as an
easy-to-optimize surrogate for the “0-1” loss.

So, while in practice we may want to optimize over the class of
deterministic policies that contains, for e.g., the Whittle Index policy
aWI, we can instead optimize over a richer class—a mixture of
deterministic policies Z such that & ~ Z. Then, we use two facts to
simplify our optimization. First, we use the following theorem to
show that optimizing over this space is equivalent to optimizing
over the space of decomposable deterministic policies 7 ~ ZPEC,

THEOREM 3. Let Q be the set of all distributions over deterministic
policies, and QPEC be the set of all distributions over deterministic
decomposable policies. Consider the following optimization problems:

- B
st. Bpez[Jr(m)] < T
-y

- B
max En~z[Ur(m)], st Ex.z[Jr(xm)] < =y

Then, any maximizer of the latter is also a maximizer of the former.

max En~z[Jr(m)],

Second, we use the fact that each per-arm MDP is typically small
in public health-based RMAB formulations (just two states in our
real-world domain). Combining these two, we can enumerate all
215! deterministic per-arm policies, and then solve for the optimal
mixture over them using the following optimization problem:

N 2lS!I
Z*(UpJr) =argmax "> ZyJ; (2) + ®(2)
0<Z;;<1 i=1 j=1
9IS

s.t. ZZij:l’ Vi
j=1

N 2SI
22 Ll s )
Jj=1 s

i=1



where each variable Zl.*j in the solution is the probability of acting on

arm i using policy 7/. ®(Z) is a regularization term that is added
to make the solution differentiable with respect to 7' (discussed
in more detail below). Our overall algorithm for the decomposed
evaluation of a set of predictions 7 is then described in Algorithm 1.

Differentiability. From the perspective of the optimization problem,
J: (7)) and I, (/) are constants. As a result, if we set ®(Z) = 0,
sollving Eq. (9) reduces to a linear program. However, it has been
shown that the solutions of linear programs are not differentiable
with respect to their inputs [11, 32] because similar predictions
almost always lead to the same decisions. To make the solutions of
Eq. (9) vary smoothly as 7" changes, we add a regularization term
® (e.g., the Ly norm ||Z||2 of the variables or the entropy H(Z)) to
the objective of the optimization problem.

4.3 Efficiently Solving Equation (9)

The previous section provided a way to create good decomposable
RMAB policies using an approximation to Eq. (7). However, the
crux of the solution, Algorithm 1, involves incorporating the op-
timization problem in Eq. (9) into the DFL pipeline. One way to
do this would be to use differentiable optimization packages like
Cvxpylayers [1] (DEC-DFL), but this can be slow. Instead, in this
section, we use the fact that all the arms are tied together only by
the budget constraint to speed up Algorithm 1 and create our final
‘Fast DEC-DFL’ method for RMAB parameter estimation using DFL.

Forward Pass. To solve Eq. (9), we first observe that the only
thing tying together different arms is a single constraint, i.e.,
Zl J l]]] (777])
tion problem that is strlctly feasible as long as the budget B > 0.
Then, because of strong duality via Slater’s condition [8], we can

— . Moreover, Eq. (9) is a convex optimiza-

Algorithm 1 Calculation of fppc.ppr, using 7’ -DEC(T)

Input: Predicted transition matrices
Parameter: True transition matrices T’

Output: fppc-prL(T, T)
1: foralli € [N]and 7/ € 2!S! do
2: Get return of “reward” MDP and predicted transitions 7;:

J (7)) « GeTRETURNS(T}, R, 77/)

»>Ideally, in parallel

3: Get return of “reward” MDP and true transitions 7;:
Jr; (r/) « GETRETURNS(T}, R, /)

4 Get return of “budget” MDP and true transitions 7;:
s, (7/) « GETRETURNS(T}, R, 7/)

s5: end for
6: Solve Eq. (9) using returns J-. and J; calculated above:

Z* < Z%(JyJr)

7: return fDEC-DFL = X; X j Z* -Jn (n))

instead solve the following primal-dual problem:

N 215l
min arg max [J+ (JTJ) - A, (n))] + aH(Z) +)-_
A>0 0<Z;;<1 ;]ZI Y -y
51|
s.t. Zij =1, Vi
=

where, H(Z) = — },; X Zij log Z;; is the entropy of the distribution
Z; over the different possible policies 7/ and « is the weight of
the regularization. Then, the solution to the inner maximization
problem is given by the softmax function [4, 15]. Therefore we can
simplify our reformulated optimization problem as:

2SI

S 250U, () = ()] + A
! -y

J=1

Mz

min
A0 4

1l
—

. J;,(87) = AJp, ()
where, Zij()L) = softmax,; [ ——— (10)

[24

Now, to solve for the optimal value of the dual variable 1*, we rely
on KKT conditions. In particular, it is well known that A* satisfies
the complementary slackness [8] condition in Eq. (11). Then, to
solve Eq. (10), we use a numerical root-finding algorithm to find the
value of A* that leads to exactly satisfying the budget constraint.
Algorithm 2 describes this procedure, and the following theorem
proves that it does indeed return the optimal dual variable.

THEOREM 4. Algorithm 2 solves for the optimal dual variable A*

Proor. Based on KKT conditions, we know that any A* > 0
satisfying the following condition is an optimal solution to Eq. (9):

N 28I

DI

5T ( ﬁ])—— =0 (11)
i=1 j= s
First, observe that Z 22‘ l Z* (/1)], (n7) decreases monotoni-
cally in A. This follows | from Eq (10) and the properties of softmax
(see Proposition D.1 for a proof). Intuitively, A can be thought of as
the “cost of acting”. Then, as A — oo you will never act because the
cost is too high, and if A — —co you are incentivized to always act.

Now consider the following equation: Z ZZ‘S‘ z* o ()L) Jr, (nd)-
B/(1 —y) = 0. Because of the strict m0n0t0n1c1ty of Zl’; (A) the
equation has a unique root. If this root is positive, then it satisfies
the KKT condition in Equation (11) and is hence an optimizer. In
this case, the budget constraint is tight. On the other hand, if the
root is negative, then the budget constraint has a slack and the
unique optimal solution is A* = 0. m]

Algorithm 2 exploits the monotonicity of }; ; Z* (/1) Jr, (/) to
efficiently find a root. It uses bisection method [9] and requires at
most log e™! calls to EvaLLAMBDA to find an e-approximate root.
Consequently, the forward pass takes O(N - 2IS1. loge™!) time
because each call to EvaLLAMBDA takes O(N - 2/S1) time.



Algorithm 2 FORWARDPASS

Inputs: The Expected Returns J-. and J;
Parameter: Error tolerance €, Budget B, Max reward Rpax
Output: Distribution Z* over arms i € [N] and policies 7/

1: procedure EVALLAMBDA(A)

2 Compute Z* (1) « softmax,; ([ ] = Mz, Vi
3: return Zij Z~l.*j(/1)j1i(7rj) _ %

4: end procedure

5. Set interval to I = [—If%a;, 112%";’/‘] >If[—“ = max(J+.)
6: Run the root-finding algorithm to get the optimal penalty A*:
A* < ROOTFINDER(EVALLAMBDA, I, €)
7: Ignore constraint if A* < 0, i.e., the constraint is not violated:
A* «— max(1*,0)

8 return A*, Z* « softmax_; ([J; — A*J;;]), Vi

Backward Pass. The goal of the backward pass is to find the deriva-
tives of the minimizer Z* with respect to its inputs, i.e., V 1. Z * and
Vi, Z*. To do this, we differentiate through the KKT conditions
of Equation (9) and solve the resulting set of linear equations [3].
Specifically, for a convex program of the form:

max q'z+H(z)
z
s.t. Az=b,Gz<h

we get the following set of linear equations:

diag(Z) AT G'diag(2*) ][de 2
A 0 0 dyf=10 (12)

G 0 —diag(Gz* - h)| |d) 0

where (1) [d;, dy,d,] are intermediate variables that relate to the
gradients of ¢ with respect to the parameters of the optimization
problem, and (2) % is the derivative of the evaluation function
with respect to the minimizer z* and is the input to the backward
pass. Then, given the solution to the set of linear equations above,
we can extract the derivatives of interest as follows:

qu =V 7.t = d,

Vgt ZVj’ t= ).*(dz - dAZ*)
The key challenge in the backward pass is in efficiently solving the
set of linear equations in Eq. (12). Given that there are N-2/S| + N+1
variables, naively solving these equations would be order O(N?).
However, given the sparsity of the matrix, we can use Gaussian
elimination to derive a closed-form solution to Eq. (12).

To do this, we begin by considering the simpler case, where there

is no budget constraint. The set of equations in Eq. (12) can then be
completely decomposed into the following per-arm equations:

diag(g—i) 1, [dz,.]_ a%f.* _[]1',-]
1;S| 0 | ldy 0 0

and the reduced row-echelon form of the augmented matrix is:

[diag(g—i) Oysi | Jr = JLZ}F
T T %
0l 1 Iz

Next, we put the budget constraint back in and rewrite the system
of equations as the following augmented matrix:

diag(73) On.sixny A1 | |7u 752
Onun-2ist Idnxn  On VAR
I 0y i3 0

where & = % - 2ij Z~l’; Jr,(n7) is the amount of “slack” budget
left over. We can then perform Gaussian elimination on the budget
constraint and back-substitute to get the values of [d;, dy,d)]; we
do not show the exact calculations here because they’re clunky,
but this can easily be solved algorithmically. In addition, given that
we’re performing a constant number of operations on O(N - 2181
variables, our backward pass has an O(N) complexity.

5 EXPERIMENTS

In this section, we empirically test our proposed approach on two
domains and compare it to baselines from the literature.

Real-World Dataset. This is the same dataset used by Wang et al.
[29]. We use the data from a large-scale anonymized quality im-
provement study performed by ARMMAN for 7 weeks [21] with
beneficiary consent. We choose the cohort that received randomized
interventions and randomly split it into 60 training, 20 validation,
and 20 test sub-cohorts. Each sub-cohort has N = 76 beneficiaries
and a budget of B = 3. For the features x, we use 44 categorical
demographic features captured during program intake, e.g., age,
education, and income level. For the transitions, we first create
trajectories for each beneficiary from their historical listenership.
We do this by discretizing engagement into 2 states—an engaging
beneficiary listens to the weekly automated voice message (average
length 60 seconds) for more than 30 seconds—and sequencing them
to create an array (so, ao, 51, - . .). Then, to get the transition matrix
for beneficiary i, we combine the observed transitions with Ppop, a
prior created by pooling all the beneficiaries’ trajectories together:

aPpop(s’[s,a) + N(s,a,s")
2ixeS aPpop(xlss a) +N(s, a,x)

Ti(s,a,s") = Pi(s'|s,a) =

where N(s,a,s") is the number of times the sub-sequence s, a, s’
occurs in the trajectory, and a = 5 is the strength of the prior.

Synthetic Dataset. We also create a synthetic dataset for which it’s
easier to control for important hyperparameters, e.g., the number of
states |S| in the per-beneficiary MDP. Here, we generate the transi-
tion matrices T uniformly at random. We also generate trajectories
of 10 timesteps based on these transition matrices. Then, to create
the features, we pass the transition matrices through a randomly
initialized 8—layer feedforward network with a hidden dimension
of 1000. We then generate 100 cohorts of N = 100 beneficiaries
with a budget of B = 10 per cohort. We split these cohorts into 20
train, 20 validation, and 60 test sub-cohorts.



Table 1: Decision Quality Results. We document the performance of linear models trained using various loss functions in the table below.
The values in bold represent the highest entries in the column, and those in italics are those that are in the 95% confidence interval of the
maximum value. We find that our proposed loss functions consistently outperform the baselines from the literature.

Normalized Joint Test DQ (1)

Normalized Decomposed Test DQ (1)

Loss

Synthetic Synthetic Synthetic Synthetic

Real-World (2-State) (5-State) Real-World (2-State) (5-State)

9-Stage NLL 0.04+0.06 059+0.13 0.16+0.04 -0.27=+0.11 0.64+0.18 0.15+0.07
& MSE 0.10£0.06 0.83+0.03 0.38+0.03 -0.19+0.10 0.86=+0.04 0.37 + 0.03
SIM-DFL (1 trajectory) -0.05+0.07 0.78+£0.03 0.15+0.02 -033+0.08 0.82+0.06 0.16 +0.04
Wang et al. [29] SIM-DFL (10 trajectories) 034+0.15 0.79+0.03 0.16+0.03 021+0.20 0.84+0.06 0.15+0.02
& ' SIM-DFL (100 trajectories)  0.26 £ 0.10  0.80 £ 0.02  0.19+£0.03 0.15+0.11 0.86 £ 0.03  0.19 + 0.04
SIM-DFL (1000 trajectories) Timeout 0.80 £ 0.02 0.18 +0.03 Timeout 0.84 £0.04 0.20 £ 0.05
DEC-DFL (L2) 0.58 £ 0.04 0.86+0.02 034+ 0.04 0.50 £ 0.04 0.91+0.01 0.38+0.03
Ours DEC-DFL (Entropy) 0.62+0.05 0.86+0.02 033+004 0.52+0.05 091+0.01 035+0.03
Fast DEC-DFL (Entropy) 0.57+ 0.12 0.86 +£0.02 0.33+ 0.04 0.45+ 0.14 0.91+0.01 0.35+ 0.03

Baselines. Broadly, we compare against two sets of baselines—(1)
“standard” regression loss functions that focus on predictive accu-
racy, and (2) the DFL approach proposed by Wang et al. [29]. For the
first, we use the Mean Squared Error between the predicted and true
transition matrices (used by Mate et al. [21]), and the Negative Log
Likelihood (NLL) that the predicted transition matrices generate the
observed trajectories (used as a baseline by Wang et al. [29]). For
the second, we use Wang et al. [29]’s SIM-DFL approach and vary
the number of simulated trajectories used to evaluate the Whittle
Index policy, to show the trade-off between cost and learned model
quality. We compare these baselines to our proposed approach (Al-
gorithm 1), in which we solve Eq. (9) using either the Cvxpylayers
library [1] (DEC-DFL) or the strategy in Section 4.3 (Fast DEC-DFL).
We use these different approaches to train a linear predictive model.

Evaluation Metrics. We evaluate the quality of our learned models
Mp using the predict-then-optimize framework (Eq. (2)):

DQ(My) = Ex r-p [Jr (n* (Mp(x)))]

where DQ is the “decision quality” of the model. We approximate the

value of the expectation using samples from the test set, resulting

in the ‘Test DQ’. In addition, we make the following modifications:

e Policy Approximation: As discussed in Section 3, calculating
7* is PSPACE-Hard and so we either evaluate the models using
m* ~ w™ as in past work [29] to get the “Joint DQ”, or m* ~
7 "PEC to get the “Decomposed DQ”. We use 1000 trajectories
to evaluate the Joint Test DQ in the experiments below.

e Normalization: In order to ensure that we’re focusing on the
intervention effect, we linearly re-scale the decision quality such
that 0 corresponds to the DQ of never acting and 1 corresponds
to acting based on perfect predictions.

Putting these together we get our metrics of interest, i.e., the ‘Nor-

malized Joint Test DQ’ and the ‘Normalized Decomposed Test DQ’.

The policy used in practice is "1, and so the former metric is a

good representation of how well the learned models would do if

deployed. The latter is the surrogate we introduce in this paper;

measuring this allows us to empirically verify that our proposed
objective is well-correlated with the true objective of interest.

Hyperparameter Tuning. For our experiments, we vary the learning
rate Ir = {1072,1073,1074,107°} and for our approach we also
vary the regularization constant & = {1,0.1}. All our results are
averaged over 10 random train-val-test splits and 5 random model
initializations per split. We then choose the hyperparameter value
which leads to the lowest loss on the validation set. The final results
are presented as “mean =+ 1 standard error of the mean”.

5.1 Overall Results

In this section, we analyze the results of our experiments, presented
in Table 1 and Fig. 2. Overall, we find that our ‘Fast DEC-DFL’ ap-
proach described in Section 4.3 yields a speed-up of up to 500x over
past work while also achieving comparable model performance.

We now look more closely at our decision quality results in Table 1:
e DFL is important in the real-world domain: The 2-stage methods
do significantly worse than both SIM-DFL and DEC-DFL in the
real-world domain. This is consistent with past work [25, 29].
DFL is less useful in the simulated domain: In the 2-state domain,
we find that DEC-DFL performs only slightly better than MSE,
and in the 5-stage domain, this difference disappears almost com-
pletely. We believe that this is because the true data-generating
process is a lot noisier than the one we use to create our synthetic
domain, and that is where DFL is particularly useful.
Decomposed Test DQ mirrors Joint Test DQ: Broadly, we find that
the ordering of methods according to the Decomposed DQ mir-
rors the ordering according to the Joint DQ, which is used in
practice. This suggests that our decomposed evaluation method
is a good way to measure decision quality.

DEC-DFL consistently does better than SIM-DFL: This is true re-
gardless of the number of trajectories used in SIM-DFL. This,
combined with the fact that we continue to see an improvement
in DQ as the number of trajectories increases in Fig. 2b, sug-
gests that even 1000 trajectories are not enough for accurate
simulation-based evaluations.



1.0

Time Per Epoch In Seconds ()
Loss
Synthetic Synthetic 0.8
Real-World
caimwor (2-State) (5-State) o
0.6
NLL 0.69 + 0.08 0.22 £ 0.05 0.24 £ 0.07 2
MSE 0.49 £+ 0.03 0.15 + 0.01 0.18 + 0.06 '% 0.4 1
SIM-DFL (1 trajectory) 18.20 + 2.78 6.51 + 1.01 18.18 £ 0.96 % 02| Bmrm—o——
SIM-DFL (10 trajectories) 21.34 + 1.90 8.83 + 1.77 19.97 + 2.08 2
SIM-DFL (100 trajectories) 51.10 + 1.57 29.33 £ 11.20 34.07 + 2.00 ’E 0.0 |
SIM-DFL (1000 trajectories) 503.24 + 32.16 305.69 + 130.77 246.48 + 57.47 - —— DEC-DFL (Entropy) DFL (100 Trajectories}
—0.2 DEC-DFL (L2) —— DFL (1000 Trajectories)
DEC-DFL (L2) 4.63 £ 0.15 2.20 £ 0.40 46.28 + 4.00 DFL (1 Trajectory) — MsE
DFL (10 Trajectories) NLL
DEC-DFL (Entropy) 19.51 £ 2.30 11.61 + 0.87 289.62 + 49.61 -0.4 1 - : : : - : ,
Fast DEC-DFL (Entropy) ~ 1.07 + 0.10 0.39 + 0.03 0.70 + 0.16 ° W B e 7

(a) Time taken by different methods for a single training epoch.

(b) Validation DQ vs. Epoch on Real-World Dataset.

Figure 2: Computational Cost Results. In (a), we find that our proposed “Fast DEC-DFL” loss is roughly 500x faster than the “SIM-DFL
(1000 Trajectories)” loss proposed by Wang et al. [29]. In (b), we show that this speed-up does not come at any cost in terms of the rate of
convergence. In fact, “DEC-DFL” outperforms even “SIM-DFL (1000 Trajectories)” till the latter times out.

We now analyze the computational time results in Fig. 2.

e Fast DEC-DFL is 500x faster than SIM-DFL (1000 trajectories): In
addition, Fast DEC-DFL even has better performance than SIM-
DFL, as seen in Fig. 2b.

e DEC-DFL does not scale well in |S|: We see that in going from
2 to 5 states, the computational cost of DEC-DFL increases by

~20x, which is even higher than the g—z = 8 increase in number of
policies required to solve Eq. (9). This is because naively solving
Eq. (12) requires inverting a matrix of dimension O(N - 2lS| ).

o The convergence rate is similar for all methods: We see in Fig. 2b
that all the methods seem to converge after a similar number of
epochs. This suggests that the per-epoch difference in compu-
tational cost from Fig. 2a extends to the overall computational

cost of training predictive models using the different methods.

5.2 Sensitivity To Model Capacity

In Section 5.1 our results are presented for linear predictive models
Mp. Here, we show that our findings hold even if we use more
complex predictive models. In Table 2 we find that:

o Increasing model capacity helps 2-stage and SIM-DFL: We find that
increasing model capacity from ‘small’ to ‘medium’ or ‘large’
seems to boost performance when using the ‘MSE’ or ‘SIM-DFL
(1 Trajectory)’ losses. However, even a linear model trained using
DEC-DFL outperforms all other baselines.

o Model capacity does not affect DEC-DFL: Increasing model capac-
ity does not seem to help when using the DEC-DFL approach.
In Appendix E, we visualize the predictions of different ap-
proaches and show that DEC-DFL finds beneficiaries that would
benefit from interventions even with limited model capacity.

6 CONCLUSION AND FUTURE WORK

Overall, we propose a novel approach, ‘Fast DEC-DFL’, for solv-
ing RMABs in the DFL setting. Our approach efficiently calculates
decomposable policies that are cheap to evaluate. This results in
a 500x speedup over state-of-the-art methods on real-world data

Table 2: Sensitivity to Model Capacity. We report the perfor-
mance of models of varying sizes in the table below.

Normalized Joint Test DQ (1)

L
0ss Small Medium Large
(Linear) (2-Layer, 64 Dim) (4-Layer, 500 Dim)
NLL 0.04 + 0.06 0.01 + 0.07 0.04 + 0.06
MSE 0.10 + 0.06 0.35 + 0.12 034 +0.11
SIM-DFL
20.05+007 036+ 0.07 0.30 + 0.18
SIM-DFL
0.34 +0.15 0.47 + 0.20 0.36 + 0.27
SIM-DFL
0.26 + 0.10 0.44 +0.21 0.33 +0.28
DEC-DFL
) 0.58 + 0.04 0.59 + 0.04 0.61 + 0.03
DEC-DFL
0.62£0.05  0.60 + 0.06 0.62 + 0.04
Fast DEC-DFL
as 057+0.12  0.60 % 0.04 0.61 + 0.04

from ARMMAN, while also improving model performance. Con-
cretely, where past work (‘SIM-DFL (1000) Trajectories’) can take
more than a day to train for our dataset with ~ 5000 beneficiaries,
Fast DEC-DFL takes minutes. This gain in speed with the added
benefit of improved accuracy paves the way for DFL-based RMAB
models to be deployed more widely and at larger scale. For example,
this could potentially help ARMMAN with their ongoing efforts to
boost engagement in their Kilkari program—the largest maternal
mHealth program in the world [5], with 3 million active subscribers.
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Secondary Analysis and Data Usage. The experiments with the AR-
MMAN dataset fall into the category of secondary analysis of the
aforementioned dataset. We use previously collected listenership
trajectories of beneficiaries enrolled in the mMitra program. The
dataset is anonymized and contains no personally identifiable in-
formation. The dataset is owned by ARMMAN and only they can
share it further.

Consent for Data Collection and Sharing. Consent for collecting
data is obtained from each participant in the service call program.
The data collection process is carefully explained to the participants
before collecting the data. Data exchange and use were regulated
through clearly defined exchange protocols including anonymiza-
tion by ARMMAN, read-only access to researchers, restricted use of
the data for research purposes only, and approval by ARMMAN’s
ethics review committee.

Universal Accessibility of Health Information. This study focuses on
improving the effectiveness of only the live service calls. All partici-
pants will receive the same weekly health information by automated
message regardless of whether they are scheduled to receive ser-
vice calls or not. The service call program does not withhold any
information from the participants nor conduct any experimentation
on the health information. Moreover, all participants can request
service calls via a free missed call.

Road To Deployment. The next steps involve testing our algorithm
on more recent data to make sure our algorithm continues to show
gains, and to run an equity audit to make sure that our algorithm
prioritizes vulnerable subgroups. We then plan to conduct a random-
ized field trial to evaluate the accuracy of the algorithm and verify
the computational gains over the currently deployed DFL pipeline.
We hope for such a model to potentially showcase its strengths
in applying DFL in a cost-effective way at such a massive scale.
We must highlight, that all the above steps will be conducted with
constant collaboration with ARMMAN; with ARMMAN ultimately
being in charge of the actual deployment.
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A EFFICIENTLY CALCULATING THE RETURNS OF DECOMPOSED POLICY

Algorithm 3 GETRETURNS

Input: Transition matrices T, Rewards R, Policy 7
Output: Expected return Jr ()

1: Get the markov transitions induced by the policy 7:
T (s,s") « T(s, n(s),s")
2: Get the corresponding value function:
Ve (I-yT) 'R
3: Multiply V with the initial state distribution:
Jr(m) — Eg [V(s0)]

4: return J7 ()

B PROOF OF THEOREM 1
For the sake of clarity, we restate the Theorem 1 below.

THEOREM. Predicting T =T is not always a maximizer of the Predict-Then-Optimize problem below:
—DEC( ))

=argmax Jr(m

1
1-y?

ProoF. Consider a 2-state RMAB with 2 arms, y = 0.9, and a budget B = — (i.e., expected budget % = )- One arm has a transition

Ty
matrix described by 72904 and the other by Tbad,

; 1 0(0 1 1 0]05 05
good _ bad _
3 [l 0 ‘ 1 0]’ g [l 0 ‘ 1 0 }

Now, acting in state 1 for either T2°°¢ or T’ (lower row) doesn’t make sense because there’s no difference in the transition probabilities
whether you act or not. Acting in state 0 of T8°°¢ uses an expected budget of ] = # and increases the expected return AJyeood by #

Acting in state 0 of TP uses an expected budget of J =

2_)/2_)/2 and increases the expected return A Jyzood by ﬁ So, if we solve for

! -DEC([Tgood Tbad]) ‘the policy we get will be to only act in state 0 of T8°°9, because (a) it has a higher ratio of % than acting in state 0

of 7724 and (b) uses up all the budget.
However, if we’d instead predicted the “best-case” transition matrix TOPT as defined in Eq. (6), we could do better. As discussed in
Example 4.1, acting in state 0 of TOFT only uses an expected budget of J = 1. Therefore, solving for s/ PEC([TOPT TOPT]) results in

a policy for acting in state 0 for both 78°°4 and T4 (as long as 2 < #, which is satisfied for y = 0.9). This is strictly better than

s/ -DEC([Tgood Tbad]) which only acts in state 0 of T8°°4. Therefore:
]‘,‘(ﬂ -DEC ( [TOPT’ TOPT]) > Jl(n -DEC( [TgOOd, Tbad]) o

Note that there isn’t anything special about our choice of T; we just chose values that simplify the exposition. We could, however, repeat
this sort of argument for almost any choice of 7 where acting is better than not acting!

C PROOF OF THEOREM 3
For the sake of clarity, we restate the Theorem 3 below.

THEOREM. Let Q be the set of all distributions over deterministic policies, and let QPEC be the set of all distributions over deterministic,
decomposable policies. Consider the following optimization problems

max Enzlr(o) st Beglr(m] s 1 (13
max Bpz[Jr(n)l, st BrzlUr (0] < —— (19
ZeQPEC -v

Then, any maximizer of optimization problem (14) is also a maximizer of optimization problem (13).



Proor. The Lagrangian of the first optimization problem is given by
B
Ep~ +A|—— -E,-
maximin B (0] + 4 12 ~ Bl ()

Note that the above objective is linear in A and Z. Using popular minimax theorems we can swap the ordering of min and max and obtain
the following equivalent problem [27, 33]

minmax E,..z[Jr(m)] + 21 (i —Epoz []r(ﬂ)])
A>0 ZeQ Y

Observe that for any fixed A, the inner optimization decomposes across the N arms. Using this observation, it is easy to see that there exists
an optimal Z that decomposes across the arms. So, the above problem can be equivalently written as

B

min max Bn.z[Jr(7)] +4 (— - En~Z[]T(”)])
120 ZeQDE 1-y

By appealing to minimax theorems we again swap the ordering of min and max and obtain the following equivalent problem

Z e QDEC 1>

Note that this is equivalent to the second problem in Equation (14). This shows that any optimizer of Equation (14) is also an optimizer of
Equation (13). O

max m1n Ep~zUUr(m)]+A (% —Enpzr (”)])

D ADDITIONAL RESULTS
ProoF. The first derivative of f is given by

ProrosiTION D.1. Let f(A) = Thenf is a monotonically decreasing function of A.

Zl 1 1 )LZJ, + (Zﬁl Uieilvi)z
Zﬁl e—Avi (Zi\il e—40i)2

From the definition of f(A), the derivative can be rewritten as

)=

I, @i = f))Pe

Zﬁ\il e—ﬂl}i
This shows that f”(1) < 0. Consequently, f” is a decreasing function of A. If at least one v; is different from others, then f’(1) < 0 and fis a
strictly decreasing function of A. O

i) =-

E VISUALIZING THE LEARNED MODELS

We visualize the predictions of the learned models in Fig. 3. We plot the predicted Whittle Index versus the true Whittle Index. In Fig. 3a,
there isn’t much difference between the Whittle Index distribution in the blue shaded region versus the population, highlighting that the
model is not able to isolate beneficiaries for whom the action effect would be high. Conversely, in Fig. 3c, we see that the Whittle indices in
the blue region have high true values, implying good model performance. We find that the model in Fig. 3b has performance somewhere in
between (a) and (c). This shows that our approach is able to effectively find subsets of the population.
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(c) DEC-DFL (Ours)

Figure 3: Visualization of Predictions on Real-World Domain. We plot the predicted (y-axis) versus true (x-axis) Whittle indices induced
by different loss functions. A good loss function is one for which the top-B predicted Whittle indices (blue shaded region) are actually high,
i.e., the true action effect is high when we predict a high action effect.
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