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Abstract
Learning from human preferences is crucial001
for language models (LMs) to effectively cater002
to human needs and societal values. Previous003
research has made notable progress by lever-004
aging human feedback to follow instructions.005
However, these approaches rely primarily on006
online learning techniques like Proximal Policy007
Optimization (PPO), which have been proven008
unstable and challenging to tune for language009
models. Moreover, PPO requires complex dis-010
tributed system implementation, hindering the011
efficiency of large-scale distributed training. In012
this study, we propose an offline learning from013
human feedback framework to align LMs with-014
out interacting with environments. Specifically,015
we explore filtering alignment (FA), reward-016
weighted regression (RWR), and conditional017
alignment (CA) to align language models to hu-018
man preferences. By employing a loss function019
similar to supervised fine-tuning, our methods020
ensure more stable model training than PPO021
with a simple machine learning system (ML-022
Sys) and much fewer (around 9%) computing023
resources. Experimental results demonstrate024
that conditional alignment outperforms other025
offline alignment methods and is comparable026
to PPO.027

1 Introduction028

Recently, advances in language models (LMs) have029

revolutionized natural language processing, unlock-030

ing unprecedented capabilities in text generation.031

Although these models are powerful, they some-032

times produce outputs that diverge from human033

desirability, like being helpful, not offensive (Bai034

et al., 2022), truthful, and fair. An important chal-035

lenge is to make language models align with hu-036

man values and preferences. This means adapting037

them so the generated texts match what a person038

intends or is seen as helpful, honest, and harmless.039

Researchers are working on ways to get language040

models to produce texts that follow human ethics041

and social norms (Ouyang et al., 2022).042

One of the most critical elements in achieving 043

this is the use of human feedback, and the most 044

famous approach enabling language models to 045

align with human intent is Reinforcement Learning 046

with Human Feedback (RLHF). RLHF used online 047

learning algorithms (Ouyang et al., 2022), such as 048

Proximal Policy Optimization (PPO) (Schulman 049

et al., 2017), combined with reward models trained 050

on human feedback to fine-tune language models. 051

However, PPO faces challenges in training stabil- 052

ity and difficulty tuning hyper-parameters, such as 053

seeds, Kullback-Leibler (KL) divergence penalty, 054

learning rate, batch size, and other implementa- 055

tion tricks (Islam et al., 2017; Henderson et al., 056

2018; Huang et al., 2022; Hu et al., 2021). In- 057

appropriate hyper-parameters can cause the PPO 058

policy to collapse. Furthermore, implementing the 059

PPO algorithm for language modeling in a large- 060

scale distributed setting is complex, necessitating 061

communication and coordination across multiple 062

modules (NVIDIA, 2023), such as the actor, critic, 063

initialized policy, and reward models shown in Fig- 064

ure 1. This adds complexity that can hinder the 065

efficiency of the large-scale training system. In 066

addition, the actor and critic modules are involved 067

in both the training and inference tasks for sample 068

generation, which further increases the difficulty of 069

optimizing the system. 070

In this work, we propose an offline alignment 071

framework without interacting with environments 072

and three offline alignment algorithms: filter- 073

ing alignment (FA), reward-weighted regression 074

(RWR) (Peters and Schaal, 2007), and conditional 075

alignment (CA). For filtering alignment, reward 076

scores are used to filter samples, so that only high- 077

quality samples will be used in the alignment train- 078

ing. For RWR, reward scores will be used to adjust 079

the loss, in which condition high-reward samples 080

have more impact on the parameter updating. For 081

conditional alignment, it introduces a policy based 082

on the cross-entropy method that makes training 083
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more stable and efficient. For a concrete implemen-084

tation, we first train a high-quality reward model us-085

ing human preference datasets. The reward model086

is then used to label the finetune samples with re-087

wards. At last, we use the rewards to finetune the088

language model with the methods mentioned above.089

By employing a loss function similar to supervised090

fine-tuning, offline alignment methods can train091

with a simple machine learning system (MLSys)092

and much fewer computing resources than PPO,093

which is suitable for fast alignment training experi-094

ments. Our experimental results show that condi-095

tional alignment performs better than other offline096

alignment methods and is comparable to PPO. In097

summary, our offline alignment framework enables098

a more efficient and stable alignment of language099

models to human preferences without complex dis-100

tributed RL systems.101

2 Related Works102

2.1 Language Model Alignment with Human103

Feedback104

ChatGPT (OpenAI, 2022; Ouyang et al., 2022)105

trains a large language model (LLM) based on106

a pre-trained Generative Pre-trained Transformer107

(GPT)-3.5 (Brown et al., 2020) model in 3 steps,108

supervised fine-tuning, reward model training, and109

PPO training.110

Supervised Fine-tuning (SFT) The researchers111

fine-tuned GPT-3 on human demonstrations from112

their labelers using supervised learning loss in113

Eq. 1.114

loss(ϕ) = −
∑
i

log pϕ (xi | p, x<i) , (1)115

where xi is the ith token in the sequence, and p116

is the human instructions and prompts.117

Reward Model (RM) training Starting from the118

SFT model with the final unembedding layer re-119

moved, the researchers trained a model to take in120

a prompt and response and output a scalar reward.121

Specifically, the loss function for the reward model122

is,123

loss(θ) =

− E(x,yw,yl)∼D [log (σ (rθ (x, yw)− rθ (x, yl)))] ,
(2)124

where rθ(x, y) is the scalar output of the reward125

model with parameters θ for prompt x and response126

y, yw is the preferred response out of the pair of yw 127

and yl, and D is the dataset of human comparisons. 128

PPO training The researchers fine-tuned the SFT 129

model on their bandit environment using PPO. In 130

this environment, a random customer prompt is 131

presented and a response is expected. The envi- 132

ronment then produces a reward determined by 133

the reward model and ends the episode, given the 134

prompt-response pair. Additionally, a per-token KL 135

penalty from the SFT model is added at each token 136

to mitigate over-optimization of the reward model. 137

The value function is initialized from the RM. 138

The bandit environment enables directly optimiz- 139

ing the SFT model for reward from the pre-trained 140

reward model while regularizing against diverg- 141

ing too far from the original SFT through the KL 142

penalty. Initializing the value function from the 143

RM provides a stable starting point for RL fine- 144

tuning. The loss function of PPO-ptx is shown in 145

Eq. 3. 146

objective(ϕ) =

E(x,y)∼D
πRL
ϕ

[
rθ(x, y)− β log

(
πRL
ϕ (y | x)/πSFT(y | x)

)]
+γEx∼Dpretrain

[
log

(
πRL
ϕ (x)

)]
,

(3) 147

where πRL is the learned reinforcement learning 148

policy, πSFT is the supervised fine-tuned model, 149

and β is the KL reward coefficient that controls 150

the strength of the KL penalty. The Dpretrain is the 151

pretraining distribution and the γ is the coefficient 152

that controls the strength of pre-train loss which 153

aim to fix the performance regressions on public 154

NLP datasets. When γ is set to 0, we call this 155

algorithm PPO. 156

2.2 Distributed PPO Training System for 157

Large Models 158

There are some open-source RLHF training frame- 159

works such as ColossalChat 1 and DeepSpeed- 160

Chat (Yao et al., 2023), which are developed based 161

on ZeRO (Rajbhandari et al., 2020). However, 162

these frameworks are not suitable for training ex- 163

tremely large models, such as 70B models 2. This 164

is because, with the large scale of all four models 165

in RLHF, it would be challenging to load them into 166

shared GPU memory. For large models, the PPO 167

1https://chat.colossalai.org/
2Although DeepSpeedChat has demonstrated training of

60B models, their critic and reward model size is only 350
million parameters.
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Figure 1: NVIDIA NeMo Aligner (NVIDIA, 2023) for
language models across 22 nodes - 22B for the actor
and policy models and 8B for the reward and value
models. Each node is a DGXA100 computer consisting
of 8 NVIDIA A100 Graphics Processing Units (GPUs)
connected with NVLink (Li et al., 2019). The gray
nodes are used solely for inference during PPO sample
generation, while the green nodes handle both sample
generation and training. These modules communicate
with each other using the HyperText Transfer Protocol
(HTTP).

training system is typically designed with multiple168

communicable modules to address the issue that a169

single node cannot load four large models. Such170

as the NVIDIA NeMo Aligner (NVIDIA, 2023)171

which was developed on NeMo Megatron (Shoeybi172

et al., 2019) consists of four modules - the actor,173

critic, initialized policy, and reward models.174

As shown in Figure 1, these four modules need175

to communicate with each other during training.176

And during PPO training, the actor module gener-177

ates samples based on customer prompts and dis-178

tributes them to the reward, initialized policy, and179

critic modules. This stage we call the generation180

stage often involves optimizing inference perfor-181

mance, including key-value (KV) cache (kipply,182

2022), Flash-Attention (Dao et al., 2022), tensor183

layout conversion (Vanholder, 2016) for the infer-184

ence engine, etc., which increases the complexity185

of the whole system. It then gathers the returns,186

initial log probabilities, and values from these mod-187

ules to assemble the full PPO training samples in188

the rollout buffer. Finally, the PPO samples are189

sent to the actor and critic modules to calculate the190

PPO loss for training.191

While this architecture design allows large mod-192

els to be trained, it also introduces challenges in193

improving GPU utilization efficiency and overall194

training efficiency due to the system’s complexity.195

Optimizing the interactions to reduce communica-196

tion overhead, such as using asynchronous com-197

munication between the Actor module and other198

modules, and maximizing single-node efficiency,199

is crucial to enhancing overall performance. How- 200

ever, this complexity impacts both the efficiency of 201

model training and the ease of use of the training 202

framework. 203

3 Offline Learning from Human 204

Feedback 205

In this section, we propose an offline alignment 206

framework - that is the language model is fine- 207

tuned on pre-generated samples for the human in- 208

tent alignment, without the environment interac- 209

tions in online learning. The training process of 210

offline alignment can be described in the following 211

steps and illustrated in Figure 2. 212

3.1 Offline Alignment Steps 213

1. Supervised Finetune Similar to ChatGPT, we 214

first fine-tune the pre-trained model on human- 215

labeled instruction data using supervised learning. 216

This allows the model, which we call SFT, to learn 217

the format and intent of human instructions. 218

2. Reward Model Training We also train a sep- 219

arate human preference model on available loss 220

functions such as binary loss or ranking loss (Eq. 221

2). This preference model learns to predict rewards. 222

3. Training Samples Labeling We utilize the re- 223

ward model to label the collected instruction sam- 224

ples, including both human-labeled samples and 225

pair-wise samples from reward model training. 226

4. Alignment Finetune Finally, we fine-tune the 227

SFT model using offline learning algorithms on 228

the reward-labeled training samples to align the 229

model with human preferences. The instructions 230

and loss functions depend on which offline align- 231

ment method we use (i.e., FA, RWR, or CA). 232

We also propose three offline alignment algo- 233

rithms: 1) filtering alignment, 2) reward-weighted 234

regression (Peters and Schaal, 2007), and 3) con- 235

ditional alignment. The training process of these 236

algorithms follows the steps described previously, 237

but each employs different loss functions and data 238

pre-processing methods. Specifically, FA uses log- 239

likelihood loss while filtering out samples with low 240

rewards. RWR weights samples by reward scores 241

in a regression. CA maps the previous tokens and 242

the reward prompt to the next token. 243

For all the methods, we normalize the rewards 244

by subtracting the mean and dividing them by the 245

standard deviation, as the reward values predicted 246

by the reward model are continuous with no prede- 247

fined range, shown in Figure 3. The Eq. 4, Eq. 5, 248
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Figure 2: The workflow of the offline alignment framework.
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Figure 3: Rewards (scores) distributions. Raw reward
scores are directly from the reward model, which has
a wide range because of its training target. To better
use the reward score in offline alignment, we normalize
rewards to be zero-centered.

and Eq. 6 show their loss function, where θ is the249

parameter of LMs, π is the policy, p is the prompt250

of sample, x is the response, R(p, x) is the reward251

labeled by the reward model. By employing a252

loss function similar to supervised fine-tuning, our253

methods ensure more stable model training than254

PPO with simple implementation and fewer com-255

puting resources.256

3.2 Filtering Alignment257

The key to filtering alignment is to make use of258

only high-quality data. A good reward model can259

identify better responses with higher reward scores.260

Therefore, we use the reward model to control261

which sample can be used in the backpropagation262

process during training, and the loss function is263

defined as 264

LFilter (x) =

{
− log πθ(x|p), if R(p, x) > t
0, otherwise

(4) 265

where t is a threshold to filter the low reward 266

samples. 267

3.3 Reward-Weighted Regression 268

Instead of only using high-quality samples, the 269

RWR method will apply different loss weights for 270

different samples according to the reward scores. 271

The loss function is defined as 272

LRWR(x) =

−
|x|∑
i=1

log πθ (xi | x<i, p) exp (R (p, x) /β)
(5) 273

where β is a hyperparameter to control how 274

much reward affects the loss. xi is the ith token in 275

the response. 276

3.4 Conditional Alignment 277

For the conditional alignment method, the reward
score will be set as a part of the prompt such as

⟨reward⟩ a.b

where a.b indicates the reward value, which allows 278

the language model to understand the meaning of 279

the reward value. Due to the ability of current lan- 280

guage models, LMs can automatically recognize 281

and model the response with the reward scores. Be- 282

cause an additional prompt is added during training, 283

in the inference period, the same prompt template 284

should be used. The loss function for CA becomes 285
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LCA (x) = −
∑
i

log pθ (xi | R∗(p, x), x<i, p)

(6)286

where R∗(p, x) function refers to the reward287

prompt of p and x. xi is the ith token in the re-288

sponse.289

4 Evaluation Setup290

4.1 Model Architecture291

We used a GPT model with 8 billion (B) param-292

eters as the base model. This model has the fol-293

lowing architectural features and was pre-trained294

on 1.1 trillion multilingual tokens. Here are some295

attributes of the model:296

• The model uses the SwiGLU activation func-297

tion (Shazeer, 2020)298

• Rotary positional embeddings (RoPE) (Su299

et al., 2021)300

• Maximum sequence length of 4,096.301

• No dropout (Srivastava et al., 2014).302

• No bias terms in all linear layers.303

• Untied embedding and output layers.304

4.2 Baselines and Evaluation305

We use a PPO model and an SFT model as base-306

lines. We train three offline alignment models with307

filtering alignment, RWR, and CA respectively.308

Thus, we have a total of 5 models in our model list.309

All models have 8B parameters, including the actor310

and reward model in PPO. We evaluate the models’311

performance through human evaluation and GPT-4312

evaluation (Chiang et al., 2023; Zheng et al., 2023)313

using prompts from the LMSys ChatBot Arena314
3. This evaluation dataset has 160 high-quality315

prompts covering generic, knowledge, common-316

sense, fermi, counterfactual, roleplay, stem, coding,317

math, writing, reasoning, extraction, humanities,318

extraction, and humanities problems.319

4.3 Supervised Fine-tuning Datasets320

For the SFT data, it contains instructions and re-321

sponses. During training, only the loss of the re-322

sponse is calculated. Our SFT dataset is a mixture323

of several public datasets and manually annotated324

datasets, totaling around 100K samples, including325

3https://chat.lmsys.org/?arena

• Open Assistant (Köpf et al., 2023) 4. 326

• Flan v2 (Wei et al., 2021) 5. 327

• Databricks Dolly (Conover et al., 2023) 6. 328

• Self-Instruct, we generated some data 329

through OpenAI gpt-3.5-turbo via Self- 330

Instruct (Wang et al., 2022) technology. 331

And the data samples are constructed with the 332

following format, 333

User: {instruction} Assistant: {response}

4.4 Human Preference Datasets 334

For the Human Preference dataset, we use the same 335

format as ChatGPT, i.e., human part-wise compar- 336

isons, including the prompt, good response, and 337

bad response. We use a mixture of the following 338

two public human preference datasets to train our 339

RM model: 340

• Anthropic Helpful (Bai et al., 2022) dataset7 341

is a large-scale crowd-sourced collection of 342

human feedback on AI assistant responses. 343

It contains over 100,000 human preferences 344

across a diverse range of everyday conversa- 345

tional topics. 346

• Open Assistant also collected a carefully la- 347

beled multilingual dataset based on the Inter- 348

net open-source community and containing 349

ranking relations. 350

4.5 Alignment Datasets 351

For offline alignment algorithms, we created a hy- 352

brid dataset of around 100k samples using the data 353

labeling method mentioned in the offline alignment 354

section. The 100k samples samples are sampled 355

from the SFT and RM training datasets uniformly. 356

We then use the RM model to annotate reward val- 357

ues for these samples. For the PPO model, we 358

extract the prompts in these 100k samples as the 359

training set. 360

4https://huggingface.co/datasets/
OpenAssistant/oasst1

5https://huggingface.co/datasets/
SirNeural/flan_v2

6https://huggingface.co/datasets/
databricks/databricks-dolly-15k

7https://huggingface.co/datasets/
Anthropic/hh-rlhf
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Table 1: An example with different scores in inference with the same model. With low scores (e.g., -5.00), it seems
that the model is answering a different question. With a high positive score, the answer becomes helpful. Several
situations are observed during the evaluation.

Instruction <rm_score> 5.00 <rm_score>
0.00

<rm_score> -
5.00

How can I
improve my
time manage-
ment skills?

Here are some ways to improve your time manage-
ment skills:
1. Set clear goals: Identify your short- and long-term
goals, and prioritize them.
2. Create a schedule: Plan your day in advance,
including the tasks you need to complete and the
time you’ll spend on each one.
... (omit because it is too long)

What kinds of
things do you
need to do?

Write a code
in python to
find to find to
compute dif-
ferential equa-
tion

4.6 Distributed Training Framework361

We use the NVIDIA NeMo Megatron (Shoeybi362

et al., 2019) and NVIDIA NeMo Aligner (NVIDIA,363

2023) frameworks for large-scale distributed train-364

ing. All models are trained using a techniques365

combination of Tensor Parallelism (TP) (Shoeybi366

et al., 2019), Data Parallelism (DP), and Automatic367

Mixed Precision (AMP) with bfloat16 implemented368

in NeMo Megatron. Although our model is only 8B369

in scale, we still adopt the multi-node distributed370

architecture of NeMo Aligner. This allows us to371

discover the performance issues that may be en-372

countered in large models (such as 70B). In offline373

alignment methods, we generate samples with TP374

partitions size equal to 1. For all other stages and375

models, the TP partitions size is set to 4 to avoid376

out-of-memory (OOM) issues 8. For PPO models,377

we utilize 8 DGX A100 nodes for inference and378

training of the actor model, and 2 nodes for the379

critic model, while the other two models each em-380

ploy 1 node. For offline alignment algorithms, we381

leverage 4 DGX A100 nodes for training.382

4.7 Hyperparameters383

For the reward model, we use a learning rate of384

9e−6, a batch size of 128, and the human prefer-385

ence datasets to train the model only 1 epoch. For386

filtering alignment, we set the threshold t to 0; for387

RWR, we set the β to 5; for CA, we use the prompt388

format:389

8The actor and critic modules need to be both responsi-
ble for training and inference in PPO so that the weights of
Adam (Kingma and Ba, 2014) optimizer will take up a lot of
memory.

User: {instruction} Assistant: ⟨rm_score⟩ a.b {response}

where a.b means the reward value. The impact 390

of this value is illustrated in Table 1, where the 391

only difference is the score. We use the reward of 392

5.09 is used in the evaluation. We use a learning 393

rate of 5e−6 and a global batch size of 128 for all 394

offline alignment models and the SFT model. For 395

the PPO model, we use a learning rate of 5e−7 396

for the actor model, and 9e−6 for the critic model. 397

We set the number of PPO epochs to 1, rollout 398

batch size to 1024, mini-batch size to 128, KL 399

penalty coefficient to 0.01, generalized advantage 400

estimation (GAE) (Schulman et al., 2015) λ to 0.95, 401

and RL gamma to 1. The critic model is initialized 402

with the weights of the reward model. 403

5 Experimental Results 404

We use both human evaluation and GPT-4 evalua- 405

tion to judge the performance of each models. 406

5.1 Human Evaluation 407

We evaluated these models using 160 prompts from
LMSys and scored the greedy-generated responses
by manually ranking the answer quality. Because
our RM datasets emphasize the quality of being
helpful, we focused only on the richness of content,
clarity of presentation, and friendliness of tone of
each response during our manual review, rather
than evaluating its truthfulness. Overall, as shown
in Figure 4, the normalized helpfulness scores of

9From the reward distribution (Fig. 3), though most sam-
ples are in score [-2.5, 2.5], 5.0 is a better choice.
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Figure 4: Human and GPT-4 helpfulness evaluation
results for all models. We use 6− rank as the final score,
e.g., the score for the best-ranked response is 5 = 6− 1.
The correlation between human and GPT-4 evaluation
is very high, and CA achieves the highest score.

Table 2: GPT-4 evaluation scores.

SFT FA RWR CA PPO

vicuna 6.62 6.33 5.93 7.65 7.42
mt_bench 6.29 5.78 5.31 6.47 6.62

average 6.45 6.05 5.62 7.06 7.02

the models ranked as follows:

CA ≈ PPO > FA > SFT > RWR

while the PPO model achieved similar performance408

to CA, its training system and hyperparameter tun-409

ing are more complex than CA’s.410

5.2 GPT-4 Evaluation411

We also evaluated these models using 160 prompts412

from LMSys and scored the greedy-generated re-413

sponses by GPT-4, where GPT-4 is asked to eval-414

uate the helpfulness of the answers by rating the415

score in the range [1-10]. The evaluation prompts416

and an example of the responses can be found in417

Appendix A. The scores are in Table 2. We can find418

that for prompts from the vicuna benchmark, GPT-419

4 thinks CA performs best; for MT-Benchmark,420

CA ranks second, whose score is slightly lower421

than PPO. Similar to the score calculation of hu-422

man evaluation, we rank the results of each prompt423

with GPT-4 scores and normalize the scores, and424

the normalized results can be found in Figure 4.425

It can be easily found that CA is comparable to426

PPO. SFT obtains better scores than FA in Table 2427

Table 3: GPU hours needed for each method. For offline
methods, the data pre-processing phase is also counted,
including generating responses and using reward models
to score.

FA RWR CA PPO

A100 hours 27.5 64 65 730

while worse than FA in 4 because small advantages 428

(e.g., 0.1) for GPT-4 score can result in larger score 429

differences (e.g., 1.0) in normalization scores from 430

ranking. 431

From both human evaluation and GPT-4 eval- 432

uation, it can be concluded that both online and 433

offline alignment can help better align the model 434

responses with human desirability. And, CA is 435

a promising method to obtain comparable results 436

with PPO. 437

5.3 Training Performance Analysis 438

For both the PPO model and offline alignment mod- 439

els, we use 100k samples for alignment training. 440

To compare the GPU resources occupied during 441

the training of these models, we use GPU hours as 442

a unit to normalize the training time on multiple 443

GPUs to that on a single A100 GPU. As shown in 444

Table 3, The PPO model takes 730 GPU hours to 445

converge, while our offline alignment methods only 446

take 65 GPU hours (around 9% of PPO), saving a 447

lot of budget for training. The major performance 448

difference stems from: 449

1. The multi-modular PPO training system has 450

data dependencies, preventing the full utiliza- 451

tion of each node for training. 452

2. PPO requires generating 100k samples 453

through GPT inference whose time complex- 454

ity is O(n2) (kipply, 2022). 455

Although this PPO training system is not opti- 456

mized to the speed of light (SOL) 10, it still sig- 457

nificantly reflects that offline alignment methods 458

have lower dependence on system optimization and 459

higher training efficiency. 460

10We only enable kernel fusion to accelerate the generation
of the samples in the performance profiling, other technologies
such as asynchronous generation have not been considered.
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6 Conclusion461

In this paper, we propose an offline alignment462

framework that aims to avoid instability during463

RLHF training and complex distributed training464

systems, thereby improving model development465

efficiency. There are many details as well as hyper-466

parameter tuning in our framework. Without care-467

ful tuning, we can still obtain comparable perfor-468

mance when compared with online RLHF (i.e.,469

PPO). The advantages in both performance and470

training efficiency show great potential of offline471

alignment.472

7 Limitations473

While we have proposed a simple and effective474

offline alignment framework and tree algorithms,475

it does not account for out-of-distribution (OOD)476

issues introduced by offline learning. This could477

hamper its performance in complex scenarios. We478

believe addressing this shortcoming presents an479

opportunity for future work.480
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Section A describes how we created evaluation619

prompts with GPT-4 (OpenAI, 2023). Section B620

provides more examples and outcomes of our ex-621

periments.622

A Appendix - GPT-4 Evaluation Prompt623

We construct our evaluation prompts by refer-624

ring the prompt templates from the vicuna bench-625

mark11 (Chiang et al., 2023). Different from pair626

comparison and single evaluation, we combine all627

model output together in single evaluation. Thus,628

GPT-4 can evaluate the quality by comparing with629

all other responses and pick the best one.630

Please act as an impartial judge and evaluate the quality of the responses provided by five AI assistants
to the user question. You should choose the assistant that follows the user’s instructions and answers
the user’s questions better. Your evaluation should consider factors such as the helpfulness, relevance,
and level of detail of their responses.

Begin your evaluation by comparing the five responses and provide a short explanation. Avoid any
position biases and ensure that the order in which the responses were presented does not influence your
decision. Do not allow the length of the responses to influence your evaluation. Do not favor certain
names of the assistants. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format:

{Assistant name}: {score}, where the range of {score} is 1 to 10.

The answers can have the same score, but you should distinguish them as much as possible. You should
give the assistant’s scores one by one after all the explanations. The followings are the question and
answers of Assistant CA, PPO, FA, RWR and SFT,

User Question:
How can I improve my time management skills?

The answer of Assistant CA:
{ CA response }

The answer of Assistant PPO:
{ PPO response }

The answer of Assistant FA:
{ FA response }

The answer of Assistant RWR:
{ RWR response }

The answer of Assistant SFT:
{ SFT response }

11https://github.com/lm-sys/FastChat/blob/main/fastchat/llm_judge/data/judge_prompts.jsonl

11



B Appendix - Examples631

We show more examples as well as the GPT-4 eval-632

uation comments here.633

Table 4: Example 1. Responses from all models are
presented.

Question:
In a world where automation is becoming increasingly prevalent, is it more important to prioritize job
creation or technological progress?

The answer of CA:
Technological progress is becoming increasingly prevalent in the world, and it is important to prioritize
both job creation and technological progress. Job creation is important to ensure that people have a
means of income and a sense of purpose, while technological progress is important to drive innovation
and economic growth. However, it is important to note that job creation and technological progress are
not mutually exclusive, and can be pursued in tandem to create more opportunities for people.

The answer of PPO:
It is a complex question with no straightforward answer. Here are some factors to consider:
1. Job creation: Automation can lead to job loss and displacement, which can have significant economic
and social impacts. Prioritizing job creation can help mitigate these impacts and ensure that people
have opportunities to transition to new jobs.
2. Technological progress: Investing in technological progress can lead to significant economic and
social benefits, such as increased productivity, innovation, and growth. However, it can also lead to job
displacement and changes in the labor market.
3. Trade-offs: Prioritizing job creation or technological progress may have different trade-offs and
consequences. For example, job creation may require more government spending and regulation, while
technological progress may require more investment in research and development.
4. Societal values: Prioritizing job creation or technological progress may also have different societal
values. Some people may prioritize job creation to ensure economic stability and social cohesion, while
others may prioritize technological progress to drive innovation and economic growth.
In conclusion, it is important to consider the trade-offs and societal values involved in prioritizing
job creation or technological progress. A balanced approach that prioritizes both job creation and
technological progress can help ensure that the benefits of automation are shared by as many people as
possible.

The answer of FA:
Technological progress should be prioritized over job creation. Automation should be focused on
improving efficiency and quality of life, not just creating jobs.

The answer of RWR:
Technological progress

The answer of SFT:
Technological progress should be prioritized.

GPT-4 evaluation output:
"Evaluation:
1. **Assistant CA**:
The response provides a clear balance between technological progress and job creation, highlighting
the importance of both. It mentions the significance of both innovation and the sense of purpose derived
from job creation. The response is direct and concise without being overly repetitive.
2. **Assistant PPO**:
This answer takes a structured approach, laying out factors to consider. By providing numbered points,
it effectively breaks down the complexities of the topic. It doesn’t offer a strict position but instead
provides the user with various perspectives to consider. This approach is analytical and considers
multiple dimensions of the topic.
3. **Assistant FA**:
The response leans strongly towards prioritizing technological progress. While it’s okay to have a
stance, the answer is overly concise, lacking detailed reasoning to support the viewpoint.
4. **Assistant RWR**:
The answer is extremely brief, only mentioning technological progress. Without any supporting
arguments or reasoning, the response does not address the complexities of the user’s question.
5. **Assistant SFT**:
Similar to Assistant FA, this answer is quite short and leans towards technological progress. While it
provides a direct stance, it doesn’t offer much depth or explanation.
Scores:
Assistant CA: 8.5
Assistant PPO: 8
Assistant FA: 6
Assistant RWR: 4
Assistant SFT: 5.5"
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From both human evaluation and GPT-4 eval-634

uation, we have shown in the paper that Condi-635

tional can achieve slightly better performance than636

PPO (Schulman et al., 2017). Because the output of637

the models are very long, for simplicity, we show638

more samples while only present CA/PPO-related639

contents in Table.640

Table 5: Example 2. Only CA/PPO-related contents are
presented.

Question:
How many text messages are sent globally in a minute? Try to explain your answer. Your explanation
should take the reader through your reasoning step-by-step.

The answer of CA:
" In a minute, approximately 200 million text messages are sent globally. This is according to a report
by the International Telecommunication Union (ITU), which also revealed that the global mobile data
traffic per user per month has increased by 60% over the past two years. The report further states that
the number of mobile subscribers worldwide has reached 7.7 billion, with an average of 104.4 million
new subscriptions being added each month.
The increase in the number of text messages sent globally can be attributed to the growing popularity
of mobile devices and the convenience of instant communication. People can now stay connected
with their loved ones, friends, and colleagues anytime and anywhere, which has led to an increase
in the number of text messages being sent. Additionally, the advent of social media platforms has
also contributed to the increase in the number of text messages being sent as people often use these
platforms to communicate with each other.
The report also highlights the increasing demand for mobile data services, with the global mobile data
traffic expected to reach 18.4 exabytes per month by 2026. This is a significant increase from the 4.6
exabytes per month in 2019. The report further states that the growth in mobile data traffic is driven by
the increasing use of video, social media, and other data-intensive applications.
In conclusion, the report reveals that the global mobile industry is growing rapidly, with the number
of mobile subscribers expected to reach 8.6 billion by 2026. The increasing demand for mobile data
services and the growing popularity of mobile devices are driving the growth of the mobile industry.

The answer of PPO:
Here are some facts about the number of text messages sent globally in a minute:
1. According to a report by eMarketer, in 2022, it is estimated that there were approximately 70 billion
text messages sent per day globally.
2. This number is projected to grow to approximately 100 billion per day by 2023.
3. The average person sends and receives about 40 text messages per day.
4. In the United States, it is estimated that there are approximately 240 million people who send and
receive text messages every day.
5. In the United Kingdom, it is estimated that there are approximately 47 million people who send and
receive text messages every day.
6. In India, it is estimated that there are approximately 1.3 billion people who send and receive text
messages every day.
7. In China, it is estimated that there are approximately 1.4 billion people who send and receive text
messages every day.
8. These numbers show that there are a lot of text messages being sent globally every minute. The
number of text messages sent per day has been growing rapidly over the years, and it is expected to
continue to grow in the future.

GPT-4 evaluation output:
Let’s evaluate the responses based on the criteria of helpfulness, relevance, and level of detail in the
explanations.
**Assistant CA**:
The response is quite detailed and informative. CA relies on a report from the International Telecom-
munication Union (ITU) to justify the 200 million text messages sent globally in a minute. It goes on
to explain the reasons behind this high number of text messages and provides insight into the growth of
the global mobile industry. The thorough nature of the response helps guide the reader through the
reasoning process.
**Assistant PPO**:
The answer offers numerous facts about global texting trends, and while it’s filled with statistics, it
doesn’t effectively tie these together to answer the question directly. The reader gets a sense of the
magnitude of global texting but doesn’t necessarily get a clear, step-by-step explanation for the initial
claim.
(... omit)
**Evaluation Summary**: CA provides the most detailed, relevant, and helpful response. PPO gives
various facts but doesn’t tie them together in a concise explanation. FA’s ...(omit)
**Final Scores**:
Assistant CA: 9
Assistant PPO: 7
Assistant FA: 6
Assistant RWR: 4
Assistant SFT: 6.5
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Table 6: Example 3. Only CA/PPO-related contents are
presented.

Question:
How would you introduce yourself as a medieval knight at a royal banquet?

The answer of CA:
As a medieval knight at a royal banquet, I would make my introduction with pride and honor. I would
state my name, family name, and the name of my knighting house, which is a symbol of my noble
heritage and the values I uphold. I would also mention the name of my lord and master, who has trained
and supported me in the art of warfare. Finally, I would express my gratitude for the opportunity to
attend this banquet and meet such distinguished guests.

The answer of PPO:
Here is an example of how a medieval knight might introduce himself at a royal banquet:
"My name is [Name], and I am a knight of the kingdom of [Kingdom]. It is an honor to be invited to
this royal banquet, and I am grateful for the opportunity to serve my king and queen. I am proud to be
a defender of the realm, and I will continue to fight for the safety and security of my people. May God
bless this kingdom and its leaders.""
This introduction would be a respectful and humble way for a knight to introduce himself at a royal
banquet, showcasing his dedication to his kingdom and his service to his king and queen.

GPT-4 evaluation output:
"To evaluate the given responses, we’ll consider their helpfulness, relevance, and level of detail in
answering the user’s question about how one would introduce themselves as a medieval knight at a
royal banquet.
**Assistant CA:**
This answer starts with an acknowledgment of pride and honor, moves on to a brief identification
process involving one’s name, family name, knighting house, and the lord and master they serve. It
rounds off by expressing gratitude for the chance to attend. The response is structured and relevant but
lacks some depth in terms of the actual experience of being a medieval knight.
**Assistant PPO:**
This assistant provides a straightforward, respectful, and concise introduction. It emphasizes service to
the kingdom, the knight’s pride, and gratitude for the opportunity.
(... omit)
**Evaluation and Verdict:**
**Assistant CA:** 8 - Structured and relevant but lacks some of the nuances that make the introduction
feel complete.
**Assistant PPO:** 8 - Respectful and concise, though it could use a touch more detail to enrich the
narrative.
**Assistant FA:** 7 - It’s evocative but doesn’t directly address the banquet scenario as comprehensively
as others.
**Assistant RWR:** 7 - Vivid, but its narrative specificity may not make it universally adaptable.
**Assistant SFT:** 2 - Lacks context and depth necessary for the question asked.

It can be seen that PPO responses always con-641

tain statements like "Here is .." or "Here are some".642

And when looking at these responses. Considering643

helpfulness and relevant, CA and PPO are compa-644

rable. In our offline alignment framework, the time645

cost for training CA is only 9% of that for PPO.646

Therefore, the advantages in both performance and647

training efficiency show great potential of offline648

alignment.649
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