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Abstract

Recent research focuses on utilizing more test-
time computation to enhance the performance
of Large Language Models in solving com-
plex mathematical and logical reasoning tasks.
However, these methods allocate more compu-
tational resources during the inference phase to
explore the solution space by some tree search
method such as Monte Carlo Tree Search, re-
sulting in a significant increase in inference
time. In this paper, We construct atom rea-
soning steps, which are subsequently utilized
to develop MCTS for self-preference learn-
ing to enhance the reasoning capabilities of
LLMs, without employing a larger model for
data distillation. Extensive evaluations on var-
ious mathematic and common sense reason-
ing tasks demonstrate demonstrate remarkable
performance improvements over existing mod-
els. For instance, our approach outperforms
the Qwen2.5-7B-instruct baseline on MATH,
GSMSK and ARC with substantial increases in
accuracy to 50.0% (+14.2%), 92.1% (+10.4%),
and 89.6% (+13.3%), respectively.

1 Introduction

Large language models (LLMs) have demonstrated
impressive capabilities in a wide range of tasks and
fields (OpenAl et al., 2024). Developing Al sys-
tems that can mimic human-like reasoning contin-
ues to be a central objective in the research commu-
nity. A critical aspect of this process involves the
collection of reasoning chains that reflect human-
like thinking (Madaan et al., 2023). There are two
dominant approaches for integrating these data:
The first method generates reasoning chains by con-
structing linear data structures, breaking through
solutions into step-by-step reasoning paths (Light-
man et al., 2023; Luo et al., 2024), while the other
method combines non-linear data structures, such
as tree structures, to search for reasoning trajec-
tories integrating the Monte Carlo Tree Search
(MCTS) method (Qi et al., 2024). Current research

often combines MCTS for preference data collec-
tion to train LLMs to enhance the model’s ability
for complex reasoning (Zhang et al., 2024b).

A typical approach is the chain-of-thought
(CoT), which expands the reasoning space by gen-
erating additional tokens or solutions (Wei et al.,
2022; Wang et al., 2023). Although straightfor-
ward and intuitive, recent studies have noted that
the CoT method can frequently miss optimal rea-
soning pathways and display an automatic response
style due to its emphasis on a single pathway (Besta
et al., 2024). A striking example of the effective-
ness of this iterative approach is AlphaZero (Silver
et al., 2017), which demonstrates superhuman per-
formance in multiple domains by integrating the
advantages of the self-play system, RL techniques,
and MCTS (Kocsis and Szepesvari, 2006; Chung
et al., 2005). The success of AlphaZero highlights
the possibilities that arise from the integration of
these advanced techniques into LLMs.

However, the incorporation of MCTS in the col-
lection of preference data for the enhancement of
current policy is complex and requires thoughtful
deliberation. One primary challenge lies in con-
structing human-like reasoning trajectories (Zhang
et al., 2024b). Conventionally, reasoning trajecto-
ries are structured in a step-by-step strategy, which
may lead to insufficient exploration of the action
space (Qi et al., 2024). Another challenge is the
critic or reward function for each intermediate rea-
soning step. This function is crucial for providing
meaningful feedback on different rollouts gener-
ated by MCTS, thus guiding the policy improve-
ment process (Liu et al., 2024a).

To address the issues above, evidence from LLM
research indicates the superiority of atom reasoning
actions as fundamental components for construct-
ing chain-structured patterns (Wu et al., 2024). In-
spired by the preceding conclusion, our approach
defines five atom reasoning actions and utilizes
MCTS rollouts to collect preference data for Direct
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Figure 1: Monte Carlo Tree Search (MCTS) improves model performance through Direct Preference Learning
(DPO). Our framework consists of two stages after the atom reasoning steps have been defined: MCTS constructs
atom reasoning paths as preference data, and then performs DPO to enhance the model.

Preference Optimization (DPO) (Rafailov et al.,
2024). Moreover, we implement self-evaluation,
allowing the model to assess its own outputs,
which creates a more efficient policy improvement
pipeline by functioning as both the policy and the
critic (Kadavath et al., 2022; Xie et al., 2023).

In summary, we present an algorithm based on
MCTS that breaks down the entire reasoning path
into five different atom reasoning steps. MCTS al-
lows us to thoroughly explore the reasoning space,
enabling LLMs to behave in a manner akin to hu-
man reasoning. we utilize the LLMs to evaluate the
intermediate steps toward solving the problem, and
prune the nodes with lower scores. During the train-
ing phrase, we select preferred and dispreferred
paths according to the average scores assigned to
each step during the self-evaluation process, con-
structing preference data for DPO training.

2 Related Work
2.1 Reasoning with LLMs

LLMs reasoning often requires breaking down com-
plex questions into a series of sequential interme-
diate steps prior to generate the final answer, as
illustrated by Chain-of-Thought (CoT) and its vari-
ations (Wei et al., 2022; Kojima et al., 2023). Fol-
lowing this, a variety of prompting techniques have
been introduced to enhance the generated rationales
(Zhou et al., 2023; Hao et al., 2023). Another group
of research converts the linear reasoning structure
into a non-linear format, such as a tree or graph,
integrating thought evaluation with search algo-
rithms like depth-first search (DFS) (Yao et al.,

2024; Long, 2023). To generate more reasonable
intermediate processes, LLMs themselves often
serve as the evaluator to give feedback to interme-
diate states (Hao et al., 2023; Yao et al., 2024).
Different from our Atom Reasoner, these methods
require searching during inference, which signifi-
cantly increases latency.

2.2 LLM Self-Improving

Reinforcement learning (RL) has been increasingly
utilized for large language models (LLMs) by treat-
ing them as RL agents to align their outputs with
human feedback (Christiano et al., 2023; Ouyang
et al., 2022). For instance, reinforced self-training
methods introduce mechanisms to curate new high-
quality examples and iteratively enrich the train-
ing dataset for enhancing model performance (Gul-
cehre et al., 2023; Wang et al., 2024b). However,
these methods generally depend on either an exter-
nal reward model (Yang et al., 2024b; Aksitov et al.,
2023) or labeled datasets (Gulcehre et al., 2023). In
contrast, methods such as self-rewarding leverage
LLMs themselves to assess the generated content,
which aligns more closely with our approach. In
contrast, methods such as self-rewarding leverage
LLMs themselves to assess the generated content
(Chen et al., 2024; Lee et al., 2024), which aligns
more closely with our approach.

2.3 Monte Carlo Tree Search for LLMs

Monte Carlo Tree Search (MCTS) is a decision-
making algorithm commonly employed in games
and intricate decision-making processes (Browne



et al., 2012; Chaslot et al., 2021). Recent research
indicates that MCTS can improve the decoding pro-
cess in LLMs by expanding the action space during
the inference process.(Liu et al., 2024a; Qi et al.,
2024). However, a major challenge associated with
MCTS is the increased latency during inference,
especially when dealing with complex reasoning
tasks (Liu et al., 2023). While certain approaches
have tried to enhance LLMs by utilizing reason-
ing paths discovered via MCTS (Tian et al., 2024;
Feng et al., 2024), these methods still depend on
manually labeled data to train distinct policy and
reward models for investigating and assess poten-
tial reasoning step at the leaves of the tree (Jiang
et al., 2024). In contrast, our approach eliminates
the requirement for human annotations and simpli-
fies the tuning process of LLMs without additional
inference burden.

3 Preliminaries

3.1 Monte Carlo Tree Search

To enhance the reasoning capabilities of LLMs, we
dissect the reasoning process into discrete steps,
each represented by a token sequence of atom rea-
soning steps. We define s; as the state at time ¢,
which represents the prefix of the reasoning chain,
with the addition of a new reasoning step a transi-
tioning the state to s;y1, where s;1 is the concate-
nation of s; and a. Utilizing the model as current
policy g, we sample candidate solution steps from
its probability distribution my(a|z, s;). with x be-
ing the specific task input prompt. MCTS serves
as an approximate policy improvement operator by
leveraging the UCT strategy to search through the
action space, thereby predicting the optimal state at
the next step. The tree-structured search supports a
balance between exploring diverse possibilities and
exploiting promising paths, essential for navigating
the vast search space in LLM reasoning.

The MCTS process begins from a root node sy,
as the query input. The algorithm follows four key
steps: selection, expansion, and backup, which we
will detail further.

Selection Phase. The goal of this phase is to iden-
tify nodes that strike a balance between search qual-
ity and computational efficiency. The selection is
directed by two primary variables: Q(s¢,a), the
value function of taking action a at the state s;, and
N (s;), the visitation frequency of state s;. To nav-
igate the trade-off between exploring new nodes
and exploiting visited ones, the Upper Confidence

Bound applied to Trees (UCT) algorithm (Rosin,
2011) is employed to select the optimal node, with
dynamic pruning used to avoid local optima. At
node s;, the choice of the subsequent node follows
the formula:

a =argmax | Q(s¢,a) +c-
a€A(S)

In N(s¢)
N (s, a)) )

Expansion Phase. Expansion occurs at a leaf node
during the selection process to integrate new nodes.
If the selected leaf node is not in a terminal state,
the node will be expanded into %k child node in
depth with i as {s;; | j € [1,k]} by decoding for
one step using the policy model my. Following (Xie
et al., 2023), we define self-evaluation score C/(s;)
as Eq.2, where prompt,,,; denotes the evaluation
prompt.

C(St) = Tg (prompteval | x, St) (2

Backup Phase. Once a terminal state is reached,
we perform a bottom-up update that propagates
from the terminal node up to the root. The visit
count IV, the state value V', and the transition value
@ will be updated as follows:

Q(st,a) < r(sg,a) +vV(spt1) 3)
V(s) < > Q(ss,a) 4)

N(St) < N(St) +1 (5)

3.2 Direct Preference Optimization

As a sufficient quantity of preference data has been
sampled through MCTS, we employ Direct Pref-
erence Optimization (DPO) (Rafailov et al., 2024)
for training to update current policy my. DPO
is a method designed to directly optimize LLMs
to align with preference data collected by human
or Al feedback (Liu et al., 2024b; Zeng et al.,
2024b). The standard RLHF paradigm trains a
reward model (Ouyang et al., 2022) on the pref-
erence data and employs PPO (Schulman et al.,
2017) to optimize the policy g with the feedback
provided by the reward model, where 7y is also
initialized to 7y in practice. DPO avoids fitting a
reward model by optimizing the policy 7y using
preferences directly.

After a pair of outcomes (y1,y2) are sampled
from policy model 7 (y|z) conditioned on input
x, which are labeled to be (y,,¥;) according
to some preference density p as Pr[(yw, )] =



p(y1 > y2 | ). Let the ground-truth reward func-
tion be r, then estimate the optimal policy 7y by
fitting the Bradley-Terry model (Bradley and Terry,
1952) on preference data. The DPO objective is
formulated as follows, where o is the logistic func-
tion, the hyperparameter [ regulates the penalty
imposed for the deviations from the base reference
model 7pet.

Py =2 | ) = o (r(z,51) — (2, 42))

o (res () e (285))

4 Method

In this paper, we introduce an approach for im-
proving LL.Ms reasoning, centered around a direct
preference learning process based on the reasoning
paths derived from MCTS. The proposed method
consists of two stages: first, generating reasoning
steps through MCTS in different action spaces; sec-
ond, using Q-value filtering of preference data for
direct preference learning. To solve a complex
problem, we formulate it as a multi-step reasoning
generation task, which breaks the reasoning path
into atom reasoning steps. In addressing the critical
aspects of this methodology, three key challenges
emerge: efficient decomposing the reasoning path,
effective gathering of preference data and training
with the DPO objective.

4.1 Define Atom Reasoning Steps

Current research frequently classifies reasoning
into two cognitive processes: System 1 and Sys-
tem 2, thinking in fast and slow (Ji et al., 2025).
“System 1 refers to the fast, automatic, and intu-
itive way of thinking, while “System 2” represents
the slower, more deliberate, and analytical mode
of thinking (Hagendorff et al., 2023). In light of
the impressive capabilities of OpenAl’s o1 model
in complex reasoning, there is a growing focus
among researchers on developing effective “System
2” approaches (Qin et al., 2024). Inspired by this,
we introduce five atom reasoning steps to enhance
the complex reasoning abilities LLMs. We repre-
sent the following steps using symbols z; to zs,
corresponding to Restate, Recollect, Planning,
Execution, and Conclusion, respectively. The
complete chain-of-thoughts can be expressed as
z = [#1,...,25]. We define the atom reasoning
steps as follows:

* Restate: Clarify the problem and the associ-
ated conditions, ensuring a clear understand-
ing of what needs to be addressed.

* Recollect: List the basic mathematical skills,
theorems, or concepts that may be needed to
solve the problem.

* Planning: Develop steps or strategies to ef-
fectively address the problem, which will help
identify actionable solutions.

* Execution: Carry out specific calculations or
solution steps rigorously following the plan-
ning results above.

e Conclusion: Give the final answer in the for-
mat of “The answer is: <ANSWER>.”’, and
will be compared with the gold answer.

4.2 Synthesizing Preference Data

As shown in Figure 1, our method of collecting
preference data closely aligns with the MCTS in-
ference process. In particular, the process is divided
into three main components: 1) Thought Genera-
tion, which generate multiple candidate atom rea-
soning steps; 2) Self Evaluation, which evaluate
each reasoning step by LLMs and select the top
k with the highest scores; 3) Rollout and collec-
tion, which collect the preference data for direct
preference learning.

Thought Generation. We define the partial so-
lution state s;_1 = [z, z1,. .., z—1], Where x rep-
resents the initial input containing the few-shot
examples and the question to be answered, and
[21, ..., 2—1] denotes a sequence of previous atom
steps. we sample k candidate solutions for the next
reasoning step as shown in Eq.7. Specifically, it fol-
lows the format of demonstrations, starting with the
prefix like <restate> and end with </restate>,
for instance. When the marker </conclusion> is
generated, the model pauses its reasoning and the
chain-of-thought is complete. As a result, We ob-
tain a set S; containing k new states as shown in
Eq.8.

Zij ~ mo(zi | ®,8i-1), forj=1,...0k (7)

Lzl =1, k) ®)

Self Evaluation. Considering the set of candidate
solution states .S; = {s;; }é?:l, we employ LLMs
as the generative reward model (GRM) to evaluate

each state in each reasoning step, thus eliminating

SZ' = {Sij = [x,le, ..
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Figure 2: The framework of our method. The left part depicts the self-evaluation process at each reasoning step,
while the right part shows the combination of preference data. The green box represents the preference reasoning

path, whereas the red box indicates the dispreference one.

the requirement to train an external reward model
or human annotations. A direct implementation
of GRM involves the construction of assessment
prompts and then using prior rules to assign scores
to specific assessment tokens (e.g., Yes or Not) as
the final reward score. (Mahan et al., 2024).
Inspired by this, We form the general assessment
prompt for the evaluation as follows: Evaluate
whether the thought contributes to a
partial or direct answer to the original
question (likely/impossible). And then we
assign a score, with 1ikely = 10 and impossible
= 1 to the assessment tokens. To reduce the ran-
domness effect of the model, we perform multiple
samplings and take the average of evaluation re-
sults.
Rollout and Collection. We use BFS with pruning
as the search algorithm to select the reasoning steps.
Once we obtain the reward for each candidate node,
we select the top k£ nodes with the highest scores
based on each solution’s reward as child nodes for
subsequent simulation or expansion phases. When
the reasoning chain reaches the stop criteria, which
includes the </conclusion>, the search algorithm
returns the model answer, which will be compared
with the ground truth y. And then caculate the
Q(s¢, a) for backpropogation of MCTS as Eq.9.
After complete a single iteration of the MCTS
rollout, we split the reasoning paths into two sets
according to the ground truth label (i.e., correct
solution set and incorrect solution set). We then
rank the solution paths in each set by their aver-
age reward scores in descending order, ultimately
selecting the top-k solutions from both sets, respec-
tively. Considering high-scoring correct solutions
tend to be of higher quality, while high-scoring
incorrect solutions indicate challenging examples
that the original reward model struggles to identify

accurately. These two types of data constitute the
preference dataset D and able to improving both
the quality and difficulty of the training dataset.

1, ifEXTRACT(si41) =y
0, else

Q(st,a) = { 9)

4.3 Training with DPO Loss

Given the preference dataset D collected by MCTS,
we finetune the policy model my via DPO. For the
final step of MCTS rollout, we get the preference
data according to the ground truth. Considering
prefered data y,, and dispreferred data y;, to opti-
mize the policy model 7g on the pair of preference
data (y., 1), we can directly substitute it by Eq.6:

L(ﬂ'a;ﬂ'ref> = —IOgU (ﬂ 10g (7T0(3/w|33))

71'ref(yw ’ 37)
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5.1 Setups

Datasets. In order to comprehensively evaluate the
model’s performance on different tasks, We assess
the effectiveness of our method on arithmetic, math-
ematic and commonsense reasoning tasks. Our
evaluation benchmarks encompass: 1) mathematic
reasoning: GSM8K (Cobbe et al., 2021), which
consists of grade school math word problems, and
MATH (Hendrycks et al., 2021) featuring challeng-
ing competition math problems. 3) commonsense
reasoning: ARC (only selected the challenge splits)
(Clark et al., 2018) and SciQ (Welbl et al., 2017),
containing science questions from student assess-
ments. The diversity of these datasets enables a



Table 1: Evaluation of the reasoning capabilities of our method in comparison to ICL methods across four distinct
reasoning benchmarks. The best results in each box are highlighted in bold. Our method consistently demonstrates

superior performance across various models and datasets.

MODEL SETTING MATHEMATIC COMMONSENSE AVERAGE
MATH GSMSK ARC SCIQ
Zero-shot CoT 323 76.5 75.7 82.9 66.9
Few-shot CoT 37.2 78.1 77.0 848 69.2
Llama-3.1-8B-Instruct " ' @y 39.8 81.0 81.1 90.4 73.1
ours 42.9 84.3 84.5 90.6 75.6
Zero-shot CoT 6.8 68.4 73.0 81.1 57.3
Llama3.8B-Insirueg | Few-shot CoT 17.6 73.8 75.6 847 62.9
CoT+SC@4 26.1 76.3 77.4 89.2 67.3
ours 35.4 82.7 82.2 91.1 72.9
Zero-shot CoT 35.8 81.7 76.3 78.4 68.1
. Few-shot CoT 39.6 87.2 78.1 83.1 72.0
Qwen2.5-7B-instruct -~ 'n Sc@4 441 90.6 80.5 89.6 76.2
ours 50.0 92.1 89.6 94.0 81.4
Zero-shot CoT 34.9 74.3 73.8 76.2 64.8
Owen2-7Boinsruet | Few-shot CoT 38.0 80.4 76.4 82.3 69.3
CoT+SC@4 412 83.6 78.9 87.6 72.8
ours 44.5 86.1 85.0 90.8 76.6
Zero-shot CoT 342 78.0 83.5 86.4 705
Few-shot CoT 37.6 81.4 87.1 91.9 745
ChatGLM4-9B CoT+SC@4 36.1 84.7 88.6 9.1 75.4
ours 39.4 85.9 94.3 93.5 78.3

comprehensive assessment of our method’s gener-
alizability. Performance evaluation is conducted
using the corresponding validation sets of each
dataset.

Models. Our method represents a versatile ap-
proach that can be applied to different LLMs.
In our experiments, we evaluate its effectiveness
using state-of-the-art (SOTA) opensource mod-
els: Llama3-8B-Instruct (Grattafiori et al., 2024),
Llama-3.1-8B-Instruct (Meta, 2024), Qwen2-7B-
Instruct (Yang et al., 2024a), Qwen2.5-7B-Instruct
(Qwen, 2024), GLM-4-9B-Chat (Zeng et al.,
2024a).

Baselines. We evaluate our method to three strong
categories of baseline: 1) In-context Learning
method, including zero-shot CoT (Kojima et al.,
2023), few-shot CoT (Wei et al., 2023) and CoT
+ SC (Wang et al., 2023). 2) Tree-based method,
including ToT (Yao et al., 2023), RAP (Hao et al.,
2023), LiteSearch(Wang et al., 2024a), ReST-
MCTS* (Zhang et al., 2024a) 3) Synthesis meth-
ods, Self-Taught Reasoner (STaR) (Zelikman et al.,
2022).

Implementation Details. The MCTS rollouts and

supervised preference learning experiments are
conducted with a maximum of 8 x 100GB GPUs
(NVIDIA H20). For hyperparameter of MCTS roll-
outs, we set the discount factor v = 1.0, rollout
numbers n = 16, temperature set to 0.6, top p set
to 0.95, top k set to 40, and max tokens set to 1024.
To improve inference speed, we use VLLM ! as the
inference framework. For DPO learning, we use
Low-Rank Adaptation (LoRA) (Hu et al., 2021)
as our training method. We choose the learning
rates 5e-6 with a cosine learning rate scheduler.
The maximum sequence length of models is 1024.
And we train the model with a batch size of 64.
We follow the DPO paper to set the KL constraint
parameter 3 as 0.1.

5.2 Main Results

We first present the overall performance compari-
son of the four methods on both mathematic reason-
ing and commonsense reasoning tasks. As shown
in Table 1, In-context Learning methods serves
to boost the performance of the original LLMs
to some extent, given that these tasks require im-

1https: //github.com/vllm-project/v1llm.
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Figure 3: Results on test-time compute scaling.

proved step-by-step reasoning skills. Among these
methods, CoT + SC deliver more superior perfor-
mance as it effectively expand the solution space
for challenging reasoning tasks. Furthermore our
method exhibits the most substantial performance
improvements on relatively small language models.
For example, Qwen2.5-7B-instruct improved from
68.1 to 81.4, Llama-3.1-8B-Instruct from 66.9 to
75.6. These results underscore our approach’s po-
tential to efficiently guide LLMs in generating and
selecting optimal solutions.

Table 2: Evaluating the reasoning capabilities of our
method against top-performing tree-based methods and
synthesis methods.

MODEL SETTING GSMSK MATH
ToT 68.7 15.4
RAP 79.6 20.1
L * -
Llama3-8B ReST-MCTS 34.6
LiteSearch 81.9 31.5
STaR 79.8 34.1
ours 82.7 354
ToT 76.1 28.4
Llama3.1-8B RAP 82.9 34.6
STaR 83.2 38.7
ours 84.3 42.9

Furthermore, we compare our approach with
other tree-based reasoning methods and synthesis
methods on GSM8K and MATH. As shown in Ta-
ble 2, our method reveals superior performance and
impressive generalizability across diverse models
and datasets. Remarkably, as the complexity of
benchmarks increases, existing methods such as
ToT and RAP experience considerable challenges.
However, methods like STaR and LiteSearch show

performance comparable to ours on Llama3-8B-
Instruct, performance persist also on model like
Llama3.1-8B-Instruct. Consequently, our method
demonstrates a clear performance improvement
compared to other baselines.

5.3 Further Analysis

Test-Time Compute Scaling. To investigate the
potential and emerging trends of scaling with roll-
outs during inference time, we present the pass
rates of problem-solving by increasing rollouts
across three benchmarks of varying difficulty lev-
els. As shown in Figure 3, the increment in the
number of rollouts overall improves model perfor-
mance across different benchmarks, and degree of
these improvements varies based on the complex-
ity of the benchmark and the reasoning abilities
of the base model. The results above highlight
that our framework’s performance improves with
an increased number of rollouts during inference.
However, there are ceiling limitations reveals in the
mathematical task, which suggest that the abilities
of the base model in reasoning are essential to the
overall performance.

Ablation Study. We ablate the impact of atom
reasoning steps on our MCTS-based approach. Fig-
ure 4 shows performance comparisons across math-
ematic and commonsense reasoning tasks under
different settings. Our method, which focuses on
constructing reasoning paths through atom actions,
consistently outperforms both the base model and
the CoT counterpart. For example, we achieve
89.6% on ARC and 94.0% on SciQ, surpassing
84.6% and 89.9% of the CoT counterpart, and
76.3% and 78.4% of the base model. This result
indicates that atom actions significantly enhance
the reasoning capabilities of the model.
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Complexity Level Analysis. As shown in Table 3,
we showcase the results of Few-shot CoT, Few-shot
CoT+SC, and our method on the MATH dataset, as-
sessed across various levels of difficulty. Compared
to the first two methods, our approach improved
performance at all levels. Notably, at the more
difficult levels 4-5, our method exhibits an aver-
age improvement of 6.8% compared to Few-shot
CoT, while Few-shot CoT+SC shows only a 1.5%
improvement. This indicates that atom reasoning
steps, as a form of slow thinking, have the potential
to tackle more challenging problems and enhance
reasoning performance.

METHOD 1 2 3 4 5  AVERAGE
CoT 54.1 46.7 443 36.1 284 39.6
CoT+SC  58.7 50.1 483 384 29.0 44.1
ours 63.1 584 553 43.6 345 50.0

Table 3: Performance variations across different dif-
ficulty levels on MATH with Qwen2.5-7B-Instruct as
base model.

6 Conclusion

In this paper, we propose MCTS-enhanced self-
preference learning framework, utilizing MCTS
to generate high quality reasoning paths for DPO
training. MCTS balances quality exploitation and
diversity exploration to produce high-quality train-
ing data, efficiently pushing the ceiling perfor-
mance of the LLM on various reasoning tasks. Ad-
ditionally, the introduction of atom reasoning steps
and self-evaluation mechanism improves the relia-
bility and human-like quality of the model’s reason-
ing These results demonstrate the effectiveness and
efficiency of Atom Reasoner, offering a scalable

framework for developing large language models
capable of handling intricate reasoning tasks.

7 Limitations

We acknowledge that this work has several lim-
itations that require further exploration. First of
all, we optimize the entire reasoning path for DPO,
disregarding the optimization of each atomic step,
which may encounter longest common prefix (LCP)
gradient cancelation (Zhang et al., 2024¢). Further-
more, the preference datasets are collected ahead
of training and our method is purely offline, as 7y
cannot get feedback on its own generations over
training.This may lead to significant distribution
shift between the policy that generated the dataset
and the policy being aligned (Guo et al., 2024).

Ethics Statement

Our proposed method Atom Reasoner effectively
improves the ability of complex problems reason-
ing of LLMs without the need for larger models for
data distillation. Therefore, this process does not
entail additional risks.

We utilize a variety of open-source English
datasets for training, including MATH, GSMS8K,
ARC and SCIQ. And we utilize a variety of open-
source model for fintuning, including Qwen2.5-7B-
Instruct and so on. We acknowledge that there may
be inherent biases present within these datasets and
the model.
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A Example Appendix

This section provides templates used in our ex-
periments and some illustrative examples on each
dataset. As shown in the gray box below, We
insert few-shot examples and the input question
into the corresponding positions {examples} and
{instruction} in the prompt template. Here we
give the example of prompt template on mathe-
matic task:

You are an expert AI assistant with
advanced reasoning capabilities. Your
task is to provide detailed, step-by-step
explanations of your thought process. The
steps include:

1. Restate: Used to clarify the problem
and conditions.
2. Recollect: Used to list the basic

mathematical skills, theorems, or concepts
that may be needed to solve the problem.

3. Planning: Used to develop steps or
strategies to solve the problem.

4. Execution: Used "Planning"” results third
step to carry out specific calculations or
reasoning steps.
5. Conclusion:
answer in the format of "The answer is:

Used to give the final

Note:

1. The <planning> section must be concise
and summarized under subheadings, and it
should not exceed 5 points.

2. Each point in the <planning> section
being no more than 10 words.

3. The <execution> section must be carried
out according to the steps outlined in the
<planning> section.

4. The answer output in <conclude> must in
the Latex format.

Example:
{examples}

Instruction:
{instruction}

Response:

The mathematic question which will be inserted
into the {instruction} section is provided below
as follows:

Question: How many vertical asymptotes does

the graph of y = ﬁ have?
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We present the detailed thought process of math-
ematic reasoning task as follows:

<restate>

The problem is to determine the number
of vertical asymptotes of the function
y = ;7f%:5. To find the vertical
asymptotes, we need to identify the values
of x that make the denominator zero, as
these values will cause the function to
approach infinity or negative infinity.
</restate>

<recollect>
1. **Factoring Quadratic Expressionsxx*
Factoring a quadratic expression involves

expressing it as a product of two binomials.

For the quadratic z? +x — 6, we look for
two numbers that multiply to —6 and add up
to 1.

2. **xSetting Factors Equal to Zeroxx
Once the quadratic expression is factored,
setting each factor equal to zero helps
us find the roots of the equation. These
roots are the values of =z that make the
denominator zero.

3. **Vertical Asymptotes*xx* A vertical
asymptote occurs where the function
approaches infinity or negative infinity as
x approaches a certain value. These values
are found by solving the equation obtained
by setting the denominator equal to zero.
</recollect>

<planning>

1. Factor the
z2 +z — 6.

2. Set each factor equal to zero and solve
for z.

3. Determine the number of
asymptotes based on the solutions.
</planning>

quadratic expression

vertical

<execution>
1. Factor the quadratic expression 22 4z—6:

> 4+z—6=(z+3)(x—2)

2. Set each factor equal to zero and solve
for z:

z+3=0 or z—2=0
Solving these equations gives:
r=—-3 or xz=2

</execution>

<Conclusion>
The answer is 2.
</Conclusion>

Terrestrial ecosystems, also known for
their diversity, are grouped into large
categories called what?: Choices: (A)

bisomes (B) substrates

monomes

(C) biomes (D)

We illustrate the detailed thought process of com-
monsense reasoning task as follows:

<restate>
The problem asks for the term used to

categorize large groups of terrestrial
ecosystems. We need to identify which of
the given options correctly describes these
categories.

</restate>

<recollect>

1. **xDefinition of Biomes**: Biomes
are large ecological areas with
distinct climates and organisms. 2.
*xCharacteristics of Ecosystems**:
Ecosystems are characterized by their

plant and animal life and environmental
conditions.

3. *xEcological Classificationx*:
Different levels of ecological
classification exist, often using terms
like "biomes," "ecosystems,” etc.
</recollect>

<planning>

1. Understand the definition of a biome.

2. Review the characteristics of options A,
B, and D.

3. Compare the definitions with what is
known about ecosystems.

4. Identify any examples that fit the
context.

5e Conclude based on
reviewed.

</planning>

the definitions

<execution>

1. A biome refers to a large community of
plants and animals that occupies a distinct
region defined by climate and vegetation.

2. The definitions of options: A)
*xbisomes** - not a recognized term; B)
*xsubstrates**x - refers to surfaces or
materials; C) **biomes*x - recognized

ecological classifications; D) *xmonomes**
- not a recognized ecological term.

3. Since "biomes” is the term that
comprehensively fits the description of
large categories of ecosystems.

4. Examples (like forests or deserts)
further confirm that they are categorized
as biomes.

5. The other options do not apply to
terrestrial ecosystems.

</execution>

<Conclusion>
The answer is: C.
</Conclusion>

We show the commonsense question is provided
below:
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