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Abstract

In Large Language Models (LLMs), there001
have been consistent advancements in task-002
specific performance, largely influenced by ef-003
fective prompt design. Recent advancements004
in prompting have enhanced reasoning in logic-005
intensive tasks for LLMs, yet the nuanced006
understanding abilities of these models, cru-007
cial for processing and interpreting complex008
information, remain underexplored. In this009
study, we introduce Metacognitive Prompting010
(MP), a strategy inspired by human introspec-011
tive reasoning processes. Using MP, LLMs012
undergo a systematic series of structured, self-013
aware evaluations, drawing on both their vast014
inherent knowledge and new insights. We015
conduct extensive experiments on four preva-016
lent LLMs: Llama2, PaLM2, GPT-3.5, and017
GPT-4, across ten natural language understand-018
ing (NLU) datasets from GLUE, SuperGLUE,019
BLUE, and LexGLUE benchmarks. Addition-020
ally, we compare our method with chain-of-021
thought prompting and its advanced versions.022
The results show that GPT-4 consistently ex-023
cels across all tasks, while other models have024
shown significant progress in some tasks when025
used in conjunction with MP. Furthermore, MP026
consistently outperforms existing prompting027
methods in both general and domain-specific028
NLU tasks. This study underscores the poten-029
tial to amplify the understanding abilities of030
LLMs and highlights the benefits of mirroring031
human introspective reasoning in NLU tasks.032

1 Introduction033

Large Language Models (LLMs) have made signif-034

icant advancements in natural language processing035

(NLP) in recent years (Min et al., 2021; Zhao et al.,036

2023; Wang et al., 2023b). However, as these mod-037

els progress, simply increasing their scale does not038

necessarily enhance their understanding and rea-039

soning capabilities (Rae et al., 2021). Delving into040

the intricacies of prompt design has emerged as a041

promising approach; it not only rivals the benefits042

of extensive fine-tuning but also offers clear advan- 043

tages in sample efficiency (Liu et al., 2023; Kojima 044

et al., 2022). 045

Many research efforts have extensively explored 046

prompt design, particularly emphasizing the use 047

of Chain-of-Thought (CoT) (Wei et al., 2022) ap- 048

proaches to advance intermediate reasoning steps. 049

This led to variants such as Least-to-Most (Zhou 050

et al., 2022), Self-consistency (Wang et al., 2022a), 051

and Tree-of-Thoughts (ToT) (Yao et al., 2023) tech- 052

niques. These strategies are effective in designated 053

contexts where the main objective centers around 054

enhancing explicit reasoning capacities in areas like 055

arithmetic, commonsense, and symbolic reasoning, 056

guiding LLMs through a logical progression of 057

thought. However, their effectiveness in deepen- 058

ing understanding is limited, as reasoning involves 059

methodically connecting concepts, whereas under- 060

standing requires grasping underlying semantics 061

and broader contextual meanings. 062
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Figure 1: Alignment between human metacognitive
processes and the stages of MP in LLMs.

To bridge the gap in enhancing LLMs’ under- 063

standing abilities, crucial for solving complex tasks, 064

we propose Metacognitive Prompting (MP). This 065

method is informed by the concept of metacogni- 066

tion, often defined as ‘thinking about thinking’. 067
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Derived from cognitive psychology, metacogni-068

tion relates to an individual’s awareness and self-069

reflection on their cognitive processes. Our ap-070

proach integrates key aspects of human metacogni-071

tive processes into LLMs. Figure 1 shows the par-072

allels between human metacognitive stages and the073

operational steps of our method in LLMs. Rather074

than concentrating solely on the mechanics of075

“how” a response is produced, this method delves076

deeper into the rationale or “why” behind it. The077

method proceeds as follows: 1) the LLM interprets078

the provided text, a phase reminiscent of human079

comprehension; 2) the model then forms an initial080

judgment, mirroring the stage in which humans081

generate judgments based on information; 3) the082

LLM subjects its preliminary inference to critical083

evaluation, a step aligned with the self-reflection084

that humans engage in during cognitive processes;085

4) after this introspective assessment, the model086

finalizes its decision and elucidates its reasoning,087

similar to human decision-making and rationaliza-088

tion; 5) finally, the LLM gauges its confidence089

in the outcomes, reflecting how humans evaluate090

the credibility of their judgments and explanations.091

This paradigm elevates the model’s function be-092

yond simple systematic reasoning, compelling it to093

participate in introspective evaluations that deter-094

mine the depth and relevance of its responses.095

We conducted experiments on ten NLU datasets096

from GLUE (Wang et al., 2019b), Super-097

GLUE (Wang et al., 2019a), BLUE (Peng et al.,098

2019), and LexGLUE (Chalkidis et al., 2022)099

benchmarks using several leading LLMs, including100

Llama2 (Touvron et al., 2023), PaLM2 (Anil et al.,101

2023), GPT-3.5, and GPT-4 (OpenAI, 2023). Our102

empirical evaluations underscore the superiority of103

MP over existing prompting strategies, including104

CoT and its variants. This work emphasizes the105

importance of incorporating human-inspired intro-106

spective reasoning into LLMs, shedding light on an107

approach that deepens their understanding abilities.108

In summary, our contributions are threefold:109

(1) We introduce metacognitive prompting, a110

novel prompting strategy for LLMs, inspired111

by human introspective reasoning. This ap-112

proach formalizes the self-aware evaluation113

process within LLMs, highlighting the shift114

from mere task execution to more profound115

comprehension.116

(2) Our comprehensive experiments on ten NLU117

datasets reveal that MP outperforms CoT and118

its variants in both zero-shot and few-shot 119

learning settings. This underscores MP’s ef- 120

fectiveness in enhancing the understanding 121

abilities of LLMs. 122

(3) Through manual error and confidence analy- 123

sis, we highlight specific understanding chal- 124

lenges in LLMs. We also illustrate future di- 125

rections for incorporating human-inspired in- 126

trospection into LLM comprehension, thereby 127

contributing to enhanced model reliability. 128

2 Related Work 129

Our proposal for metacognitive prompting is in- 130

formed by several foundational trajectories: the 131

evolving paradigms of prompting within LLMs, ad- 132

vancements in NLU in the broader NLP domain, 133

and the intricate interplay between cognitive pro- 134

cesses and NLU dynamics. 135

2.1 Prompting Techniques in LLMs 136

Prompts are crucial for harnessing the vast capa- 137

bilities of LLMs, guiding them to generate accu- 138

rate outputs or perform specific tasks. Current re- 139

search primarily focuses on enhancing the reason- 140

ing abilities of LLMs. Representative approaches 141

include CoT (Wei et al., 2022) and its variants 142

like self-consistency (Wang et al., 2022a), Least- 143

to-Most (Zhou et al., 2022), ToT (Yao et al., 2023), 144

and Plan-and-Solve prompting (Wang et al., 2023a). 145

Additional methods are detailed in (Qiao et al., 146

2022). However, there still exists a significant 147

gap in developing effective prompts to enhance 148

NLU within LLMs. Inspired by human cognitive 149

processes, we introduce MP, an approach that not 150

only aims to bridge the understanding gap but also 151

enhances deeper comprehension and reliability in 152

model outputs. 153

2.2 Natural Language Understanding in NLP 154

NLU is a fundamental aspect of NLP, empha- 155

sizing a model’s capacity to grasp the semantics 156

and nuances of human language. Its applications 157

span diverse domains such as question answer- 158

ing (QA) (Namazifar et al., 2021), text classifi- 159

cation (Wang et al., 2022b), and natural language 160

inference (NLI) (Nie et al., 2020), as well as com- 161

mercial tools like chatbots (Ait-Mlouk and Jiang, 162

2020), voice assistants (Bellegarda, 2013), and 163

machine translation. While LLMs have gained 164

remarkable attention recently, with increased ef- 165

forts dedicated to expanding NLU boundaries, the 166
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Question: For the question pair, Question 1: “What are the most beautiful beaches in the world?” and Question 2: 

“What is the most beautiful beach?”, determine if the two questions are paraphrases of each other. 

Clarify your understanding of both questions.

Make a preliminary identification of similarity 

based on subject matter, context, and semantic 

contents.

Critically assess your preliminary analysis. If you 

are unsure about the initial assessment of the 

questions being paraphrases, try to reassess it. 

Evaluate your confidence (0 – 100%) in your 

analysis and provide an explanation for this 

confidence level.

Confirm your final decision on whether the 

questions are paraphrases or not and provide the 

reasoning for your decision. 

I understand that both questions are asking about the 

most beautiful beaches in the world.

Both questions seem to ask about the beauty of 

beaches, but Question 1 refers to multiple beaches 

while Question 2 asks about a single beach.

Upon reassessment, although Question 1 asks about 

multiple beaches and Question 2 about one, they are 

essentially similar and hence considered paraphrases.

I am 95% confident in my analysis. The change of 

judgment is based on the reassessment of the key 

information both questions seek.

The paraphrase status is paraphrase. Despite a 

difference in quantity, both questions fundamentally 

seek the same type of information.
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Figure 2: Our proposed method, metacognitive prompting, emulates critical steps of human metacognition, consist-
ing of five stages: 1) understanding the input text, 2) making a preliminary judgment, 3) critically evaluating this
preliminary analysis, 4) reaching a final decision accompanied by an explanation of the reasoning, and 5) evaluating
the confidence level in the entire process. By reflecting on human self-assessment, these stages guide the LLM,
aiding in more accurate text interpretation and facilitating better judgment formation. The diagram features three
columns, from left to right, representing the high-level metacognitive stages, specific metacognitive prompts fed
into the LLM, and the LLM’s corresponding outputs. Prompts in the middle column are collectively fed into the
LLM as a single input during the experiments. The figure illustrates a sample question chosen from the Quora
Question Pair (QQP) dataset in the GLUE benchmark.

primary research emphasis has been on their rea-167

soning abilities (Huang and Chang, 2022), ethical168

use (Weidinger et al., 2021; Zhuo et al., 2023), and169

broad applications (Zhao et al., 2021; Surameery170

and Shakor, 2023; Wang et al., 2023c). However,171

the inherent NLU competencies of LLMs have re-172

mained relatively inadequately explored. To ad-173

dress this gap, our study delves into the understand-174

ing abilities of various LLMs, employing effective175

prompting techniques.176

2.3 Cognitive Processes in NLU177

The interplay between cognitive processes and178

NLU has always been a central consideration in179

computational linguistics (Periñán Pascual and Ar-180

cas Túnez, 2007; Hausser and Hausser, 2001). Cog-181

nitive processes, which encompass areas like at-182

tention, memory, reasoning, and problem-solving,183

govern how humans understand, produce, and en-184

gage with language in diverse scenarios. These185

processes heavily influence our linguistic abili-186

ties (Allen, 1995; Cambria and White, 2014). In the187

domain of NLU, incorporating cognitive insights 188

may offer improvements in model comprehension. 189

Recognizing this intrinsic connection, our work is 190

inspired to employ a metacognition-based prompt- 191

ing technique, a method rooted in higher-order 192

cognition that reflects on thinking and decision- 193

making, to bolster the understanding capabilities of 194

LLMs, thereby harmonizing traditional modeling 195

techniques with cognitive nuances. 196

3 Metacognitive Prompting 197

In the complex terrain of human cognition, our abil- 198

ity to introspect and regulate our thinking processes 199

stands as a keystone for intricate problem-solving 200

and decision-making. This high-level cognition un- 201

derlies our proficiency in breaking down abstract 202

concepts, critically evaluating scenarios, and fine- 203

tuning our reasoning. The primary aim of this work 204

is to equip LLMs with a process that simulates the 205

self-reflective cognitive process. In doing so, we 206

aim to improve LLMs’ capabilities in interpreting 207
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and responding to NLU tasks.208

We propose MP, which instills critical elements209

of human metacognition into LLMs. This approach210

involves five distinct stages: 1) the LLM begins211

by deciphering the input text to comprehend its212

context and meaning, mirroring the initial compre-213

hension stage in human thought; 2) it then forms214

a preliminary interpretation of the text, a step that215

reflects judgment formation in humans; 3) subse-216

quently, the LLM critically evaluates this initial217

judgment for accuracy, akin to the self-scrutiny hu-218

mans apply during problem-solving; 4) after this219

evaluation, the LLM finalizes its decision and of-220

fers an explanation for its reasoning, aligning with221

the decision-making and rationalization phase in222

human cognition; 5) ultimately, the LLM assesses223

its confidence in the outcome of the entire process,224

similar to how humans gauge the certainty of their225

decisions and explanations. Figure 2 provides a226

schematic representation of our MP. It outlines the227

five sequential metacognitive stages, the specific228

prompts directed at the LLM, and corresponding229

model outputs.230

In essence, MP introduces a structured approach231

that enables LLMs to process tasks, enhancing232

their contextual awareness and introspection in re-233

sponses. By systematically guiding models through234

stages that emulate human cognitive processes, this235

method offers a fresh perspective on addressing236

complex natural language tasks. It reshapes our per-237

ception and utilization of LLMs’ capabilities, usher-238

ing in a paradigm where models not only grasp the239

intricacies of given tasks but also critically evaluate240

and adjust their responses. This approach estab-241

lishes a foundation for more effective and reliable242

interactions between users and LLMs, particularly243

benefiting those with limited LLM expertise, as244

it simplifies complex linguistic and cognitive pro-245

cesses into more manageable forms. Sample MP246

templates and exemplars are shown in Appendix A.247

4 Experiments248

We conduct experiments on ten diverse NLU249

datasets selected from GLUE (Wang et al., 2019b),250

SuperGLUE (Wang et al., 2019a), BLUE (Peng251

et al., 2019), and LexGLUE (Chalkidis et al., 2022)252

benchmarks. We evaluate the impact of MP in253

comparison with CoT and its variants, across four254

leading LLMs. We report the best result after mul-255

tiple experimental iterations.256

4.1 Datasets 257

For our experiments, we use a broad set 258

of datasets from the GLUE, SuperGLUE, 259

BLUE, and LexGLUE benchmarks, encompass- 260

ing both general NLU and domain-specific 261

datasets in biomedicine and law. In general 262

NLU, our selections include question paraphrase 263

(QQP (Shankar et al., 2017)), question-answer 264

entailment (QNLI (Rajpurkar et al., 2016)), QA 265

(BoolQ (Clark et al., 2019)), and word sense disam- 266

biguation (WiC (Pilehvar and Camacho-Collados, 267

2019)). For biomedical NLU, we select named en- 268

tity recognition (BC5CDR-chem (Li et al., 2016)), 269

relation extraction (DDI (Segura-Bedmar et al., 270

2013)), and NLI (MedNLI (Romanov and Shiv- 271

ade, 2018)). For legal NLU, we opt for multi- 272

label text classification (EUR-LEX (Chalkidis et al., 273

2021), UNFAIR-ToS (Lippi et al., 2019)) and multi- 274

class text classification (LEDGAR (Tuggener et al., 275

2020)). These datasets pose diverse challenges to 276

the understanding abilities of LLMs. Given the con- 277

straints of API costs, we randomly select 600 exam- 278

ples from the validation set of each dataset. Table 1 279

provides an overview of the tasks and datasets. 280

4.2 Prompts 281

Our proposed MP is adaptable to both zero-shot 282

and 5-shot settings. For each setting, we consider 283

the following prompting baselines: (1) Zero-shot 284

CoT (Kojima et al., 2022), which adds “Let’s think 285

step by step” to a basic query, and Plan-and-Solve 286

(PS) prompting (Wang et al., 2023a), which ap- 287

pends “Let’s first understand the problem and de- 288

vise a plan to solve the problem. Then, let’s carry 289

out the plan and solve the problem step by step” 290

to the end of a question, are included as zero-shot 291

baselines. (2) Manual-CoT (Wei et al., 2022) and 292

self-consistency with CoT (CoT-SC) (Wang et al., 293

2022a), the latter of which takes majority vote from 294

10 CoT samples, are considered as few-shot base- 295

lines. Exemplars for each dataset are hand-crafted. 296

4.3 Large Language Models 297

In our evaluation, we consider four popular LLMs: 298

the open-source model Llama-2-13b-chat (Touvron 299

et al., 2023) and the closed-source models PaLM- 300

bison-chat (Anil et al., 2023), GPT-3.5-turbo, and 301

GPT-4 (OpenAI, 2023). Each model is employed 302

using its corresponding API key. For all meth- 303

ods, we apply greedy decoding (i.e., temperature = 304

0) for response generation, except when applying 305
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Table 1: Overview of NLU datasets belong evaluated. WSD stands for word sense disambiguation, NER for
named entity recognition, RE for relation extraction, MLC for multi-label classification, and MCC for multi-class
classification. Acc., µ-F1 and m-F1 represent accuracy, micro-F1 and macro-F1, respectively.

Source Benchmark Dataset Task # Classes Metrics Domain

GLUE QQP Paraphrase 2 (paraphrase or not) acc./F1 Social QA
QNLI QA/NLI 2 (entailment or not) acc. Wikipedia

SuperGLUE BoolQ QA 2 (yes/no) acc. Wikipedia, Google queries
WiC WSD 2 (True/False) acc. WordNet, Wiktionary, etc.

BLUE
BC5CDR-chem NER 3 (BIO tags) µ-F1 Biochemistry

DDI RE 4 (Advice, Effect, etc.) m-F1 Biochemistry
MedNLI NLI 3 (ECN relations) acc. Clinical practice

LexGLUE
EUR-LEX MLC 100 (EuroVoc concepts) µ-F1/m-F1 EU Law
LEDGAR MCC 100 (contract provisions) µ-F1/m-F1 Contracts

UNFAIR-ToS MLC 8 + 1 (unfair terms) µ-F1/m-F1 Contracts

CoT-SC (temperature = 0.7). Furthermore, we uti-306

lize zero-shot and 5-shot settings for each model,307

with exemplars for the 5-shot setting randomly se-308

lected from the training set. Each dataset has its309

unique set of exemplars, and the answers for these310

exemplars are obtained through human annotation.311

5 Results312

In our empirical evaluations, we compare perfor-313

mance across all datasets and models, considering314

the various prompting methods used. We also inves-315

tigate the efficacy of different prompting strategies,316

analyze errors associated with MP, and examine317

the relationship between confidence scores and pre-318

dictive performance when MP is applied.319

5.1 Overall Performance Comparison320

Table 2 presents a comprehensive performance321

comparison of our method against established zero-322

shot and few-shot methods on four LLMs across323

ten varied NLU datasets. Generally, 5-shot learn-324

ing outperforms zero-shot learning across models,325

except for EUR-LEX and LEDGAR. The latter’s326

performance dip may be attributable to their high-327

class counts and the limited example demonstra-328

tions, which can skew the models toward a narrow329

label set. Particularly, zero-shot MP outperforms330

M-CoT in some instances, suggesting that reduced331

manual effort can still effectively elicit deep un-332

derstanding in LLMs, potentially inspiring the de-333

velopment of more efficient prompting methods.334

Furthermore, GPT-4 stands out, consistently scor-335

ing highest on all datasets by a significant margin.336

For zero-shot prompting, LLMs exhibit notably im-337

proved performance with MP, particularly for legal338

NLU tasks like EUR-LEX. Specifically, MP boosts339

µ-F1 by 15.0% to 26.9% over CoT and by 9.2% to 340

16.9% over PS on the EHR-LEX dataset. A similar 341

trend is seen with 5-shot methods; for instance, on 342

the same dataset, M-MP enhances µ-F1 by 10.6% 343

to 19.4% over M-CoT and by 5.9% to 13.0% over 344

CoT-SC. Overall, integrating MP yields substantial 345

benefits for domain-specific NLU datasets in the 346

fields of biomedicine and law across all models. It 347

also provides a moderate yet consistent improve- 348

ment in general NLU tasks. 349

5.2 Prompting Strategy Comparison 350

We evaluate the performance of different prompt- 351

ing strategies under zero-shot and 5-shot learning 352

settings across all models and datasets. 353
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Figure 3: Comparison of average performance for all
prompting methods in both zero-shot and 5-shot learn-
ing scenarios across four LLMs. Performance metrics
are averaged over all datasets, treating each dataset and
metric with equal significance and assuming direct com-
parability. MP consistently surpasses other methods.
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Table 2: Performance comparison of four LLMs across ten NLU datasets. The best results for the 5-shot setting
(5S) are boldfaced, and for the zero-shot setting (0S), underlined. M-CoT and M-MP indicate manually-designed
demonstrations in the 5-shot setting. GPT-4 consistently outperforms other models across all NLU datasets. MP
notably surpasses other prompting baselines in the majority of tasks.

Method
Dataset

QQP QNLI BoolQ WiC BC5CDR-chem DDI MedNLI EUR-LEX LEDGAR UNFAIR-ToS
acc./F1 acc. acc. acc. µ-F1 m-F1 acc. µ-F1/m-F1 µ-F1/m-F1 µ-F1/m-F1

Llama2 (0S, CoT) 84.5/79.5 89.5 81.9 75.2 94.2 70.5 58.3 25.6/14.5 60.8/47.6 43.9/26.7
Llama2 (0S, PS) 85.6/80.8 89.9 83.1 76.0 95.6 72.0 59.1 27.8/16.9 61.4/48.1 46.1/28.4
Llama2 (0S, MP) 86.9/82.1 90.4 86.3 78.8 96.0 74.3 62.8 32.5/21.4 63.8/50.5 50.2/31.6
PaLM2 (0S, CoT) 85.4/80.6 89.9 88.1 76.4 94.5 70.9 61.1 24.8/13.1 63.9/49.1 46.2/29.1
PaLM2 (0S, PS) 85.2/80.3 89.5 89.5 77.1 94.9 72.8 60.9 26.1/14.8 65.0/52.7 47.4/30.8
PaLM2 (0S, MP) 86.2/81.9 90.8 90.5 78.8 96.2 74.0 63.3 29.3/16.5 67.6/54.8 52.5/33.7
GPT-3.5 (0S, CoT) 84.9/79.9 90.3 84.8 76.9 93.9 63.9 70.6 31.9/20.7 68.1/57.6 50.4/33.2
GPT-3.5 (0S, PS) 84.7/80.6 90.8 85.0 76.6 94.2 66.1 72.3 33.6/21.8 68.9/58.3 52.3/34.8
GPT-3.5 (0S, MP) 86.1/81.5 92.3 87.7 78.4 94.8 70.7 76.4 36.7/23.5 70.2/59.8 56.7/38.1
GPT-4 (0S, CoT) 88.9/84.7 95.0 90.4 82.0 97.3 72.1 78.2 37.4/24.8 73.6/59.4 54.7/38.5
GPT-4 (0S, PS) 89.4/85.3 96.2 90.7 82.4 97.6 73.5 79.8 39.6/27.1 75.4/60.7 58.3/41.7
GPT-4 (0S, MP) 89.9/86.2 97.1 91.4 83.6 98.5 74.7 81.1 43.8/29.9 78.1/62.8 64.0/45.3

Llama2 (5S, M-CoT) 85.2/80.2 90.1 82.8 76.5 94.9 73.8 61.2 23.3/12.7 54.7/43.3 52.8/35.6
Llama2 (5S, CoT-SC) 86.1/80.9 90.8 84.2 76.9 95.3 76.2 63.5 24.6/14.7 55.6/44.8 55.6/37.9
Llama2 (5S, M-MP) 88.1/83.2 91.6 87.4 79.5 96.6 77.3 64.7 27.8/15.9 58.2/46.6 59.7/41.2
PaLM2 (5S, M-CoT) 85.8/81.3 90.9 89.2 77.7 95.1 73.1 63.3 22.8/12.0 57.5/45.2 57.4/31.9
PaLM2 (5S, CoT-SC) 86.9/81.7 91.7 90.9 78.2 96.4 75.4 63.8 23.9/13.8 57.9/45.7 60.2/34.6
PaLM2 (5S, M-MP) 87.9/82.5 93.8 90.9 79.6 96.2 75.2 65.1 26.7/15.4 59.3/47.3 65.4/38.8
GPT-3.5 (5S, M-CoT) 85.1/80.2 91.2 86.7 77.4 94.7 67.8 74.3 29.3/19.5 61.7/50.1 62.3/45.1
GPT-3.5 (5S, CoT-SC) 86.1/81.7 91.4 88.3 78.8 95.7 70.1 76.5 30.6/19.8 63.0/51.4 65.7/47.2
GPT-3.5 (5S, M-MP) 86.4/81.9 93.1 89.7 79.1 96.6 71.6 78.1 32.4/20.7 64.9/53.7 69.1/50.1
GPT-4 (5S, M-CoT) 89.5/85.6 95.8 90.8 82.3 97.9 74.6 80.1 35.3/22.6 66.4/57.2 69.2/50.3
GPT-4 (5S, CoT-SC) 90.1/86.7 96.8 91.6 83.4 98.9 76.9 80.5 37.6/24.4 68.2/58.4 72.8/54.1
GPT-4 (5S, M-MP) 91.3/88.2 98.9 92.0 84.3 99.4 80.8 82.4 40.1/28.8 70.3/59.9 75.6/55.8

In the model-level comparison, Figure 3 presents354

an aggregated view of the performance of each355

prompting method across all datasets for each356

model (top for zero-shot and bottom for 5-shot),357

assuming that datasets and evaluation metrics are358

equally significant and directly comparable. For the359

zero-shot learning setting, MP emerges as superior,360

illustrating a relative performance boost ranging361

from 4.8% to 6.4% over CoT and 2.8% to 4.1%362

over PS. Similarly, M-MP shows an average per-363

formance improvement from 4.5% to 6.0% over364

M-CoT and 2.2% to 3.5% over CoT-SC in the 5-365

shot learning setting. This enhanced performance366

can be attributed to the unique introspective strat-367

egy of MP, which facilitates a deeper understand-368

ing of tasks by prompting the model to critically369

evaluate, revisit its initial judgments, and refine370

its responses. When we shift focus to a data-level371

comparison, considering zero-shot learning results372

as an example, Table 3 provides an average per-373

formance over four LLMs for each dataset. The374

critical reassessment capabilities of MP particularly375

stand out in datasets like MedNLI, UNFAIR-ToS,376

and EUR-LEX, leading to marked improvements 377

of 4.3%, 9.6%, and 12.4% over PS (enhanced ver- 378

sion of zero-shot CoT), respectively. The consistent 379

outstanding performance of MP underscores its po- 380

tential in tasks demanding precision, discernment, 381

and a comprehensive semantic grasp. Meanwhile, 382

the self-assessment and iterative refinement embed- 383

ded in MP give it an advantage in tasks requiring 384

nuanced understanding and contextual depth. 385

5.3 Error Analysis 386

MP has consistently demonstrated proficiency 387

across a range of NLU tasks. However, upon 388

manual inspection of its incorrect predictions, we 389

identify two primary error types across all tasks 390

(10 datasets) specifically associated with MP. First, 391

‘Overthinking errors’ (68.3%) are notably evident 392

in straightforward datasets like QQP and BoolQ. 393

In these situations, MP tends to over-complicate 394

the task, diverging from the correct solution. Con- 395

versely, ‘Overcorrection errors’ (31.7%) predom- 396

inantly appear in tasks demanding nuanced inter- 397

pretation, such as WiC and DDI. This type of er- 398
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Table 3: Comparison of average performance for zero-
shot prompting methods across datasets. Performance
metrics are averaged over all models. MP consistently
achieves superior performance across all NLU tasks.

Dataset CoT PS MP

QQP (acc./F1) 85.9/81.2 86.2/81.7 87.3/82.9
QNLI (acc.) 91.2 91.6 92.6
BoolQ (acc.) 86.3 87.1 89.0
WiC (acc.) 77.6 78.0 79.9
BC5CDR-chem (µ-F1) 95.0 95.6 96.4
DDI (m-F1) 69.4 71.1 73.4
MedNLI (acc.) 67.1 68.0 70.9
EUR-LEX (µ-F1/m-F1) 29.9/18.3 31.8/20.2 35.6/22.8
LEDGAR (µ-F1/m-F1) 66.6/53.4 67.7/54.9 69.9/57.0
UNFAIR-ToS (µ-F1/m-F1) 48.8/31.9 51.0/33.9 55.8/37.2

ror appears obvious in the critical reassessment399

stage of MP, which strays excessively from an ini-400

tially accurate interpretation. Figure 4 shows ex-401

amples of both error types from the WiC dataset.402

In addition, we observe distinct error patterns in403

domain-specific tasks. In biomedical NLU tasks404

(3 datasets), MP predominantly encounters errors405

including ‘Terminological misalignments’ (48.6%),406

where the model inaccurately interprets specialized407

medical terms, and ‘Clinical inference discrepan-408

cies’ (51.4%), where the depth and interconnec-409

tions of clinical data are not fully comprehended or410

are misapplied. In legal NLU tasks (3 datasets), the411

errors are often characterized as ‘Statutory inter-412

pretation errors’ (52.2%), reflecting challenges in413

deciphering the complex language and context of414

legal documents, and ‘Jurisprudential analysis de-415

viations’ (47.8%), where the model diverges from416

accepted legal reasoning or misinterprets legal prin-417

ciples and precedents. Numbers in parentheses418

represent the approximate distributions of major419

error types within the subgroup. These error types,420

unique to the specific demands of biomedicine and421

law, highlight the need for tailored adjustments in422

MP’s further application to these fields.423

5.4 Confidence Analysis424

Assessing confidence and uncertainty within the425

MP framework is instrumental in gauging the re-426

liability of predictions, particularly when models427

articulate their confidence levels. In our analysis,428

each model operating with MP is evaluated based429

on its verbalized confidence for every prediction430

across the datasets. Scores above 75% are classified431

as high confidence; any value below this threshold432

is considered low confidence. To illuminate this433

correlation, we employ a tailored confusion ma-434

Error Type 1: Overthinking
Question:

In two sentences, sentence 1: “Excite the neurons.” 

sentence 2: “The fireworks which opened the festivities 

excited anyone present.”, both contain the target word 

“excite”. Determine if the target word is used with the 

same meaning in both sentences. [MP Instructions]

MP Initial Response (Stage 2):

The target word has the same meaning: False.

MP Final Response (Stage 4 & 5):

The target word has the same meaning: True. Upon re-

evaluation, model hypothesized that both contexts hint 

at triggering a reaction, either biological or emotional, 

leading to the conclusion of similarity. Confidence in 

this revised analysis is 90%.

(a) Overthinking error in model response with MP.
Error Type 2: Overcorrection
Question:

In two sentences, sentence 1: “The very easiness of the 

deed held her back.” sentence 2: “There was an easiness 

between them.”, both contain the target word 

“easiness”. Determine if the target word is used with 

the same meaning in both sentences. [MP Instructions]

MP Initial Response (Stage 2):

The target word has the same meaning: False.

MP Final Response (Stage 4 & 5):

The target word has the same meaning: True. Upon re-

evaluation, ‘easiness’ in both sentences pertains to 

emotional states—implying simplicity-induced 

hesitation in the first and emotional harmony in the 

second. Confidence in this revised analysis is 85%.

(b) Overcorrection error in model response with MP.

Figure 4: Two major error types with MP: overthinking
(excessive analysis) and overcorrection (excessive ad-
justment). Example questions are from the WiC dataset.

trix uniquely adapted for this study. Within this 435

matrix, the standard terminologies of ‘True Posi- 436

tive’, ‘False Positive’, ‘True Negative’, and ‘False 437

Negative’ are redefined as follows: 438

True Positive (TP): Represents instances where 439

the model, using MP, expressed high confidence 440

and produced a correct answer. These account for 441

55.6%. 442

False Positives (FP): Denotes cases where the 443

model exhibited high confidence but gave an in- 444

correct prediction. These amount to 32.5%. 445

True Negatives (TN): Refers to instances where 446

the model signaled low confidence and its response 447

was indeed incorrect. These stand at 6.8%. 448

False Negatives (FN): Highlights cases where the 449

model indicated low confidence but, surprisingly, 450

delivered a correct answer. These tally to 5.1%. 451

These metrics are aggregated across all mod- 452

els and datasets and then averaged to provide a 453
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High Confidence Low Confidence

Correct

Incorrect

55.6% 5.1%

32.5% 6.8%

Figure 5: The relationship between correctness and
confidence levels under MP, averaged over all datasets
and models.

holistic overview of the interplay between model454

confidence using MP and prediction accuracy. As455

depicted in Figure 5, MP typically offers an accu-456

rate reflection of its own performance, as evidenced457

by the high TP rate. The relatively low TN rate un-458

derscores its reliable self-assessment, suggesting459

that when MP has low confidence, it is predomi-460

nantly correct about its inaccuracy. However, the461

considerable FP rate indicates that, while MP is462

usually right when confident, it sometimes makes463

mistakes despite its high confidence. Moreover, the464

FN rate identifies areas where MP might improve465

its self-awareness, as there are moments when it466

might underestimate its accuracy. In summary, the467

high TP rate and low FN values underscore MP’s468

self-awareness, but the FP and TN values point to469

potential improvements. Addressing these areas470

by emphasizing confidence calibration in future it-471

erations of MP could better align its introspective472

evaluations with its actual performance abilities.473

6 Limitations474

While our proposed MP demonstrates potential475

by integrating introspective features reminiscent476

of human cognition into LLMs to enhance their477

understanding capacities, our study does have its478

limitations. First, designing the prompts requires479

manual effort to guide the LLMs through metacog-480

nitive processes. Second, we evaluate the effec-481

tiveness of MP using a selection of datasets and482

models, which may limit the broader applicability483

of our findings. Furthermore, although the ver-484

balized confidence of LLMs offers a window into485

their perceived certainty levels, it might not serve486

as the definitive method for comprehensively gaug- 487

ing their true confidence. A hybrid approach, such 488

as combining verbalization with self-consistency 489

checks, could offer a more robust method for confi- 490

dence calibration. Additionally, our study does not 491

extensively address vital ethical and legal concerns, 492

such as potential biases, privacy implications, and 493

fairness challenges. Future research on MP will 494

address these dimensions to ensure the responsible 495

and holistic application of LLMs in different areas. 496

7 Discussion 497

In this study, we present MP to infuse introspective 498

features that mirror human cognition into LLMs. 499

The MP process involves five distinct stages: it 500

starts by comprehending the input text, then moves 501

to formulate an initial judgment. Next, it critically 502

reevaluates this initial impression, settles on a de- 503

cision while explaining its rationale, and finally 504

gauges its confidence in the decisions made. We 505

conduct experiments on a broad range of datasets 506

from several popular NLU benchmarks and evalu- 507

ate several prominent LLMs with different prompt- 508

ing methods. The results underscore the poten- 509

tial of our method, demonstrating advantages over 510

existing prompting methods. Through our anal- 511

ysis, specific error patterns associated with MP 512

are identified, highlighting nuances in comprehen- 513

sion and judgment stages that warrant further re- 514

finement. While MP provides a structured path- 515

way for models to introspect, it follows predefined 516

stages, lacking adaptability based on real-time feed- 517

back. The five-stage design of MP, although foun- 518

dational, suggests room for more intricate frame- 519

works that might emulate human-like cognitive 520

feedback loops more authentically. 521

Looking forward, several areas warrant further 522

exploration. First, we plan to apply MP more 523

broadly, particularly to detail-oriented areas such 524

as mental health support. Refining MP could elicit 525

more detailed introspective responses from LLMs. 526

Moreover, reliance on verbalized confidence can 527

be augmented by integrating other methods for a 528

more comprehensive assessment. Additionally, the 529

broader implications of introducing introspective 530

LLMs, particularly regarding biases and the relia- 531

bility of outputs, require in-depth examination. In 532

essence, our initial venture with MP lays a solid 533

foundation, but significant opportunities remain 534

to draw closer parallels between introspection in 535

LLMs and natural human introspection. 536
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A Sample Prompts755

This section includes some examples of MP under756

zero-shot and few-shot settings.757

Example 1: WiC758

• Zero-shot MP Template: In two sentences,759

sentence 1: “[sentence_1]” and sentence 2:760

“[sentence_2]”, both contain the target word761

“[word]”. Determine if the target word is used762

with the same meaning in both sentences. As763

you perform this task, follow these steps:764

1. Understand the context and meaning of765

the target word in both sentences.766

2. Make a preliminary judgment on whether767

the target word has the same meaning in768

both sentences.769

3. Critically assess your preliminary analy-770

sis. If you are unsure about your initial771

judgment, reassess it.772

4. Confirm your final answer and explain773

the reasoning behind your decision.774

5. Evaluate your confidence (0-100%) in775

your analysis and provide an explanation776

for this confidence level.777

Provide the answer in your final response as778

“The target word has the same meaning in both779

sentences: {} (True / False)”.780

• Few-shot MP Demonstration:781

Q: In two sentences, sentence 1: “The wash-782

ing machine won’t go unless it’s plugged in.”783

and sentence 2: “The day went well until I got784

your call.”, both contain the target word “go”.785

Determine if the target word is used with the786

same meaning in both sentences.787

A:788

1. In sentence 1, “go” refers to the opera-789

tion of the washing machine. In sentence790

2, “went” (a form of “go”) refers to the791

progression of the day.792

2. Initially, “go” in the first sentence seems793

to be about mechanical operation, while794

in the second, it’s about the passage of795

time or events.796

3. Reflecting further, the contexts clearly797

differentiate the meanings: one deals798

with machinery and its function, the799

other deals with the experience of a day.800

4. The target word “go” does not have the801

same meaning in both sentences. In the802

first, it pertains to operation, and in the 803

second, to the progression of events. 804

5. I am 83% confident in this analysis. The 805

term “go” is used in different contexts 806

in the two sentences, leading to different 807

meanings. 808

The target word has the same meaning in both 809

sentences: False. 810

Example 2: QNLI 811

• Zero-shot MP Template: For the question: 812

“[question]” and statement: “[sentence]”, de- 813

termine if the statement provides the answer 814

to the question. If the statement contains the 815

answer to the question, the status is entailment. 816

If it does not, the status is not_entailment. As 817

you perform this task, follow these steps: 818

1. Clarify your understanding of the ques- 819

tion and the context sentence. 820

2. Make a preliminary identification of 821

whether the context sentence contains the 822

answer to the question. 823

3. Critically assess your preliminary analy- 824

sis. If you feel unsure about your initial 825

entailment classification, try to reassess 826

it. 827

4. Confirm your final answer and explain 828

the reasoning behind your choice. 829

5. Evaluate your confidence (0-100%) in 830

your analysis and provide an explanation 831

for this confidence level. 832

Provide the answer in your final response as 833

“The status is (entailment / not_entailment)”. 834

• Few-shot MP Demonstration: 835

Q: For the question: “Who was the first 836

President to address the NAACP?” and state- 837

ment: “In front of 10,000 people at the Lin- 838

coln Memorial, the president left no doubt 839

where he stood on civil rights.”, determine if 840

the statement provides the answer to the ques- 841

tion. If the statement contains the answer to 842

the question, the status is entailment. If it does 843

not, the status is not_entailment. 844

A: 845

1. The question is asking about the iden- 846

tity of the first President to address the 847

NAACP. The statement describes a sce- 848

nario where a president addressed a large 849
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audience at the Lincoln Memorial and850

took a clear stance on civil rights.851

2. The initial assessment is that the status is852

not_entailment.853

3. Upon reassessment, the statement does854

not specifically mention the NAACP or855

provide information about which presi-856

dent is being referred to. While the con-857

text does pertain to civil rights, it does858

not necessarily correlate with the specific859

act of addressing the NAACP.860

4. The statement does not provide a clear861

answer to the question. The context dis-862

cusses a president’s stance on civil rights863

in front of a large audience at the Lin-864

coln Memorial, but it does not specify865

which president this was or confirm that866

this president was the first to address the867

NAACP.868

5. I am 85% confident in this analysis. The869

context lacks specifics about which pres-870

ident is being discussed and does not di-871

rectly address the NAACP aspect of the872

question.873

The status is not_entailment.874

Example 3: DDI875

• Zero-shot MP Template: Given the context876

sentence “[sentence]”, identify the relation-877

ship between the pharmacological substances878

“[item_1]” and “[item_2]” within the sentence.879

Classify the relationship under one of these880

categories: Advice, Effect, Mechanism, or Int.881

As you perform this task, follow these steps:882

1. Understand the context and the meanings883

of the two substances, along with their884

potential interactions.885

2. Make a preliminary identification of the886

relationship between two substances.887

3. Critically assess your preliminary analy-888

sis. If you feel unsure about your initial889

relationship, try to reassess it.890

4. Confirm your final answer and explain891

the reasoning behind your decision.892

5. Evaluate your confidence (0-100%) in893

your analysis and provide an explanation894

for this confidence level.895

Provide the answer in your final response as896

“The relationship between two substances is897

(Advice / Effect / Mechanism / Int)”.898

• Few-shot MP Demonstration: 899

Q: Given the context sentence “Impaired re- 900

nal function has been described in bone mar- 901

row transplant patients who were conditioned 902

with high-dose intravenous melphalan and 903

who subsequently received cyclosporin to pre- 904

vent graft-versus-host disease.”, identify the 905

relationship between the pharmacological sub- 906

stances “melphalan” and “cyclosporin” within 907

the sentence. Classify the relationship under 908

one of these categories: Advice, Effect, Mech- 909

anism, or Int. 910

A: 911

1. The sentence involves bone marrow 912

transplant patients who were treated with 913

high-dose intravenous melphalan and 914

subsequently received cyclosporin. Mel- 915

phalan is a chemotherapy drug, and cy- 916

closporin is an immunosuppressive agent. 917

The potential interaction seems related 918

to the effects these drugs have when used 919

together. 920

2. The relationship between melphalan and 921

cyclosporin appears to be one of a com- 922

bined effect where their concurrent use 923

impacts renal function. This suggests the 924

category “Effect”. 925

3. Upon reassessment, the relationship still 926

aligns best with the “Effect” category, as 927

the sentence directly connects impaired 928

renal function to the use of both drugs in 929

a sequential treatment regime. 930

4. The relationship is classified as “Effect”. 931

The sentence describes a specific med- 932

ical consequence (impaired renal func- 933

tion) resulting from the combined use of 934

melphalan and cyclosporin in a specific 935

patient group (bone marrow transplant 936

patients), indicating a direct effect rela- 937

tionship between the two substances. 938

5. I am 90% confident in this analysis. The 939

context provides a clear connection be- 940

tween the two drugs and a specific health 941

outcome, making “Effect” the most suit- 942

able category. 943

The relationship between two substances is 944

Effect. 945
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