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Abstract

We introduce a novel framework, WordPlay,001
for building language learning games tailored002
to a learner’s proficiency level. WordPlay com-003
bines playful mini-puzzle games with large004
language models and text-to-image models to005
address the challenge of balancing engage-006
ment and effective language practice. We007
showcase the framework’s adaptability by im-008
plementing a wide variety of language learn-009
ing games with diverse learning objectives.010
We evaluate WordPlay’s ability to target dif-011
ferent proficiency level by conducting experi-012
mental sessions with English language learn-013
ers. A fine-tuned BERT-based model rates014
the difficulty of both LLM-generated and user015
responses according to Common European016
Framework of Reference (CEFR) learning lev-017
els. Our results demonstrate that WordPlay018
successfully elicits learner output aligned with019
targeted proficiency levels.020

1 Introduction021

The importance of play in the learning pro-022

cess is well established (Gozcu and Çağda Kı-023

vanç Çağanağa, 2016). However, modern language024

learning applications face a dilemma: typically,025

they either provide a playful environment without026

facilitating effective conversational practice or they027

provide structured language-based drills that lack028

the engaging elements essential for enthusiastic029

learning. This dichotomy is concerning because030

many learners experience an intermediate plateau031

in second language acquisition (SLA)—a phase032

where they perceive no progress regardless of their033

dedication and practice. This stagnation can be034

attributed to the increasing complexity of language035

and a decline in motivation (Mirzaei and Zoghi,036

2017).037

Game-play research demonstrates that adaptive038

experiences can counteract stagnation and boredom039

by maintaining player interest, especially when040

Figure 1: WordPlay framework (left) and a hypotheti-
cal product experience (right) with our Chicken cross-
ing the road puzzle.

challenges are scaled to the player’s proficiency 041

within their zone of proximal development (Cole 042

et al., 1978; Hunicke and Chapman, 2004). Thus, 043

integrating game-like elements in language learn- 044

ing can increase enjoyment (Vásquez and Ovalle, 045

2019) and potentially fortify motivation, yielding 046

greater time-on-task. 047

Large language models (LLMs) are adept at 048

shaping their outputs based on user input, often gen- 049

erating contextually pertinent—even if not strictly 050

factual—responses. A widely adopted approach 051

to mitigate LLMs’ undesired outputs, like hallu- 052

cinations, is to train them using human feedback 053

or self-correction methods (Li et al., 2023) (Pan 054

et al., 2023). This mirrors how humans often learn: 055

through a cycle of trial, error, and correction. How- 056

ever, within the context of play, even LLM halluci- 057

nations can be channeled as creative assets rather 058

than flaws. 059

LLMs have exhibited profound capabilities in 060

reasoning and embodying characters. The power 061

of prompting has been exemplified in recent works 062

demonstrating a remarkable capability to simulate 063

human-like behavior (Park et al., 2023). They ex- 064

cel as agents, proficiently executing tasks when 065

given a reasoning structure and access to exter- 066

nal resources, such as online search or calculators 067

(Schick et al., 2023). Furthermore, they can as- 068

sume the identity of specific characters, generat- 069
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ing dialogue in alignment with that persona (Thop-070

pilan et al., 2022). In the case of tutoring, past071

work has shown that intelligent tutoring systems072

are found to be as effective as human tutors (Van-073

Lehn, 2011). Recently, advances in LLMs have074

engendered abundant usage for language learning075

such as EnglishBot (Ruan et al., 2021) because076

they enable freeform interactions that leverage the077

persona effect (Lames et al., 1997).078

Recent work has also shown text-to-image mod-079

els to be capable of generating realistic and creative080

imagery, consistent with prompts (Ramesh et al.,081

2022) (Saharia et al., 2022). Images also provide082

a useful channel for learning, particularly when it083

comes to making conversation more comprehensi-084

ble and aiding in acquisition of new terms/concepts.085

In fact, second language learners pay attention086

more to visual cues than native speakers (Felder087

and Henriques, 1995). However, due to their ex-088

pense to generate by traditional means, images have089

often been underutilized in dynamic learning con-090

texts.091

In this work, we develop a novel framework,092

WordPlay, for authoring puzzle games that allow093

users rich conversational practice alongside acqui-094

sition of specific language structures. We use a095

tutor persona in each of our mini-puzzles and pro-096

vide feedback on situational correctness of user re-097

sponses. This framework uses an agentic approach098

and harnesses the recent capabilities of LLMs to099

orchestrate the puzzles, allowing authors to build100

new puzzles with only three prompts. WordPlay101

puzzles are intentionally tiered, catering to learn-102

ers across a spectrum of proficiency levels, and103

are specifically designed to target specific learn-104

ing criteria-all while being presented in digestible,105

easily accessible formats.106

2 WordPlay Framework107

The WordPlay framework generates engaging,108

adaptive mini-games using LLMs to judge situ-109

ational proficiency and semantic acceptability, of-110

fering learners personalized and interactive expe-111

riences. We instantiate this framework across a112

variety of mini puzzle games that are aligned with113

diverse language function objectives and Common114

European Framework of Reference (CEFR) learn-115

ing levels (CEF). The instructional content is re-116

layed through a text-to-speech (TTS) system, with117

automatic speech recognition (ASR) (Zhang et al.,118

2023) accurately capturing and analyzing user re-119

Figure 2: Verbatim prompts used in our Chicken Cross-
ing the Road puzzle as well as the initial world-state at
the beginning of the game.

sponse. Leveraging all these components creates 120

an experience in which learners engage in listening, 121

reading, and speaking, all of which are essential 122

elements of language learning (Newton and Nation, 123

2020). 124

WorldPlay consists of four agents guided by 125

three prompts. The agents comprise a Setup agent, 126

a Critic agent, an Input agent, and finally an Im- 127

age agent shown in Figure 1. In the context of our 128

running examples, our tutor assumes the persona 129

of cartoon polar bear named Bearnard. We use 130

PaLM (Chowdhery et al., 2022) for language gen- 131

eration and Imagen (Saharia et al., 2022) for image 132

generation. 133

Setup: The role of the Setup agent is to initialize 134

the World-state with the necessary variables and 135

to present the user with the first turn of dialogue. 136

The dialogue can be predefined or generated by the 137

LLM. This dynamic setup ensures replay-ability 138

since each playthrough offers a unique experience. 139

Input: The Input agent stops the execution of 140

framework and waits for the user’s input, which it 141

then adds to the world-state. 142

Critic: The Critic agent analyzes the conversation 143

history to produce a response that either advances 144

the dialogue or concludes the conversation under 145

specific conditions, such as the occurrence of un- 146

safe or explicit user utterances or the completion 147

of the puzzle. This agent is responsible for the bulk 148

of the puzzle orchestration, assessing the semantic 149

appropriateness of the user’s input by providing 150

“critiques” for invalid inputs, determining the con- 151

clusion of the puzzle by setting the “status”, and 152
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Figure 3: Wedding transcript, generated image prompt,
and generated image.

responding to user inquiries.153

Image: The Image agent is responsible for gener-154

ating prompts for image generation model and a155

summary of the solution to be displayed beneath156

the image. To maintain the safety of the image157

generation process, we employ the LLM to gener-158

ate the image descriptions rather than allowing the159

user to do so. This introduces an additional layer of160

safety, leveraging the existing safeguards within the161

LLM concerning generated text. It’s noteworthy162

that this prompt only uses zero-shot instructions to163

formulate the image description.164

World-state Management: Each agent returns its165

output in JSON format, circumventing the need166

for extensive parsing logic and enabling the di-167

rect updating of the world-state dictionary with168

the JSON object. This method serves as a stream-169

lined approach for maintaining state and passing170

along only the essential information to downstream171

agents. During an evaluation of 69 user sessions172

across four puzzles, the system did not output any173

invalid JSON.174

3 WordPlay Games175

3.1 Beginner Puzzles176

The CEFR framework is stratified into six distinct177

levels: A1/2, B1/2, and C1/2, with A1 denoting178

the most elementary user and C2 representing the179

highest level of proficiency. In our Wedding puzzle180

shown in Figure 3, designed for A2 to B1 learners,181

learners collaborate with a tutor character to select182

wedding attire, practicing contextual vocabulary183

recall and production. Appendix A.2 showcases184

similar puzzles created by changing the word "wed-185

ding" in the prompt to "opera" and "beach". This186

Figure 4: Madlibs transcripts, generated image prompt,
and generated image.

illustrates the scalability of the framework. 187

In each scenario, when the learner suggests at- 188

tire or an accessory ill-suited for the chosen venue, 189

the Tutor explains why the choice may not be ap- 190

propriate. Apt suggestions are met with positive 191

encouragement. The Critic agent, in Bearnard’s 192

role, determines when the outfit is complete, con- 193

cluding the experience. This puzzle typically spans 194

three to six turns of learner input. 195

3.2 Intermediate Puzzles 196

Our intermediate puzzles are designed to induce 197

longer spoken utterances from the learner, focusing 198

on analytical and synthesis skills over recollection 199

and reproduction of language. This focus is in line 200

with the upper tiers of the Bloom Taxonomy, a hi- 201

erarchical model of educational learning objectives 202

(Anderson et al., 2001). These puzzles are tailored 203

for learners at levels B1 through C1. 204

The Messy Room Prepositions puzzle focuses on 205

practicing prepositions, which are essential gram- 206

matical structure at the intermediate CEFR level. 207

Meanwhile, the Finish the Story shown in Figure 4 208

puzzle encourages learners to engage creatively by 209

taking turns with our tutor to construct a narrative, 210

thereby promoting the use of more complex sen- 211

tence structures. 212

4 Evaluation 213

To evaluate the efficacy of our puzzles in aligning 214

with the CEFR standards, we organized experi- 215

mental sessions with native Hindi-speaking partici- 216

pants in India who were actively learning English. 217

We hosted sessions involving several users, where 218

each was tasked with solving a set of puzzles. We 219

collected responses from 106 puzzle playthroughs. 220

The responses—both from the participants and the 221

model—were analyzed using a custom classifica- 222

tion model. This model, an adaptation of a pre- 223
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Figure 5: Utterance CEFR level predictions from a
playthrough of a Finish the Story session.

existing BERT architecture (Devlin et al., 2019),224

uses a classification head on top of its initial layers225

and has been fine-tuned on a corpus of sentences,226

each associated with a CEFR level, as determined227

by experts in language education.228

In Figure 5, we display the CEFR level annota-229

tions assigned by our model to a user’s utterances230

from the Finish the Story puzzle. Notably, the bulk231

of the exchanges between the tutor and the learner232

remained within the B1-B2 range. This is indica-233

tive of the session’s adherence to our design goal,234

which was to craft an intermediate-level puzzle235

suitable for learners at the B1 to C1 levels.236

Figure 6 presents box plots that compare the pre-237

dicted CEFR ratings of tutor and user utterances238

across three different puzzles: wedding, messy239

room prepositions, and finish the story. The data240

separates the language proficiency of tutors and241

users, categorizing them from A1 for beginners242

to C1 for advanced learners. The plots show a243

clear pattern in the tutor utterances, which consis-244

tently hit the B2 level, evidenced by the narrow245

interquartile ranges (IQR), indicating a targeted246

use of language that aligns with the intermediate247

level of language proficiency.248

User utterances, however, show a much wider249

IQR, reflecting a greater variation in language pro-250

ficiency levels. The wedding puzzle typically sees251

user responses at the A2 median level, while the fin-252

ish the story puzzle displays a broader spread, with253

median between B1 and B2, suggesting that the lat-254

ter puzzle challenges users with a more advanced255

language practice. This distinction underscores256

our puzzle design objectives: wedding is intended257

Figure 6: CEFR tutor and user utterances ratings for
the wedding, Messy room Prepositions, and Finish the
Story puzzles.

for beginners, whereas finish the story is aimed at 258

engaging our most advanced learners. 259

Additionally, we include an annotated transcript 260

from the Taboo: Intermediate puzzle depicted in 261

Appendix Figure 16. A limitation of our classifi- 262

cation model is highlighted when it comes to as- 263

signing accurate CEFR ratings to single words or 264

brief phrases. For instance, the phrase “he’s herbiv- 265

orous" is categorized as B1, though it more likely 266

corresponds to a C1 level. Such discrepancies can 267

skew the median CEFR rating for user utterances 268

downward, as shown in Appendix Figure 15, lead- 269

ing to potential inaccuracies in our assessment of 270

the Taboo transcripts. 271

5 Conclusion 272

In conclusion, we present WorldPlay, a novel LLM- 273

based framework for creating adaptive, engag- 274

ing, mini-puzzles for second language acquisition. 275

WordPlay addresses the dichotomy in SLA plat- 276

forms, blending playful elements with structured, 277

conversational practice to combat learning stag- 278

nation and boost motivation. By using an agen- 279

tic framework, WorldPlay allows content creators 280

to author engaging puzzles by customizing three 281

simple prompts and adds a layer of delight and vi- 282

sual grounding by generating contextually relevant 283

images. We demonstrate that WordPlay puzzles, 284

when designed with language practice objectives, 285

effectively promote language practice tailored to 286

specific proficiency levels. 287

4



6 Limitations288

WordPlay presents a promising framework, but289

there are inherent limitations to our analysis to con-290

sider. The fine-tuned BERT based CEFR classifica-291

tion model, while generally effective, may struggle292

with accurately rating single words or very short293

phrases. This highlights the challenge of automated294

language proficiency assessment. Furthermore the295

quality of and proficiency level alignment of Word-296

Play puzzles rely significantly on careful content297

curation and prompt engineering. Our success298

stems from collaboration with language learning299

experts; without this human-in-the-loop involve-300

ment, the resulting difficulty alignment might be301

less reliable. Finally, our experimental sessions302

were conducted with only Hindi-speaking partici-303

pants in India who were actively learning English304

this may limit the generalizability of our evaluation.305

Future work should include learners from diverse306

linguistic backgrounds to help isolate factors that307

may be inherent to English learning from Hindi308

speakers.309
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Emine Gozcu and Çağda Kıvanç Çağanağa. 2016. 366
The importance of using games in efl classrooms. 367
Cypriot Journal of Educational Sciences, 11:126– 368
135. 369

Robin Hunicke and Vernell Chapman. 2004. Ai for dy- 370
namic difficulty adjustment in games. Challenges in 371
game artificial intelligence AAAI workshop, 2. 372

Lames, C. Edwards Lester, Sharolyn, Andy tenor Con- 373
verse, Susan, Edward Kahler, and Todd Barlow. 374
1997. The persona effect: affective impact of ani- 375
mated pedagogical agents. Proceedings of the ACM 376
SIGCHI Conference on Human factors in computing 377
systems. 378

Zihao Li, Zhuoran Yang, and Mengdi Wang. 2023. Re- 379
inforcement learning with human feedback: Learn- 380
ing dynamic choices via pessimism. 381

Mehdi Mirzaei and Masoud Zoghi. 2017. Under- 382
standing the language learning plateau: A grounded- 383
theory study. 384

Jonathan M Newton and ISP Nation. 2020. Teaching 385
ESL/EFL listening and speaking. Routledge. 386

Liangming Pan, Michael Saxon, Wenda Xu, Deepak 387
Nathani, Xinyi Wang, and William Yang Wang. 388
2023. Automatically correcting large language 389
models: Surveying the landscape of diverse self- 390
correction strategies. 391

Joon Sung Park, Joseph C. O’Brien, Carrie J. 392
Cai, Meredith Ringel Morris, Percy Liang, and 393
Michael S. Bernstein. 2023. Generative agents: 394
Interactive simulacra of human behavior. ArXiv, 395
abs/2304.03442. 396

5

https://www.coe.int/
https://www.coe.int/
https://www.coe.int/
https://api.semanticscholar.org/CorpusID:218971783
https://api.semanticscholar.org/CorpusID:218971783
https://api.semanticscholar.org/CorpusID:218971783
https://api.semanticscholar.org/CorpusID:247951931
https://api.semanticscholar.org/CorpusID:140858445
https://api.semanticscholar.org/CorpusID:140858445
https://api.semanticscholar.org/CorpusID:140858445
https://api.semanticscholar.org/CorpusID:52967399
https://api.semanticscholar.org/CorpusID:52967399
https://api.semanticscholar.org/CorpusID:52967399
https://api.semanticscholar.org/CorpusID:52967399
https://api.semanticscholar.org/CorpusID:52967399
https://api.semanticscholar.org/CorpusID:2461070
https://api.semanticscholar.org/CorpusID:2461070
https://api.semanticscholar.org/CorpusID:2461070
https://api.semanticscholar.org/CorpusID:54216627
https://api.semanticscholar.org/CorpusID:3351600
https://api.semanticscholar.org/CorpusID:3351600
https://api.semanticscholar.org/CorpusID:3351600
http://arxiv.org/abs/2305.18438
http://arxiv.org/abs/2305.18438
http://arxiv.org/abs/2305.18438
http://arxiv.org/abs/2305.18438
http://arxiv.org/abs/2305.18438
https://api.semanticscholar.org/CorpusID:67095866
https://api.semanticscholar.org/CorpusID:67095866
https://api.semanticscholar.org/CorpusID:67095866
https://api.semanticscholar.org/CorpusID:67095866
https://api.semanticscholar.org/CorpusID:67095866
http://arxiv.org/abs/2308.03188
http://arxiv.org/abs/2308.03188
http://arxiv.org/abs/2308.03188
http://arxiv.org/abs/2308.03188
http://arxiv.org/abs/2308.03188
https://api.semanticscholar.org/CorpusID:258040990
https://api.semanticscholar.org/CorpusID:258040990
https://api.semanticscholar.org/CorpusID:258040990


Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey397
Chu, and Mark Chen. 2022. Hierarchical text-398
conditional image generation with clip latents.399

Sherry Shanshan Ruan, Liwei Jiang, Qianyao Xu,400
Zhiyuan Liu, Glenn M. Davis, Emma Brunskill, and401
James A. Landay. 2021. Englishbot: An ai-powered402
conversational system for second language learning.403
26th International Conference on Intelligent User In-404
terfaces.405

Chitwan Saharia, William Chan, Saurabh Saxena, Lala406
Li, Jay Whang, Emily Denton, Seyed Kamyar Seyed407
Ghasemipour, Burcu Karagol Ayan, S. Sara Mah-408
davi, Rapha Gontijo Lopes, Tim Salimans, Jonathan409
Ho, David J Fleet, and Mohammad Norouzi. 2022.410
Photorealistic text-to-image diffusion models with411
deep language understanding.412

Timo Schick, Jane Dwivedi-Yu, Roberto Dessì,413
Roberta Raileanu, Maria Lomeli, Luke Zettlemoyer,414
Nicola Cancedda, and Thomas Scialom. 2023. Tool-415
former: Language models can teach themselves to416
use tools. ArXiv, abs/2302.04761.417

Romal Thoppilan, Daniel De Freitas, Jamie Hall,418
Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze419
Cheng, Alicia Jin, Taylor Bos, Leslie Baker, Yu Du,420
YaGuang Li, Hongrae Lee, Huaixiu Steven Zheng,421
Amin Ghafouri, Marcelo Menegali, Yanping Huang,422
Maxim Krikun, Dmitry Lepikhin, James Qin, De-423
hao Chen, Yuanzhong Xu, Zhifeng Chen, Adam424
Roberts, Maarten Bosma, Vincent Zhao, Yanqi425
Zhou, Chung-Ching Chang, Igor Krivokon, Will426
Rusch, Marc Pickett, Pranesh Srinivasan, Laichee427
Man, Kathleen Meier-Hellstern, Meredith Ringel428
Morris, Tulsee Doshi, Renelito Delos Santos, Toju429
Duke, Johnny Soraker, Ben Zevenbergen, Vinod-430
kumar Prabhakaran, Mark Diaz, Ben Hutchinson,431
Kristen Olson, Alejandra Molina, Erin Hoffman-432
John, Josh Lee, Lora Aroyo, Ravi Rajakumar,433
Alena Butryna, Matthew Lamm, Viktoriya Kuzmina,434
Joe Fenton, Aaron Cohen, Rachel Bernstein, Ray435
Kurzweil, Blaise Aguera-Arcas, Claire Cui, Marian436
Croak, Ed Chi, and Quoc Le. 2022. Lamda: Lan-437
guage models for dialog applications.438

Kurt VanLehn. 2011. The relative effectiveness of hu-439
man tutoring, intelligent tutoring systems, and other440
tutoring systems. Educational Psychologist, 46:197441
– 221.442

Gonzalo Camacho Vásquez and Joan Camilo Ovalle.443
2019. Video games: Their influence on en-444
glish as a foreign language vocabulary acquisition.445
GIST–Education and Learning Research Journal,446
(19):172–192.447

Yu Zhang, Wei Han, James Qin, Yongqiang Wang,448
Ankur Bapna, Zhehuai Chen, Nanxin Chen, Bo Li,449
Vera Axelrod, Gary Wang, Zhong Meng, Ke Hu, An-450
drew Rosenberg, Rohit Prabhavalkar, Daniel S. Park,451
Parisa Haghani, Jason Riesa, Ginger Perng, Hagen452
Soltau, Trevor Strohman, Bhuvana Ramabhadran,453
Tara Sainath, Pedro Moreno, Chung-Cheng Chiu, Jo-454
han Schalkwyk, Françoise Beaufays, and Yonghui455

Wu. 2023. Google usm: Scaling automatic speech 456
recognition beyond 100 languages. 457

6

http://arxiv.org/abs/2204.06125
http://arxiv.org/abs/2204.06125
http://arxiv.org/abs/2204.06125
https://api.semanticscholar.org/CorpusID:233224176
https://api.semanticscholar.org/CorpusID:233224176
https://api.semanticscholar.org/CorpusID:233224176
http://arxiv.org/abs/2205.11487
http://arxiv.org/abs/2205.11487
http://arxiv.org/abs/2205.11487
https://api.semanticscholar.org/CorpusID:256697342
https://api.semanticscholar.org/CorpusID:256697342
https://api.semanticscholar.org/CorpusID:256697342
https://api.semanticscholar.org/CorpusID:256697342
https://api.semanticscholar.org/CorpusID:256697342
http://arxiv.org/abs/2201.08239
http://arxiv.org/abs/2201.08239
http://arxiv.org/abs/2201.08239
https://api.semanticscholar.org/CorpusID:16188384
https://api.semanticscholar.org/CorpusID:16188384
https://api.semanticscholar.org/CorpusID:16188384
https://api.semanticscholar.org/CorpusID:16188384
https://api.semanticscholar.org/CorpusID:16188384
http://arxiv.org/abs/2303.01037
http://arxiv.org/abs/2303.01037
http://arxiv.org/abs/2303.01037


A More Wordplay Games458

A.1 Beginner Puzzles459

The acquisition of specific language structures (e.g.460

past tense and conditional), occurs within a broad,461

linear progression. Accordingly, our beginner puz-462

zles center on distinct language structures—below463

we focus on two puzzles aimed at parts of speech464

practice. The examples illustrated in Figures 7&8465

are tailored to accommodate learners at the founda-466

tional A1 and A2 levels.467

Figure 7: Invent an Animal beginner descriptive word
elicitation puzzle transcripts, prompt, and generated im-
age.

The Invent an Animal puzzle, shown in Figures 7,468

encourages learners to conceptualize a new ani-469

mal in collaboration with the LLM tutor. This is470

achieved by eliciting descriptive words and adjec-471

tives from the users. In contrast, our Madlibs puz-472

zle concentrates on more specific parts of speech,473

such as nouns and verbs. This puzzle exemplifies474

the capability of the Critic agent to assess seman-475

tic acceptability and to respond to users’ inquiries476

regarding parts of speech.477

For instance, in response to "what is a noun,"478

the puzzle utilizes a technique known as code-479

switching. Here, the puzzle addresses the learner480

in their native language (i.e., Spanish) to explain481

the concept. This tactic enables the learning expe-482

rience to remain within the A1 and A2 proficiency483

levels, facilitating understanding of abstract con-484

cepts using comparatively complex language. We485

enable this by adding the following sentence to the486

Critic agent prompt: "If the player is struggling to487

understand you, you can code switch and respond488

in Spanish".489

Figure 8: Madlibs beginner parts of speech practice
puzzle transcripts, prompt, and generated image. The
transcript shows an example of the LLM choosing to
code switch in response to the user using their L1.

Ultimately, the composed story incorporates the 490

words supplied by the learner, placed within brack- 491

ets, enabling the learner to understand the context 492

of usage. Even though the story may surpass their 493

language proficiency, the accompanying image vi- 494

sually grounds the narrative, offering extra support 495

for comprehension. 496

A.2 Handling Incorrect Responses 497

Figure 9: What to wear to the beach transcripts, gen-
erated image prompt, and generated image. The tran-
script shows an example of the LLM analyzing the se-
mantic acceptability of the user’s suggestions.

In puzzles tailored for A2 to B2 proficiency levels, 498

learners collaborate with a tutor character to find 499

suitable attire for either the beach or the opera, 500

focusing on recalling and producing contextual 501

vocabulary. The only differences between the 502

prompts of these puzzles and the Wedding puzzle 503

prompt are the words "opera" and "beach". 504
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Figure 10: What to wear to the opera transcripts, gen-
erated image prompt, and generated image. The image
still incorporates the user’s unsuitable suggestions.

In Figure 10, although the learner’s suggestions505

for attire to the opera are inappropriate, the gen-506

erated image still provides visual context to the507

dialogue. It depicts a second character wearing508

the learner’s inappropriate suggestions—“jorts,”509

“foam finger,” and “baseball cap”—contrasted with510

Bearnard dressed in a tuxedo with a puzzled expres-511

sion on this face. This visual contrast can generate512

a surprising and delightful moment for the learner,513

enriching the learning experience.514

A.3 Messy Room Prepositions Playthrough515

Figure 11: The Messy Room Preposition transcripts,
generated image prompt, and generated image. The
transcript shows an example of the LLM correcting the
user’s incorrect use of a preposition.

B Taboo Deep-dive516

B.1 Few-shot Learning Induces Difficulty517

Control518

LLMs are known for their ability to learn new tasks519

using only a handful of examples (Brown et al.,520

2020). We leverage few-shot learning in our Taboo521

puzzle to control the difficulty of the hiddenWord522

based on the learner’s proficiency level. For three 523

levels of ‘beginner’, ‘intermediate’, and ‘advanced’ 524

we have 5-6 examples of hidden words and taboo 525

words. In Figure 12 we provide the Taboo prompt 526

which is populated by our external few-shot dictio- 527

nary. This demonstrates how a puzzle can satisfy 528

levels from A2 through C2. These few-shot ex- 529

amples were curated by an expert in the field of 530

English Language Learning to fit at the intended 531

CEFR level. 532

B.2 Example Playthroughs 533

Figure 13: Taboo transcripts, generated image prompt,
and generated image from a beginner mode play
through where the word is set to "family".

Figure 14: Taboo transcripts, generated image prompt,
and generated image from a advanced mode play
through where the word is set to "ratify".

B.3 CEFR Classification: Beginner and 534

Intermediate User Transcripts 535

Solving the Taboo puzzle provides an opportunity 536

for a learner to practice both comprehension skills 537

and recall of vocabulary. Upon choosing a diffi- 538

culty level, the learner must comprehend the lan- 539
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Figure 12: Setup prompt for the Taboo mini puzzle, demonstrating how the hidden word and associated taboo
words (right) of varying difficulty are dynamically integrated into the few-shot template (left) specific to the user’s
selected level of difficulty.

guage generated at that level in order to solve the540

puzzle.541

Figure 15: CEFR ratings across all 28 Taboo user ses-
sions.

Illustrated in Figure 15 the text generated by542

the LLM consistently aligns with the learner’s se-543

lected level. Our fine-tuned BERT model assigns544

CEFR ratings to the beginner level tutor utterances545

within the range of A2-B1, while the intermediate546

level tutor utterances falls between B1-C1. How-547

ever, the user CEFR rating remains similar for both548

the beginner and intermediate levels. As shown in549

Figure 16 the Taboo puzzle elicits mostly single550

word or short sentence answers from the user. The551

CEFR classification model employed is not inher-552

ently suitable for single words; consequently, the553

ratings may not be consistently accuracy for the554

Taboo user utterances.555
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Figure 16: Transcript from a user session of Taboo at the Intermediate level.
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