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Abstract

Hippocampal place cells are known for their spatially selective firing patterns,
which has led to the suggestion that they encode an animal’s location. However,
place cells also respond to contextual cues, such as smell. Furthermore, they
have the ability to remap, wherein the firing fields and rates of cells change in
response to changes in the environment. How place cell responses emerge, and how
these representations remap is not fully understood. In this work, we propose a
similarity-based objective function that translates proximity in space, to proximity
in representation. We show that a neural network trained to minimize the proposed
objective learns place-like representations. We also show that the proposed ob-
jective is easily extended to include other sources of information, such as context
information, in the same way. When trained to encode multiple contexts, networks
learn distinct representations, exhibiting remapping behaviors between contexts.
The proposed objective is invariant to orthogonal transformations. Such trans-
formations of the original trained representation (e.g. rotations), therefore yield
new representations distinct from the original, without explicit relearning, akin to
remapping. Our findings shed new light on the formation and encoding properties
of place cells, and also demonstrate an interesting case of representational reuse.

1 Introduction

Animals and humans are capable of extraordinary feats of navigation, from birds migrating by
following magnetic fields [Packmor et al.,2021]], to rodents navigating mazes [O’Keefe, [1976, |Small,
1901]] and cab drivers memorizing and traversing nearly 26000 busy London streets [Fernandez-
\Velasco and Spiers| 2023|]. In the brain, navigation ability is believed to be supported by Hippocampal
place cells [[O’Keete and Dostrovsky, [1971,|0’Keefe and Nadell [1978]]. Place cells are known for
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their tendency to only fire at one, or a few locations within a recording environment [Park et al.|
2011], correlating with the position of the animal. Besides encoding allocentric location, place cells
also respond to contextual cues, such as room identity, room geometry, odors or colors [Latuske et al.|
2018} /0’ Keefe and Burgess, |1996, [Leutgeb et al.,|2005b, Jeffery, |2011]. In other words, place cells
form conjunctive representations, merging spatial information with available contextual cues. It is also
believed that place cells distinguish contextual information trough so-called remapping. In response
to large changes in the environment, place cell responses modulate, and spatial representations can
become uncorrelated across contexts [Muller and Kubiel 1987} Leutgeb et al., 2004} 2005b].

How place cells obtain their striking behaviors remains a matter of debate. Some argue that place
cells inherit their firing fields from upstream cell types, such as grid cells [Hafting et al., 2005/ |Solstad
et al., 2006, Jeffery, [2011]], or border cells [Barry et al., 2006, Pettersen et al., 2024] or that place cell
representations in different environments form distinct attractor states [Jeffery, 2011} [Samsonovich
and McNaughtonl [1997]]. However, exactly how place-like representations emerge, and how they
can be learned, remains poorly understood. In recent related work, however, a range of normative
models have demonstrated that neural networks trained to solve simple navigation tasks actually learn
representations similar to biological spatial cells [Cueva and Wei, 2018} |Banino et al., 2018}, [Uria et al.|
2020, [Sorscher et al., 2022, Whittington et al., 2020, | Xu et al., 2022, |Dorrell et al., |2022} [Schaeffer
et al.| [2023]]. However, these models often feature complicated architectures and a range of different
regularization strategies, making it difficult to discern why the observed representations actually arise.
Furthermore, some of these works tend to focus on learning grid cell-like representations, placing
less emphasis on other emergent cell types, such as place cells.

In this work, we take inspiration from existing machine learning models [[Cueva and Wei, 2018|
Banino et al., 2018 [Sorscher et al.} 2022} Xu et al., [2022, [Dorrell et al., 2022] and propose a minimal,
similarity-based objective. When a feedforward network is trained to minimize this objective, we find
that it learns place-like spatial representations. We further show that the objective is easily extended
to encompass joint representations of space and context. When trained in a joint setting across
multiple contexts, we find that the network learns uncorrelated representations when comparing
different contexts, similar to Hippocampal global remapping. We further train a recurrent neural
network to solve the same task, and find that band cell-like [Krupic et al., 2012] representations
emerge alongside the place code, showing that other cell types may be involved in path integration,
and also that the objective extends to more naturalistic settings. Lastly, we show that we can apply
orthogonal transformations to learned spatial representations in order to generate new spatial maps
while preserving the similarity structure. Thus, the proposed objective allows for switching between
different maps without having to relearn them, offering an interesting perspective on Hippocampal
remapping.

2 Results & discussion

2.1 A similarity-based objective for learning representations of space and context

We consider the problem of learning an encoding of some region of space (e.g. a square recording
enclosure). We follow the example set by recent normative models [Dorrell et al.,[2022} [Schaeffer
et al.,[2023]], and argue that biologically plausible spatial representations can be obtained directly
by specifying the properties of the network population vector. Considering properties that a spatial
representation should have, we propose an objective where we demand that: 1) Points that are close
in physical space should be represented by similar population vectors. 2) Points that are distant in
physical space should be represented by dissimilar population vectors. 3) In the open field, no point
or direction is special, so the above properties should be rotation- and translation invariant in space.
4) Unit activations are bounded. 5) Unit activations are non-negative.

To investigate representations with these properties, we train neural networks to minimize a spatial
encoding objective. Consider a neural network with population vector p(z;), where each component
pi(z:),1=1,2,3,...,n, is the firing rate of a particular (output) unit of the network at a particular
location, x; (where t indexes e.g. time along a trajectory or sampled spatial locations). z;, on the
other hand, is the network’s latent position estimate corresponding to x;. We impose non-negativity
in the architecture of the neural network by selecting appropriate activation functions. With these



prerequisites in mind, we explore the following objective function
2
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where | -| denotes the L2-norm, while /3 is a lower bound on the target similarity, o is a hyperparameter
that controls the scale of the learned similarity structure, and A a hyperparameter governing an L2
activity regularization term.

Intuitively, (T) compares the (Gaussian) similarity of two points x; and x;, and asserts that the
corresponding population vectors at those points (p(z;) and p(z )) should exhibit the same similarity.
In other words: Points that are close in physical space should be represented similarly, while
distant points in physical space should be represented using dissimilar population vectors. This
idea is illustrated in Fig. ). B, on the other hand, determines the similarity scale at which
vectors are deemed dissimilar. This borrows from the concept of vectors being nearly orthogonal
in hyperdimensional computing [Kanerval, [2009], which exploits that (random) vectors in higher
dimensions tend to lie some intermediate distance from other vectors. For the higher-dimensional
population vectors of neural networks, dissimilarity may therefore be meaningfully defined in terms
of some intermediate, rather than zero similarity (and maximal population vector separation). See
App. [B]for more details on the influence of 8 on learned representations.

We also find that the objective in (I is just a special case of a more general encoding objective, where
distinct sources of nonspatial information can be encoded in a single population vector. Fig. [Ib)
illustrates how contextual signals can be represented in a similar manner to the spatial case. However,
place cells do not encode contextual information exclusively, but rather respond to particular locations
and contexts in conjunction. Again, the similarity objective can be extended to accomodate this. If
we represent context information in the simplest manner, as a scalar signal ¢, we can have the neural
network encode spatial and contextual information jointly by training it to minimize
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where, in general o« and o, are spatial and contextual encoding scales, respectively. For this work,
however, we set ox = o.. As with the purely spatial and purely contextual case, we model distinct
spatial/contextual combinations as similar or dissimilar population vectors. An illustration of this
situation is provided in Fig. [Tg). When trained to minimize (1) or (2)), both path integrating recurrent
and position-encoding feedforward units learns place-like representations, as shown in Fig. [Td). Due
to the correspondence with recurrent representations, their simplicity and ease of training, we employ
feedforward networks for most analyses in this work. However, we show that our findings extend to
recurrent networks, and that these learn additional path integration. We also train recurrent networks
in a more biologically plausible manner, to demonstrate that our results hold in more naturalistic

settings (see App. [A).
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2.2 Feedforward networks learn place cell-like representations

Having shown that place-like representations emerge in networks trained to minimize (I, we
now study the feedforward network and the influence of model hyperparameters in more detail.
Importantly, networks are able to minimize the objective function for a large range of hyperparameter
combinations (evidenced by saturated loss in Fig. [2h)), indicating that models are capable of learning
the desired similarity structure. This is also reflected in Fig. [2f), which shows an example of the
agreement between the desired spatial similarity, and the corresponding learned representational
similarity at the center of the training environment.

Depending on the choice of model parameters, the learned representations exhibit several features
observed in biological place cells. While most units display strong tuning to particular spatial
locations (see Fig. [2b) for several examples), activity levels vary, with several units being completely
silent (Fig. ), ¢) and d)), similar to e.g. [Thompson and Best,|1989, |Alme et al.,2014]]. For small
values of ¢ and nonzero 3, some units exhibit multiple place fields (e.g. Fig. 2b), left), which is also
observed in biological cells [Park et al.,|2011]], especially for large spaces [Harland et al., 2021]]. We
also observe that field locations cover the training arena, shown in Fig. 2lz), enabling encoding of the
entire environment.
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Figure 1: Overview of models and objective. a) Illustration of the spatial objective: locations that
are close should be encoded by similar population vectors, distant locations by dissimilar population
vectors. b) Similar to a); similar context signals should be represented by similar population vectors,
dissimilar contexts by dissimilar population vectors. ¢) Similar to a) and b), but for joint encoding
of space and context. d) Ratemaps of randomly selected units in networks trained to minimize the
spatial objective function. Shown are learned representations for a recurrent network performing
simultaneous path integration, and a feedforward network performing spatial encoding.

We find that the properties of the learned representations follow readily from model hyperparameters.
For example, Fig. [2b), d) and e) demonstrates that unit field size increases with increasing scale
parameter o, and that mean rates increase accordingly. Also, the number of place fields for a given
unit is strongly linked to the similarity lower bound 5 (see App. [B|for more on the influence of
different hyperparameters).

Next, we investigated whether the learned representations in our model constitute useful spatial
representations, in the sense of being decodable. First, we decoded the position using a weighted
mean of peak locations based on (3), varying the number of units included in the analysis. The results,
shown in Fig. [Zh) indicate that the decoding performance (measured by the mean Euclidean distance
between the actual and decoded positions) differs based on the number of units utilized, and model
parameters, and demonstrate that the peak locations of learned representations can be used for accurate
position decoding (achieving best-case mean error of a few percentage points relative to the arena
size). Fig. [2]i) and j) show a comparison of all three methods. Interestingly, a simple linear decoder
performs best in terms of mean error, while the population decoding using uniformly distributed
memories exhibits the lowest maximum error. Moreover, the errors are uniformly distributed over
space, while for the linear decoder and the Top n decoding we find areas of higher errors, especially
at the edges (see Fig. [2]k)). Together, these findings show that the learned representations can be
used to decode position efficiently using fairly simple decoding schemes.

2.3 Feedforward networks learn global-type remapping

When trained to encode multiple contexts in conjunction with spatial location, feedforward units
exhibit dramatic firing field shifts, when comparing across contexts. This effect is shown in Fig. Bp),
where ratemaps of randomly selected units are tracked while varying the context signal.

Notably, firing fields exhibit several place-like behaviors, such as multiple firing fields [Park et al.,
2011]] (e.g. row seven), and field shifts between contexts, i.e. remapping [Muller and Kubiel [1987].
In our case, the observed remapping is not a sudden, attractor-like shift, which has been observed
in place cells [Wills et al., 2005]], but rather a gradual transition between representations, which has
also been seen during Hippocampal remapping [Leutgeb et al.l 2005a]. However, we find that spatial
representations are uncorrelated between dissimilar contexts, an example of which is shown in Fig.
E})). In fact, for sufficiently different contexts, the median spatial correlation between active units
tends to zero, which aligns with global remapping in biological place cells [Leutgeb et al., 2004|]
(see Fig. Bk) and d)). Spatial correlations in Fig. [3¢) also support the observation that units remap
gradually for smooth context transitions, as correlations decay away from the diagonal.
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Figure 2: Feedforward network results. a) Training loss for different parameter combinations.
Line shows the mean of 10 models and error bands show the min and max across models. Note
that training data is generated continuously. b) Example ratemaps of randomly selected active units
for models with different scale parameters o. Color scale is relative to individual unit activity. c)
Distributions of the proportion of active units (mean rate > 0) for different parameter combinations
across 10 models. d) Distribution of mean rate of units for each parameter combination (shown
for one example model each). e) Field sizes in pixels for each parameter combination (shown for
one example model each). f) Left: Example target similarity structure relative to center. Middle:
corresponding similarity for the learned representations of model with & = 0.25 and 3 = 0.5. Right:
difference between target and learned similarity. g) Peak locations of all units for different parameter
combinations (shown for one example model each). h) Mean position decoding error as a function of
the number of units used for Top n decoding. Dashed line shows the naive case where every decoded
position is at the center. i) and j) Mean and max decoding error for different decoding methods for
trained 10 models, each with 0 = 0.25 and 5 = 0.5. k) Example decoding error maps for different
decoding methods (o = 0.25 and 8 = 0.5).
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Figure 3: Feedforward network remapping results. a) Ratemaps as a function of context, for a
random selection of 10 units. Each row corresponds to one unit and each column to a particular
context value. b) Example distribution of spatial correlations for ratemaps corresponding to two
distinct contexts (context 1 =-0.9 , context 2 = 1.2). ¢) Median spatial correlations when comparing
across all contexts. d) Number of units included (units active in both contexts) in the analysis in c).
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Figure 4: Recurrent network results with and without context. a) Ratemap examples of randomly
selected units of a recurrent network without context. b) Example trajectories used for training. c)
Training loss for recurrent networks with and without context (10 models each, error bands show
min and max). d) Histogram of peak values of a recurrent network without context and example
ratemaps of units of different parts of the distribution. e) Histogram of mean rates of a recurrent
network without context. f) Similarity structure in the center location of the learned representations of
a recurrent network without context (left) and the objective (center), as well as the difference between
the two (right). g) Example trajectories decoded from network representations h) Comparison of the
mean decoding error using a linear decoder or population decoding across trajectories for 10 different
models each. i) 2D UMAP projection of spatial representations for different contexts.

2.4 Recurrent networks learn place- and band-like representations and path integration

When we train a recurrent network to solve the proposed objective functions (I) and ) while
path integrating along simulated trajectories, we find that its units learn place-like and band-like
[Krupic et al.| [2012]] spatial tuning. Example ratemaps and trajectories are shown in Fig. 4h) and b),
respectively. We also find that the recurrent network performs on par with the feedforward network,
achieving similar loss minima, both for spatial and joint encoding (see Fig. k), suggesting that
the network has learned to path integrate and minimize the objective. As band-like representations
emerge only in the recurrent network, we speculate that these representations may be involved in
path integration, which has also been found in other neural network models [Schgyen et al., [ 2023)]].
Also worth noting is that while mean rates are similar, peak rates are markedly different between unit
types (Fig. Bd) and e)), further hinting at different functional roles. As with the feedforward model,
recurrent responses accurately capture the desired similarity structure (Fig. @f)).

To verify that the RNN is path integrating, we use both population and linear decoding schemes to
extract position estimates from the network representation (Fig. i) and h)). We find that positions can
be accurately decoded using both methods for sequences longer than the network training trajectory
length (see Fig. [) for example decoded trajectories). However, the trainable linear decoder is more
performant during early timesteps, but exhibits a larger error over trajectory time, suggesting that the
population decoding scheme can decode locations more robustly.

Besides simply being able to encode locations and contexts, we find that the RNN learns low-
dimensional structures representing distinct contexts. After applying UMAP to recurrent representa-
tions in different contexts, we observe that low-dimensional projections capture both the geometry of
the square enclosure, and the identity of the context (Fig. [})). It therefore appears that the network
has learned veritable cognitive maps [O’Keefe and Nadell |1978] of different contexts, accessible
from the representations themselves. See App. |D|for recurrent units representations across contexts.

2.5 Reuse by orthogonal transformation

Having demonstrated that networks learn distinct representations of different contexts, we turn to
an interesting feature of the similarity objective. Assuming that we have a trained (feedforward)
network, with representations p(x;) (for all x; in the domain), the loss function only depends on
the norm of, and distance between population vectors (and data). Thus, the objective is invariant
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Figure 5: Remapping by orthogonal transformations. a) Random global orthogonal transforma-
tions (reflection, rotation, and permuation) applied to a trained representation (top) all preserve the
similarity objective (bottom left), while producing spatially decorrelated representations (bottom
right). b) Best-fit orthogonal transformations applied to learned representations of a feedforward
network across two contexts. Inset is the original representation, the orthogonally transformed repre-
sentation, and the secondary representation alongside the difference between the two for example
units. c) Jitter plot of Pearson correlation between ratemaps across contexts for the transformation
in b); shading indicates mean unit activity. d) Mean squared error between transformed and orig-
inal representations for random and best-fit orthogonal transforms across all learned contexts. e)
Ratemaps of units where a learned representation (left of dashed line) is extended by a continous
orthogonal representation into a novel representation (right of dashed line) without learning. Inset is
the corresponding similarity structure, measured from the center of the enlarged environment.
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to an orthogonal transformation ) of the representation (and its inputs). In other words, we can
transform the entire set of population vectors (using a global orthogonal transform), and still have a
representation that minimizes (2). We demonstrate this in Fig. [5h) which shows how different global
(and random) orthogonal transformations can be used to produce new representations, that preserve
the similarity structure but exhibit low spatial correlation with the original representation, similar to
(global) remapping. In particular, we observe that permutations induce more strongly decorrelated
representations than reflections or rotations.

Furthermore, we find that global orthogonal transformations can be used to explain some of the
representational changes learned by the network through training. Specifically, we computed global
orthogonal transformations to match spatial representations across different learned contexts (see
[.3] for a description). As an example, Fig. [5p) shows unit ratemaps in two dissimilar contexts,
alongside ratemaps (and ratemap differences) for an orthogonal transformation taking context 1 into
context 2. Notably, learned and transformed ratemaps are highly aligned. This is also shown in
Fig. [5k), which demonstrates that transformed and learned representations are highly correlated.
Furthermore, Fig. [5d) shows that best-fit orthogonal transformations achieve low errors (substantially
lower than a random orthogonal baseline) across all learned contexts, suggesting that the orthogonal
transformations can account for much of the learned remapping behaviors of the network.

Finally, we demonstrate that continuously applied orthogonal transformations can even be used to
extend existing learned representations into novel ones. An example of this is shown in Fig. [3),
where population vectors of a trained representation is transformed along the horizontal axis into



a previously unseen region without explicit training. Notably, extended representations appear to
maintain their place-like tuning, and approximately adhere to the original similarity structure. Note
that the extended representations are no longer necessarily non-negative (see App. [C|for details).

As aresult, orthogonal transformations could prove a viable way of modeling Hippocampal remapping,
and possibly field formation itself. Our findings could also be extended to study what kind of upstream
representations are needed to induce orthogonal transformations in Hippocampal representations.
Doing so could conceivably shed light on interactions between place cells and other cell types during
remapping, in which other spatial cells such as grid cells are often implicated [Latuske et al., 2018]].

2.6 Limitations

While our model provides a fresh perspective on the formation and remapping of place cells, there
are several factors that limit its scope. For one, we consider models where label locations and pre-
processed context signals are available during training time, which could be biologically implausible
(but see App. |Alfor a recurrent model with more plausible inputs). A related concern is the use of a
scalar context signal. However, our model could accommodate more complex context signals, such
as spatially bound contexts, or contexts with multiple features. Extending the context signal in this
way could prove to be an interesting avenue of research. Another limitation is the use of rate coding;
it is somewhat unclear how the proposed objective could be extended to spiking networks. A third
limitation is the choice of the similarity measure and its lower bound, i.e. Gaussian similarity with a
particular 3. However, this could conceivably be addressed by exploring representational similarity
in experimental data in the future.

3 Conclusion

This work introduces a similarity-based objective to explain the functional characteristics of place
cells. Using this minimal self-supervised objective, we are able to directly demonstrate how place
cell-like representations can be learned, and how they can be understood as translating similarity
in location to similarity in representation. Furthermore, we observe emergent global remapping as
a consequence of joint encoding of space and contexts. Finally, we demonstrate that remapping
may be enacted through orthogonal transformations without explicit relearning. By demonstrating
how place-like representations can be constructed to encode both space and contexts our findings
contribute to a deeper understanding of the neural basis of navigation and memory.

4 Methods

4.1 Models and training details

We trained two distinct networks to minimize the proposed objective functions (I) and @): a
feedforward network and a recurrent network, as illustrated in Fig. [Td). Models were implemented
and trained using the Pytorch library [Paszke et all [2019]]. The feedforward network featured
two densely connected layers with 64 and 128 hidden units, followed by an output layer containing
n, = 256 units. Every layer was equipped with the ReLU activation function, ensuring non-negativity.
Notably, the output units of the network together form the representation that is used to compute
the loss, i.e. p. The weights of the feedforward network were all initialized according to an input
size-dependent uniform distribution, following the PyTorch default [Paszke et al.,2019].

For the spatial objective (I), the input to the feedforward network consisted of minibatches of
continuous Cartesian coordinates, sampled randomly and uniformly within a 2 x 2 square enclosure.
For the conjunctive objective (2)), the input to the network was a concatenation of randomly sampled
Cartesian coordinates x, and uniformly sampled scalar context signals ¢, i.e. input = cat(x, c).
Context signals were sampled uniformly in the interval ¢ € [—2,2]. To increase the number of
training samples, distances in either objective function were computed between minibatch elements.

The recurrent network consisted of a single vanilla recurrent layer equipped with the ReLU activation
function, without added bias. Like the feedforward network, this network featured n,, = 256 recurrent
units. In the purely spatial case, the recurrent state at a particular time ¢ was given by

Pt = ReLU(Wrecpt—l + th)a



where W,... € R"*"» is a recurrent weight matrix, W &€ R™*2 an input weight matrix, and v,
Cartesian velocity inputs. In the case of conjunctive encoding, the input at time ¢ was a concatenation
of the velocity and a (time-constant) scalar context signal. Note that this also adds an additional
column to the input weight matrix. To mitigate vanishing and exploding gradients, the recurrent
weight matrix was initialized to the identity, similar to |Le et al.|[2015]]. As with the feedforward
network, losses were computed by comparing across trajectories (and contexts). The trajectory length
was taken to be 7' = 10 timesteps. The initial recurrent state was computed by feeding the trajectory
starting location (and optionally, the context) into a three-layer, densely connected network with 64,
64 and n, = 256 units, respectively, each equipped with a ReLU activation function. We also trained
a recurrent network on long sequences, without explicit positional information (position-independent
state initialization, only velocity input) to demonstrate that our findings hold even when assumptions
on model inputs are relaxed (see App. [A]for details).

For the recurrent network, inputs consisted of velocity vectors along trajectories in the same square
region as for the feedforward case. Trajectories were generated by creating boundary-avoiding steps
successively. A step was formed by sampling heading directions according to a von Mises distribution,
alongside step sizes drawn from a Rayleigh distribution. If the step landed the trajectory outside the
enclosure, the velocity component normal to the wall was reversed, bouncing the trajectory off the
boundary. Initial trajectory steps were sampled uniformly and randomly within the square arena. The
von Mises scale was taken to be 47, and the Rayleigh scale parameter 0.025. At training time, data
was created on the fly due to the low computational cost. All networks were trained for a total of
60000 training steps, with a batch size of 64. For each model, we used the Adam optimizer [Kingma
and Ba,[2017] with a learning rate of 10~*. Unless otherwise specified, all models were trained with
A=0.1, 8 = 0.5 and o = 0.25. To quantify place field numbers and sizes for trained representations,
we applied the thresholding- and connected area-approach used by |Harland et al.|[2021]].

4.2 Spatial correlation & remapping

To evaluate representational changes in the face of changing context input, we ran the trained
feedforward network on 32 linearly spaced contexts (in the range [-2, 2]). Following |Leutgeb et al.
[2004], we then computed the spatial correlation between unit ratemaps across contexts. Between-
context spatial correlations were computed by correlating the ratemap of a unit in one context with
the same unit’s ratemap in another context in a binwise fashion. Ratemaps were only compared if a
unit displayed non-zero activity in both contexts.

To investigate whether the recurrent network encoded lower-dimensional structures across different
contexts, we employed Uniform Manifold Approximation and Projection (UMAP) [Mclnnes et al.|
2018]], with default parameters. We first created unit ratemaps using 50000 10-timestep trajectories,
and a resolution of 32 bins (in both x- and y direction) for 5 linearly spaced context signals (in the
range [-2, 2]). We then applied UMAP to the concatenated ratemaps and reduced the dimensionality
of the ratemap population vector down to a two-dimensional space.

4.3 Orthogonal transformations

To explore how the spatial map of one context, P.,, can be transformed into the spatial map of
another context, P.,, we applied orthogonal transformations. Our goal was to find an orthogonal
transformation () that minimizes the Frobenius norm || - || » between the transformed spatial map from
context ¢ and the spatial map in context c5. Here, P € R"» xniins and the number of spatial bins
Npins Was chosen to be 128. This problem, known as the Procrustes orthogonal problem [[Schonemann),
1966], is defined by

nganPCl —P.,||r st. QTQ=1. 3)

Using the Singular Value Decompositon of M = P, P i.e. M = ULV, the orthogonal matrix Q
can then be computed as Q = UV T,

To explore whether global orthogonal transformations could be used to form new, distinct repre-
sentations (similar to global remapping), we transformed a learned representation using different
global orthogonal transforms, and computed the spatial correlation between the original and trans-
formed representations. Specifically, we considered random rotations, reflections and permutations
as possible candidate transformations. To form n,,-dimensional rotation matrices, we used the spe-



cial_ortho_group from the SciPy library [Virtanen et al.,[2020], while reflection matrices were formed
by interchanging two columns of such a rotation matrix. Random permutation matrices were formed
simply as permutations of the identity.

To determine whether orthogonal transformations could also be used to generate new representations
continuously, we conducted a simple numerical experiment, wherein existing representations were
transformed iteratively into previously unexplored regions (akin to an environment expansion).
Specifically, we transformed population vectors at the end of an existing representation iteratively
along the horizontal axis using the exponential map, i.e.

pit1 = €"7p;, @

where S = %(A — AT ensures that ' is orthogonal and pg is a learned population vector.
For simplicity, we take A to be a randomly sampled permutation matrix. When extending the
representation by a distance of |Ax| in one spatial dimension, we transform a particular p; by setting

ti= \/ In((1— B)e- 1% 4 )

PiTSQPi ’

which ensures that the similarity structure in the direction of transformation adheres approximately to
(I); see App. [Clfor details. We applied () iteratively to population vectors of the feedforward network
starting at the boundary of the environment, extending the representation to twice its horizontal length.
The corresponding step length was equal to the bin width for original ratemaps, |Ax| = 2/n,, with
n, = 32 being the number of bins in the horizontal direction.

4.4 Decoding

In our model, each output unit is presumed to encode a spatial location near its peak activity. To
determine the decoded position at a specific location x, we employed a weighted average of peak
positions of the output units similar to|Zhang et al.|[1998]]. The weights correspond to the activity
levels of the respective units at that location. The decoded position £(x) is thus given by:

22;1 Pi(X)1;
i pi(x)

where r(x) denotes the decoded position at x, p;(x) the activity of unit 7 at x, and r; indicates the
peak location encoded by unit 7. Notably, the decoding process does not incorporate all output units.
Instead, units are prioritized based on their activity at position x, and only the top n most active units
are included in the decoding.

#(x) = ®)

As an alternative scheme that exploits the similarity structure of the learned representations, we
implemented a simple population decoding procedure. This was done by generating and saving a
"memory" of M population vectors {p} and corresponding locations {r}* and decoding
subsequent locations as the location corresponding to the closest population vector in memory. For
simplicity, we chose memory locations to be midpoints of unit ratemap bins, and memory population

vectors the activity in that bin (for both feedforward and recurrent networks).

As a baseline, we also trained a linear decoder to predict Cartesian coordinates given network
representations p. Decoder weights were initialized according to a random uniform distribution, and
trained using a batch size of 64, the Adam optimizer with a learning rate of 10~3, and 5000 (10000
for the RNN case) training steps. To compare decoding methods in the feedforward case, we chose
a memory resolution of 32 bins (in both x- and y direction), and the same resolution to determine
peak locations of units for Top n decoding. For the Top n scheme we used n = 44 based on the
minimum decoding error across 10 models. The linear decoder was trained on population vectors of
uniformly sampled locations. Finally, we evaluated all methods on a grid of 129 x 129 points. For
the RNN, we used a memory resolution of 32 bins, and 5000, 10-timestep trajectories were used to
create population ratemaps. Both methods were evaluated on 256 trajectories with 20 timesteps each.

4.5 Figures & code availability

Figures were created using BioRender.com, and code to reproduce all findings and figures is available
athttps://github.com/bioAI-0slo/ConjunctiveRepresentations!
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Appendix / supplemental material

A Learning spatial representations without explicit position information

For both feedforward and recurrent models in this work, we make use of explicit Cartesian coordinates
to train networks. In the real world, agents do not have access to exact coordinates labeling the
environment, which could raise concerns about the transferability of our results to biological networks.
We therefore train a recurrent neural network without explicit positional information, to show that
our findings hold even when relaxing assumptions on available inputs.

Concretely, we consider, as before, an RNN with n,, = 256 recurrent units. For this network, however,
we initialize the network using a trainable initial state that does not depend on data. We furthermore
train this network on long sequences (7' = 500 timesteps), and compute similarities over trajectory
time, i.e. within a trajectory, rather than aggregating over multiple smaller trajectories. The input to
the network is just Cartesian velocities along such trajectories, and similarities used for training are
computed only using relative distances.

The results in Fig. [AT| show that the model also learns place and band-like representations and is
able to learn the objective (see Fig. E] a), b) and d)), similar to our other findings. As with other
networks, we can also decode positions from this network using either a simple linear decoder, or
our population decoding scheme, demonstrating that the learned representations are decodable (Fig.
[ATk)). Here, we evaluate the model along the same 16 unseen long trajectories of 500 timesteps
for both schemes. Training of the linear decoder was performed by repeatedly sampling population
vectors using 500 timesteps-trajectories, for 5000 training steps using the Adam optimizer, a learning
rate of 1073, and a batch size of 64. Additionally, we used 100 trajectories of 500 timesteps to form
the memory vectors with a resolution of 32x32 bins for the population decoding scheme (see Sec.
F.4). In both cases, we omitted the first 50 timesteps of the trajectories to avoid large initial errors
caused by the network’s lack of positional information.
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Figure Al: Spatial representations without explicit position information. a) Ratemap examples of
randomly selected units of the long-sequence recurrent network. b) Training loss of the long-sequence
recurrent network (data created on the fly). ¢) Mean decoding error of a linear decoder and the
population decoding scheme on 16 unseen long trajectories. The dashed line indicates a naive case in
which the decoded position is always at the center of the environment. d) Learned (left) and target
(middle) similarity structure, alongside their difference (right) relative to center of arena, for the
long-sequence recurrent network.
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B Loss ablation and effects of

We have previously noted that learned place field sizes are governed by the scale parameter o. To
further explore the influence of hyperparameters on learned representations, we performed an ablation
study, wherein we train feedforward networks with A and [ ablated. We also explore the effects of
changing the similarity measure, from Gaussian (depending on the square of the distance between
locations/representations), to exponential in the Euclidean distance, i.e. sim(a, b) oc e~/27Pl,

The results are shown in Fig. With no activity regularization (A = 0), units exhibit multiple
smaller, but more irregular place fields (Fig.[AZh)). Stronger population vector separation (3 = 0)
leads to highly unimodal representations, and larger place fields (Fig. [AZb)). Notably, when both
§ and X are set to zero (Fig. [A2k)), units no longer display place-like tuning, but rather appear to
change linearly across the arena, possibly reflecting the positional input to the feedforward network.
Thus, place-like tuning in our model is dependent on either a non-zero similarity threshold, or activity
regularization, but not both.

When similarities are computed using the Euclidean distance directly, (Fig. [AZ{d)), we observe
that network units still exhibit place-like spatial tuning. However, units now exhibit differing
field sizes, with some large place-field units, and some units with smaller fields. Some units are
also somewhat stripe-like. Thus, different similarity measures and distance functions can lead to
different and possibly more expressive tuning profiles, which could be an interesting avenue for future
investigation.

To better understand the role of 5 in determining network representations, we first turn to an interesting
fact of (normalized) vectors in higher dimensions; for large n, vectors on the n-sphere tend to reside
at some intermediate distance from most other vectors; an example of this is shown in Fig. [A3j),
where distances are computed for random vectors of increasing dimension on the n-sphere. We
therefore consider that dissimilarity may be meaningfully defined by some intermediate level of
vector separation (as intermediately separated vectors are most common, and appear, in this sense
effectively random).

Notably, this intuition can also be applied fairly directly to trained networks, as their population vectors
tend to reside on the 7,-sphere (Fig. [A3b), likely related to the applied L2 activity regularization.
Being high-dimensional by design, network population vectors will thus tend to follow a similar
distance distribution to Fig. [A3]), again suggesting that a non-zero similarity threshold is sensible.

From a practical standpoint, a non-zero 3 allows for more expressive representations, as represen-
tations may be reused across space and contexts, without incurring substantial loss. For example,
if a unit fires at different, distant locations, this contributes to increased similarity. For 5 = 0 and
sufficiently distant spatial locations, this situation would incur a loss, whereas a nonzero 3 allows for
some degree of similarity. Notably, even though states are of intermediate similarity, they can still be
accurately decoded (as we demonstrate in e.g. Fig. [2}).

We indeed find that nonzero [ allows for more unit reuse across space. This can be seen in Fig.
[A3k), which demonstrates that higher values of 5 (and smaller o) lead to the emergence of units with
multiple place fields (see e.g. the case where 0 = 0.1, 8 = 0.5). We also observe a similar trend over
different contexts, which is illustrated in Fig. [A3[). In this case, units trained with 3 = 0 are only
active around a narrow set of context values, whereas for 8 > 0, units are active across a wide range
of distinct contexts, and place fields shift between contexts, similar to Hippocampal remapping.
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Figure A2: Loss ablation and effect of similarity measure. a) Ratemaps of randomly selected
feedforward network units, when ablating A. b) As in a), but for ablating 3. ¢) As in a) and b), but for
ablating both 3 and A. d) Ratemaps of trained feedforward units when the squared distance of the
similarity measure is replaced by the Euclidean distance.
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Figure A3: Hyperdimensional computing and the effect of 5. a) Histogram of squared Euclidean
distances between 512 randomly sampled vectors of different number of dimensions (legend) on the
corresponding n-sphere. b) Distribution of population vector norms for a trained feedforward network
with § = 0.5, 0 = 0.25, and A = 0.1. ¢) Histograms of the number of place fields for different
parameter configurations (inset). d) Ratemaps of randomly selected units of a trained feedforward
network with A = 0.1, o = 0.25, across different contexts for different values of 3. For each value of
B, one row represents one unit and each column one context value. Context values increase linearly
from —2 (leftmost column) to 2 (rightmost column).
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C Extending existing representations by orthogonal transformations

In this section we demonstrate how we can extend existing representations learned by the neural
network to novel representations, using continuous orthogonal transformations. To do so, we employ
the exponential map, given by
Q(t) = ',

where ¢t € R is a parameter, and we choose S € R"™»*"» to be a skew-symmetric matrix, which
makes )(t) orthogonal. To extend an existing (purely) spatial representation, we need to transform
it in a manner that respects (I). For orthogonal transformations that preserve norms, the quantity
of interest is therefore distances in the neural representation before and after transformation. For
orthogonal transformations, we have that

Ip— Q(t)p|* = 2p° — 2p" Qp,

where p is the population vector we wish to extend from. Using the Taylor expansion of the
exponential map

1
Q:I+t5+§t252+...

and keeping terms up to second order, we have that

t2
[P~ Q()p[* ~ 2p* = 2(p* + tp" Sp + 5 P" 57p),

and we can solve for the parameter ¢ approximately. Note that S is skew-symmetric, so p* Sp = 0,

and
.~ [ lp—QpP
pTS?p

Notably, we can solve for the numerator term required to match the desired similarity structure in (1)),

i.e. demand . ,
Ip—Qp|* = —In((1 - B)e =" 1+ ),

and insert into the expression for ¢, yielding

1[I0 = pez T 4 )
- p”5%p

We use this expression for the transformation parameter to extend a place-like representation hori-
zontally into a region that has not been previously visited by the network, and demonstrate that the
similarity objective is still (approximately) satisfied. Notably, this approach generalizes outside the
training domain of the network that generated the starting representation without additional training.
However, since we perform otherwise unconstrained transformations, representations are no longer
guaranteed to be non-negative. One should also note that the above derivation does not ensure that
the generated representations adhere to desired similarity structure in the vertical direction. However,
we observe empirically that this is approximately the case (see similarity structure in Fig. [5)), and
hope to study the general case more closely in the future.

D Context-dependence of recurrent representations

Fig. shows ratemaps for 10 randomly selected recurrent units of a network trained to minimize
(2) during path integration evaluated across different contexts. As with the feedforward network,
representations are place-like, and demonstrate multiple place fields, rate changes, and field shifts
between contexts, similar to Hippocampal remapping.
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Figure A4: Remapping Behavior in Recurrent Network. Ratemaps of a recurrent network as
a function of context, for a random selection of 10 units. Each row corresponds to one unit and
each column to a particular context value. Contexts increase linearly from -2 (leftmost column) to 2
(rightmost column).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We propose a similarity based objective and train neural networks to minimize
it. When this is done, networks learn place-like representations, conjunctive codes and even
remapping.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a separate subsection detailing limitations of our approach.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: There are no purely theoretical results or theorems in our work; but we
derive one application of orthogonal transformations to representations. We provide a full
derivation complete with required assumptions in the appendix, and back up our result
by computational experiments. We also back up claims relating to the proposed objective
function by computational experiments.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The methods and results fully describe the models and datasets, and is sufficient
for reproducing our findings. We also link to code that can be used to reproduce our findings.

Guidelines:

* The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The codebase is open source under MIT licence and is referenced in the
methods section.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: These are all described in the methods section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: We do not carry out experiments or do statistical comparisons between groups.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The model is minimal, and runs on most modern laptops.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have reviewed, and hold that we conform to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: As the research approaches fundamental questions in neuroscience, potential
societal impacts are far removed and would be pure speculation.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: There is little to no risk of misuse of our model, as it merely aims to explain
particular spatial representations.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have created the majority of the code, and referenced other libraries where
appropriate.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

24



13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The codebase is well documented.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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