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Abstract

Subgraph matching in logic circuits is foundational for numerous Electronic Design
Automation (EDA) applications, including datapath optimization, arithmetic verifi-
cation, and hardware trojan detection. However, existing techniques rely primarily
on structural graph isomorphism and thus fail to identify function-related subgraphs
when synthesis transformations substantially alter circuit topology. To overcome
this critical limitation, we introduce the concept of functional subgraph matching,
a novel approach that identifies whether a given logic function is implicitly present
within a larger circuit, irrespective of structural variations induced by synthesis
or technology mapping. Specifically, we propose a two-stage multi-modal frame-
work: (1) learning robust functional embeddings across AIG and post-mapping
netlists for functional subgraph detection, and (2) identifying fuzzy boundaries
using a graph segmentation approach. Evaluations on standard benchmarks (ITC99,
OpenABCD, ForgeEDA) demonstrate significant performance improvements over
existing structural methods, with average 93.8% accuracy in functional subgraph
detection and a dice score of 91.3% in fuzzy boundary identification. The source
code and implementation details can be found at|our repository.

1 Introduction

Subgraph matching—identifying smaller graphs within larger ones—is a fundamental task in graph
analysis, with pivotal applications spanning social network mining, bioinformatics, and Electronic
Design Automation (EDA).

In the context of EDA, subgraph matching involves searching for specific circuit patterns embedded
within larger circuits. This capability directly supports critical tasks such as circuit optimization,
verification, and security analyses. For example, verifying complex arithmetic circuits like multipliers
typically requires recognizing embedded small functional units (e.g., half-adders) within larger netlists,
enabling algebraic simplifications and correctness proofs [1} 2]. Similarly, during template-based
synthesis, accurately locating predefined subgraphs allows their replacement with highly optimized
standard cells, thereby significantly improving power, performance, and area (PPA) metrics [3].
Moreover, subgraph matching also plays an essential role in hardware security by enabling the
identification of potentially malicious substructures or "hardware trojans"—anomalous subcircuits
intentionally embedded to compromise system integrity [4} 3]

Traditionally, subgraph matching in graphs is formulated as a structural isomorphism problem:
determining whether a smaller query graph exactly matches part of a larger target graph in terms
of node and edge connectivity. This problem is extensively studied in general graph theory, and
classical approaches rely primarily on combinatorial search algorithms [6} 7} [8]]. However, subgraph
isomorphism is an NP-complete problem and thus often suffers from exponential computational
complexity in worst-case scenarios. Recently, deep learning methods have emerged to mitigate this
computational cost by embedding graphs into continuous latent spaces, significantly accelerating
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matching tasks [9, [10L [11]]. Within the EDA domain, these techniques have been successfully adapted
for transistor-level subcircuit identification [[12]].

However, structure-based matching methods encounter significant limitations in practical EDA
tasks, as circuit topologies frequently undergo substantial transformations during logic synthesis
and technology mapping. Equivalent logic functions can thus be realized through widely differing
structural implementations, driven by design considerations such as timing performance, power
consumption, or silicon area. Consequently, exact structural correspondence rarely persists throughout
the design process, even when the underlying logic function remains unchanged. This inherent
limitation severely restricts the utility of traditional structural matching techniques, particularly in
applications requiring cross-stage queries—for example, identifying subgraphs from an abstract
netlist (like an And-Inverter Graph, or AIG) within a synthesized, technology-mapped netlist.

Motivated by this critical gap, we introduce an approach explicitly designed to recognize logic
functionality irrespective of structural differences. Specifically, our framework determines whether
the logic represented by a query subgraph exists implicitly within a candidate graph, independent of
structural transformations.

To formalize this, we propose two key concepts: (1) functional subgraph, representing the circuit
logic containment relation independent of structure, and (2) fuzzy boundary, minimal graph regions
encapsulating the query’s logic despite unclear structural boundaries. Consequently, our methodology,
termed functional subgraph matching, addresses two sub-tasks: 1. Functional Subgraph Detection:
Determining whether the logic function of a query graph is implicitly contained within a candidate
graph; 2. Fuzzy Boundary Identification: Precisely locating the smallest possible region (the fuzzy
boundary) in the candidate graph that encapsulates the query’s logic.

To achieve these objectives, we propose a novel two-stage multi-modal framework. In the first stage,
we train our model with intra-modal and inter-modal alignment across different graph modalities,
enabling robust and cross-stage detection of functional subgraph. In the second stage, we fine-tune
our model and formulate fuzzy boundary detection as a graph segmentation task, moving beyond prior
approaches that treated boundary identification as an input-output classification problem [13||14]. By
leveraging information from nodes located within the true boundaries, our segmentation approach
significantly enhances performance and continuity of fuzzy boundary prediction.

Our experiments demonstrate the effectiveness of the proposed framework. Evaluations conducted
across several widely-used benchmarks, ITC99 [15], OpenABCD [16] and ForgeEDA [17], show that
our approach significantly surpasses traditional structure-based methods. Specifically, our framework
achieves an average accuracy of 93.8% for functional subgraph detection and attains a DICE score of
91.3% for fuzzy boundary detection tasks. In contrast, structure-based baseline methods typically
exhibit near-random performance (accuracy close to 50%) and high variability in precision, recall,
and F1-score, underscoring their limitations in capturing implicit functionality. To further validate
our method’s robustness and generalizability, we additionally propose three function-aware baseline
variants by integrating different graph encoders into our framework.

In summary, the contributions of this work include:

* Introducing and formally defining the novel concept of functional subgraph matching, clearly
distinguishing it from structural isomorphism and functional equivalence.

* Developing a two-stage multi-modal embedding framework, leveraging both intra-modal
and inter-modal alignments to capture structure-agnostic and function-invariant graph repre-
sentations. This allows effective functional subgraph detection across different modalities.

* Proposing an innovative approach for fuzzy boundary identification by formulating the task
as a graph segmentation problem rather than a simple input-output classification problem,
significantly enhancing boundary continuity and localization accuracy.

2 Preliminaries

2.1 Subgraph Isomorphism Matching

Subgraph isomorphism matching is a fundamental problem in graph theory with applications across
bioinformatics [18]], social network analysis [19], and knowledge graphs [20, 21]]. We first recall the
standard definition of subgraph isomorphism in Definition T}
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Query: b+ ¢ Candidate 1: (b + ¢)xa Candidate 2: axb + axc

Figure 1: We present the query and candidate graphs. Above: 1-bit adder and multiplier. Below:
AIG netlist. The query b + ¢ is explicitly contained within the candidate (b + ¢) X a, making it
straightforward to identify the exact subgraph in the candidate. In contrast, the query b+ c is implicitly
contained within the candidate a x b + a X ¢, which implies no subgraph of a X b + a X c¢ has the
same structure or function as the query graph.

Definition 1 (Subgraph Isomorphism). A graph Q is an isomorphic subgraph of G if there exists a
subgraph G’ of G such that Q is isomorphic to G'.

Then, based on the definition of subgraph isomorphism, the subgraph isomorphism matching task
is defined as follows: given a query graph Q and a target graph G, determine if Q is isomorphic
to a subgraph of G. Classical approaches of subgraph isomorphism matching rely primarily on
combinatorial search algorithms [[7, 8} 16]. Its NP-complete nature, however, makes exact matching
computationally intensive. More recently, graph-neural-network-based (GNN-based) methods have
been introduced to learn compact graph embeddings that accelerate the matching process [9} 10} [11]].
In the EDA domain, Li et al. [12] adapt the NeuroMatch architecture [10] to solve subcircuit
isomorphism on transistor-level netlists.

However, in EDA flow, graphs often represent circuits or computations where structural modifications
can preserve the underlying function. Standard subgraph isomorphism struggles with such cases.
For instance, as illustrated in Figure[T} a model based on Definition[I|can identify that the structure
representing b + ¢ is contained within a x (b + ¢), but it cannot identify the functional presence of
b 4 ¢ within the structurally different but functionally related expression a x b+ a X c.

2.2 Subgraph Equivalence

The limitation of structure-based subgraph matching motivates considering functional properties.
Function-aware representation learning has emerged as a pivotal subfield in EDA. Many recent works
emphasize functional equivalence, denoted G = fyn. Go. DeepGate [22, 23] 24] and DeepCell [25]]
employ disentanglement to produce separate embeddings for functionality and structure, pretraining
across various EDA benchmarks and predict functional similarity with a task head. PolarGate [26]
enhances functional embeddings by integrating ambipolar device principles. FGNN [27} 28] applies
contrastive learning to align circuit embeddings according to functional similarity.

While graph isomorphism requires structural identity, functional equivalence relates graphs based on
their input-output behavior. Building on this, we can define a notion of subgraph relationship based
on function, as shown in Definition 2]

Definition 2 (Subgraph Equivalence). A graph Q is an equivalent subgraph of G if there exists a
subgraph G' of G such that Q =yyn. G'.



This definition allows for functional matching within existing subgraphs. Some works adopt similar
ideas for tasks such as arithmetic block identification [13} 29] and symbolic reasoning [14} 30],
which aim to find a subgraph with specific functionality rather than structure. Compared to subgraph
isomorphism, subgraph equivalence offers more flexibility against local structure modifications.
However, Definition [2]still falls short for cases involving global restructuring. As shown in Figure|[T}
in the example a X b + a X ¢, no single subgraph is functionally equivalent to b + c¢. The function
b + c is implicitly present but not explicitly represented by a contiguous subgraph.

2.3 Functional Subgraph

To address the limitations of both Definition [I] and Definition 2} we introduce the concept of a
functional subgraph, which aims to identify the implicit containment relation between graphs.

Definition 3 (Functional Subgraph). A graph Q is a functional subgraph of G, denoted Q < G, if
there exists a graph G' such that G' =g, G and Q is isomorphic to a subgraph of G'.

This definition captures the idea that the query’s function is implicitly contained within the target’s
function, even if the target’s structure has undergone functional transformations, and no exact
subgraph isomorphic to the query graph can be found in the target graph. By this definition, we know
that b 4 c is a functional subgraph of a X b+ a x csince a X b+a X ¢ =fync a X (b+c¢) andb+ ¢

is an isomorphic subgraph of a x (b 4 ¢). Furthermore, Deﬁnitionencompasses Definition |2} i.e.,
Definition [2)is a special case of Definition 3] as discussed in Proposition ] (proof in Appendix [A).

Proposition 1. If a graph Q is an equivalent subgraph of G, then Q is a functional subgraph of G.

Properties of Functional Subgraph In this paper, we assume that a graph obtained by removing
some nodes and edges is not functionally equivalent to the original graph, i.e. Vg # 0, G\ g Zfunc G-
For example, we consider it illegal to directly connect two NOT gates. Therefore, such connections
do not appear in our graph structures. In fact, EDA tools such as ABC [31]] inherently enforce this
constraint. According to Definition 3] functional subgraphs exhibit the following properties:

* Reflexivity: For any graph G, G is the functional subgraph of G, i.e. VG, G < G.
* Functional Equivalence Preservation: If G, is a functional subgraph of G, then:

— (Left-hand Side) if G is functionally equivalent to Gy, then G is a functional subgraph
of Gy, ie. if G1 < G2 and G =func G1, then G| < Go.

- (Right-hand Side) if G} is functionally equivalent to G, then G; is a functional subgraph
of Gy, i.e. if G1 < Gy and G5 =jyne Go, then G1 < G5,

* Transitivity: If G, is a functional subgraph of G5 and G5 is a functional subgraph of G3, then
G is a functional subgraph of Gs, i.e. if G; < G and G < Gs, then G; < Gs.

* Anti-symmetry: If G; is a functional subgraph of Go, then G is a functional subgraph of
G, if and only if they are functionally equivalent, i.e. G; < G2 and G» < G; if and only if
gl =func g2-

For detailed proofs of the above properties, please refer to Appendix |A} It is worth noting that the
subgraph equivalence defined in Definition 2] does not satisfy the Transitivity property. This highlights
the improved completeness of the functional subgraph in Definition [3]

2.4 Task Definition

Based on Definition 3] we define our primary task:

Task #1: Functional Subgraph Detection. Given a query graph Q and a candidate graph G,
determine if Q < G.

While functional subgraph detection is a decision problem (yes/no), it is often desirable to identify
which part of the target graph G corresponds to the query function Q. However, as shown in Figure/I]
due to potential functional transformations, identifying an exact boundary in the original graph G that
perfectly represents Q can be challenging or impossible. This leads to our second task, which aims to
find the smallest region in G that encapsulates the function of Q.



Definition 4 (Fuzzy Boundary). Given a query graph Q and a candidate graph G = (V, E), a
subgraph G* = (V*, E*) of G, where V* CV and E* = EN (V* x V*), is a fuzzy boundary for
QingGif:

1. 9<G”
2. For any proper subgraph H of G* (i.e., H C G* and H # G*), Q £ H

As illustrated in Figure |1} for G representing @ X b + a x ¢ and Q representing b + ¢, the fuzzy
boundary G* would likely encompass the components corresponding to b, ¢, the two multiplications,
and the addition, as this minimal collection is required to functionally contain b+ ¢ via transformation.
Based on Definition[d] we further define another task as:

Task #2: Fuzzy Boundary Identification. Given a query graph Q and a candidate graph G such
that @ < G, determine for each node in G, whether it belongs to the fuzzy boundary G* of Q.

3 Method

3.1 Stage #1: Functional Subgraph Detection

Data Processing Stagel: Functional Subgraph Detection
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Figure 2: The pipeline of Stage #1. Left: Our data processing pipeline. For a given Gg;4, we first
randomly extract a subgraph Gg,s. Then, we obtain G, and G,,,,, through synthesis and mapping,
respectively. Right: Our training pipeline via intra-modal and inter-modal alignments for functional
subgraph detection. We first encode the query and target graphs using their respective encoders. Next,
we perform intra-modal and inter-modal alignment on the target graph to obtain function-invariant
and structure-agnostic embeddings. These embeddings are then sent to a task head to determine
whether the query graph is contained within the target graph.

Data Processing  As illustrated in Figure@], given an AIG netlist G4, we first randomly drop nodes
while ensuring legality, to obtain the subgraph G,,;. Next, we use the ABC tool [31] to generate
Gsyn by randomly selecting a synthesis flow. Importantly, in this step we ensure that G, is not
isomorphic to G,;,4. Finally, we apply the ABC tool again to map Gy, to Gy, using the Skywater
Open Source PDK [32]]. This data processing pipeline ensures that G,;, is equivalent to both stn
and Gp,. Since Gy, is an isomorphic subgraph of G, it follows from Deﬁnmon.that Goupisa
functional subgraph of both Gy, and G,,,,,. For negative pairs, following the approach in Li et al. [12]],
we randomly sample Ggig, Gsyn, and G, from other pairs within the same batch. It is important to
note that all circuits in this paper have multiple inputs and a single output. For more details, please
refer to Section d.T]and Appendix



Data Processing Stage2: Fuzzy Boundary Identification
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Figure 3: The pipeline of Stage #2. Left: Our data processing pipeline. For a given G,,,,, we replace
each node in G,,,,, with the AIG implementation according to the functionality in the library. Then,
we randomly sample a subgraph G, from Gg;,. Finally, we annotate the nodes in G, if one of
the corresponding AIG nodes still exist in Gg,. Right: Our training pipeline for fuzzy boundary
identification via graph segmentation. Given the query graph G,,,;, and the target graph G,,,,,, we first
use Ency;q to obtain the graph embedding of G, and Encyy, to obtain the node embeddings of
Gpm.- These embeddings are then concatenated and passed to a task head to determine whether a
node in Gy, lies within the fuzzy boundary of Gys.

Retrieval In this paper, we adopt DeepGate2 [22]] and DeepCell [25]] as backbones for encoding
AIG netlists and post-mapping netlists, respectively. Given a query graph G,,,;, along with positive
candidates gm 9 gsyn, Q}‘fm and negative candidates G_; 9 gsyn, gpm, we first use the AIG encoder
Encqig and the PM encoder Ency,,, for different modalities as follows:

fsub = Encaig(gsub)y faig = Encaig(gaig)
fsyn = Encaig(gsyn)a fpm = Encpm(gpm)

Next, we concatenate the embeddings of the query graph and the candidate graphs and feed them into
a classification head, a 3-layer MLP:

gaig = MLP([fsub> faig])a gsyn = MLP([fsub7 fsyn])v gpm = MLP([fsuba fpm])
Finally, we compute the binary cross-entropy (BCE) loss for each prediction:

Leis = BCEL088(Jaigs Yaig) + BOEL0ss(§isyn, Ysyn) + BCEL0sS(Jpm, Ypm)

Function-Invariant Alignment EDA flows such as synthesis and mapping modify the circuit
structure while preserving functional equivalence. As defined in Definition 3] the functional subgraph
relation focuses on the functionality of the candidate circuits rather than structure, as they can be
transformed into an equivalent circuit with any structure. Furthermore, the Functional Equivalence
Preservation property in Section [2.3]imply that, if the subgraph relation @) < G hold, then if we
replace @ or G with another functional equivalent graph, the subgraph relation continues to hold.
This invariance is the key insight for our alignment: the embeddings of functionally equivalent graphs
should be aligned, regardless of their structural variations.

Therefore, learning function-invariant embeddings for equivalent circuits across different stages is
crucial for functional subgraph detection. While Gg;4 and G, share the same gate types, G4 and
Gpm differ significantly in modality, i.e., the gate types in G,,,, are substantially dissimilar to those
in Gu44. Therefore, we employ both intra-modal and inter-modal alignment techniques to acquire
function-invariant and structure-agnostic embeddings with the InfoNCE loss [33]]. We select G, as
the anchor and compute the intra-modal and inter-modal losses as follows:

Lintra = InfONCE( azg? f syn? syn)

Llnter - InfONCE( aig’ ;;Lmﬂ fz:m)

Finally, we summarize the losses for stage #1 as:
Lstag61 = Lcls + Lintra + Linter



3.2 Stage #2: Fuzzy Boundary Identification

Data Processing  As illustrated in Figure 3} given a post-mapping netlist G,,,,, we replace the cells
in Gp,,,, with the corresponding AIGs from the library to acquire the netlist G,;4. This process yields
a mapping function ¢ that associates the node indices of G;, with those of G,,,,,. Next, we randomly
drop nodes to obtain G, which serves as the functional subgraph of both G,,,, and G,;,4. Using
the subgraph G, we annotate the nodes in G,,,, by mapping the node indices of G, to those of
Gpm through the function ¢. Specifically, for each node in G, if it maps to a node 7 in G,,,,, we
annotate node ¢ as 1; otherwise, we annotate it as 0. This annotation process strictly follows the fuzzy
boundary definition in Definition 4]

Cross-modal Retrieval Given a query graph Gg,,;, and a target graph G, = (Vpm, Epm ), We first
compute the embedding of G,,,; and the node embeddings of G,

fsub = Encaig(gsub)a f;mv f;ma cey [LXfm‘ = Encpm(gpm)
Next, we use fqyp as the query embedding and concatenate it with the node embeddings from
Gpm- These concatenated embeddings are then fed into a 3-layer MLP for node classification: §; =
MLP([fsub, fom])- While previous works [13}29] treat this task as an input-output classification
problem, we frame it as a graph segmentation task. This approach arises from the observation that
nodes near the input-output nodes contribute to identifying fuzzy boundaries and thus should not be
simply labeled as zero. During training, we optimize the model using cross-entropy loss:

Lsta962 = - Z [yz IOg(gl) + (1 - yl) log(l - gl)] €]

3

4 Experiment

4.1 Experimental Setup

We evaluate our method on three AIG datasets: ITC99 [15]], OpenABCD [16], and ForgeEDA [17]].
Each metric in Tables[T]and [2]is reported as the mean + standard deviation over three independent
runs. For data processing, we begin by randomly sampling k-hop subgraphs (with k& ranging from
8 to 12) to partition large circuits into smaller circuits. Next, we randomly sample subgraphs from
these smaller circuits. For logic synthesis, we use the ABC tool [31] with a randomly selected flow
from src_rw, src_rs, src_rws, resyn2rs, and compress2rs. We then apply the VF2 algorithm [6] to
verify that the synthesis process has modified the circuit structure. If no modification is detected,
we repeat this step until we obtain a circuit with a different structure. For technology mapping, we
invoke ABC with the Skywater Open Source PDK [32]. For additional details on the environment,
evaluation metrics, and dataset statistics, please refer to Appendix [C]

Table 1: Result of Functional Subgraph Detection(%).

gsub — gsyn gsub — gpm

Dataset Method

Accuracy Precision Recall Fl-score Accuracy Precision Recall Fl-score

NeuroMatch 49.8:{:0_3 16-7123.6 33.3i47,1 22.2i31,4 49.8:{:0,2 16.7:{:23,6 50.0:{:50,0 33.4i33,4

Q HGCN  44.5477 35.0421.2 67.3446.3 45.3+30.2 49.540.8 35.7+20.2 66.8+447.0 44.7+31.2
8 Gamora  50.6+12.8 21.1427.7 33.0446.0 25.44+34.8 51.7T+4.4 34.0424.2 51.2440.9 40.2429.6
— ABGNN  56.44+9.1 20.8429.4 32.7446.3 25.4435.9 94.1458 19.0426.9 33.3447.1 24.24342

Ours 95.3:&0,1 94.4:&0,2 96.3:&0,1 95.4:&0,0 93.1;{:0,3 92.3j:0_3 94.210,9 93.2;&0_4
) NeuroMatch 44.2:{:9‘3 17.3:|:23,9 33.4i47,1 22-7:t31.8 44~9:l:844 17.0:|:23,9 33~4:I:47.1 22~5:|:31.7
é‘é HGCN  52.5436 18.0t25.5 32.5+46.0 23.2+32.8 50.0+0.0 20.4+21.4 33.0+46.7 22.24313
g Gamora 50.8:{:1‘1 33-7:|:23.9 66.6i47,1 44.8i31,7 49.8:{:0‘3 33~2:I:23.5 62.1i44,3 43~3:|:30.6
éﬁ ABGNN  34.1454 52439 2.6+26 3.4+32 413140 9.7476 3.5432 5.lias

Ours 92.3i0,2 93.7i0,2 90.6i0,4 92.1i0,2 90.8i0,4 92.4:{:0,4 88.9:{:0,9 90.6:{:0,5
< NeuroMatch 50.049.0 16.7423.6 33.3447.1 22.2431.4 50.040.0 16.71236 33.3147.1 22.2431.4
a HGCN  44.04s85 18.24922.6 33.9446.7 23.1430.8 48.8+1.6 18.8+22.2 33.5447.0 22.5431.2
Py Gamora  40.616.3 24116 0.7T10s 1.0x1.1 482115 51.01s2 31.0+31.6 28.5122.9
E ABGNN  52.343.3 34.6+424.5 66.6447.1 45.5432.2 52.042.9 34.4424.4 66.6447.1 45.4432.1

Ours 96,0i0,1 96.8i0,4 95-2:|:0.5 96.0:|:0,1 95,3i0,0 95.9:{:0,5 94.7:|:0,5 95.3:|:0,0




4.2 Stage #1: Functional Subgraph Detection

We evaluate the performance of our proposed method on three datasets: ITC99, OpenABCD,
and ForgeEDA. Our method is compared against several state-of-the-art models, including Neuro-
Match [10] and HGCN [12]], which are designed for isomorphism subgraph matching in general
domain and EDA domain respectively, and Gamora [[14] and ABGNN [13]], which are designed
for reasoning in EDA domain, i.e. for equivalent subgraph matching. Since Gamora and ABGNN
focus on boundary detection instead of subgraph matching, we integrate them into the NeuroMatch
framework for Stage #1. Further integration of Gamora and ABGNN with our method is discussed in
Appendix [B] The evaluation metrics include accuracy, precision, recall, and F1-score, computed for
two tasks: Gsyup to gsyn and G,y to gpm-

As shown in Table E], the results on the ITC99, OpenABCD, and ForgeEDA datasets demonstrate that
our method significantly outperforms all baseline models. Specifically, for the Gou, — Ggyn task, our
model achieves an average accuracy of 94.5%, precision of 95.0%, recall of 94.0%, and F1-score
of 94.5%, surpassing all other methods by a large margin. Similarly, for the G5, — Gprm, task, our
method also shows superior performance with an accuracy of 93.1%, precision of 93.5%, recall of
92.6%, and Fl-score of 93.0%. In contrast, structure-based methods show an accuracy close to 50%
and large standard errors in precision, recall, and F1-score. Such unreliable performance typically
arises because these methods indiscriminately predict all pairs as either entirely positive or negative,
highlighting their limitations in functional subgraph detection.

4.3 Stage #2: Fuzzy Boundary Identification

Table 2: Result of Fuzzy Boundary Identification(%).
ITC99 OpenABCD ForgeEDA
TIoU DICE IoU DICE IoU DICE

NeuroMatch 44.2i0A0 61.3i0A0 41.2i0_0 58.3i0,0 42.0i0,0 59.1i0‘0
HGCN 441400 61.2+0.0 41.2400 58.3+0.0 42.040.0 59.240.0
Gamora 39.1408 56.242.9 44244 5 61.341.1 39.510.6 56.6+0.6
ABGNN 26.746.2 41.747 5 37.540.8 54.510.8 31919256 48.2430

Ours 83.0+14 90.7109 852109 92.0105 838108 91.2404

Method

In this stage, we treat G,,;, as the query and aim to locate its fuzzy boundary within the post-mapping
netlist G,,,. Since Gamora and ABGNN are designed for the detection of the input-output boundary,
we first apply each to identify the input and output nodes in G,,,,. We then perform a BFS between
inputs and outputs to recover the corresponding fuzzy boundary, and evaluate the result using
Intersection-over-Union (IoU) and DICE score.

Table 2] reports results on ITC99, OpenABCD, and ForgeEDA, demonstrating that our model substan-
tially outperforms all baselines. Specifically, we achieve an average IoU of 84.0% and a Dice score
of 91.3%, significantly outperforming all other methods. Structure-based methods (e.g., NeuroMatch
and HGCN) fail to capture functional boundaries and often generate trivial solutions (predicting
all nodes as boundary nodes), yielding low variance but poor performance. Although Gamora and
ABGNN can detect clear block boundaries for specific arithmetic modules, they struggle with the
variable, function-driven fuzzy boundaries required here, resulting in significantly lower performance.
Further integration of Gamora and ABGNN within our framework is detailed in Appendix [B]

4.4 Ablation Study

We perform ablation study on ITC99 dataset and compare the performance of the ablation settings
with our proposed method to evaluate the contribution of various components in our method.

Stage #1 without alignment achieves accuracy and Fl-scores of 94.6% and 94.6% on Gy — Gsyn
task, which are lower than our method’s 95.3% and 95.4%. Our model also improves accuracy and F1-
score by 1.7% on Geup — Gpm, task. These results demonstrate the importance of function-invariant
alignment, particularly inter-modal alignment, i.e. aligning G, and Ggg4.



Table 3: Ablation Study on ITC99 Dataset(%).
Stage #1 Stage #2

gsub — gsyn gsub — gpm gsub — gpm

Setting

Accuracy Fl-score Accuracy Fl-score IoU DICE
Stage #1 wo. alignment  94.6 94.6 914 91.5 - -

Stage #2 wo. stage #1 - - - - 76.3  86.5
Stage #2 wo. seg. - - - - 29.6 457
Ours 95.3 95.4 93.1 932 83.0 90.7

Stage #2 without Stage #1 shows a performance drop, with ToU and DICE scores of 76.3% and
86.5%, compared to our method’s improved values of 83.0% and 90.7%. This highlights the crucial
role of pretraining knowledge in Stage #1.

Stage #2 without segmentation also shows a significant drop in performance, with IoU and DICE
values of 29.6% and 45.7%, compared to our method’s improved 83.0% and 90.7%. These results
suggest that directly predicting the input-output nodes of the fuzzy boundary is challenging, as it
varies with different functional transformations and omits the information of nodes in fuzzy boundary.

5 Limitations

While our proposed framework demonstrates strong performance and significant improvements over
existing structural approaches, several limitations remain and should be addressed in future research:

Scalability to Large-scale Circuits: Currently, our method has primarily been evaluated on
moderately-sized circuits due to computational resource constraints. Real-world EDA applications
often involve extremely large netlists with millions of nodes. Scaling our detection and segmentation
approaches to handle such large-scale graphs efficiently is non-trivial. Future research could investi-
gate more computationally efficient embedding methods, hierarchical segmentation approaches, or
incremental graph processing techniques to enhance scalability.

Multiple and Overlapping Fuzzy Boundaries: Our fuzzy boundary identification method presently
assumes a single, minimal enclosing region within the target graph. In practical scenarios, multiple
occurrences or overlapping functional subgraphs might exist within a single large circuit, compli-
cating boundary identification tasks. Extending our methodology to effectively handle multiple or
overlapping fuzzy boundaries within the same circuit remains an open and challenging direction for
further investigation.

Single-output Circuit Assumption: The current approach assumes single-output logic circuits.
In real-world scenarios, however, most circuits possess multiple outputs and complex internal
functional dependencies. The direct applicability of our method to multi-output circuits, particularly
when outputs share significant internal logic, remains unexplored. Generalizing the definitions and
embedding strategies to model multi-output scenarios could further enhance practical relevance.

Non-trivial Function Assumption: In this paper, we assume that a graph obtained by removing
some nodes and edges is not functionally equivalent to the original graph, i.e. Vg # 0, G\ g Zfunc G-
While EDA tools inherently enforce this constraint, it may limit the generalizability of the functional
subgraph in other domains.

By systematically addressing these limitations, subsequent research can extend our approach to
broader, more realistic settings, thereby increasing its practical utility in EDA domain and beyond.

6 Conclusion

In this paper, we introduce the concept of functional subgraph matching, a method to identify implicit
logic functions within larger circuits, despite structural variations. We propose a two-stage framework:
first, we train models across different modalities with alignment to detect functional subgraphs;
second, we fine-tune our model and treat fuzzy boundary identification as a graph segmentation
task for precise localization of fuzzy boundary. Evaluations on benchmarks (ITC99, OpenABCD,
ForgeEDA) show that our approach outperforms structure-based methods, achieving 93.8% accuracy
in functional subgraph detection and a 91.3% DICE score for fuzzy boundary detection.



Broader Impact Our method contributes to the advancement of deep learning, particularly in
graph-based functional relationship analysis. By improving the detection of functional relationships
in complex systems, it has the potential to impact a wide range of applications, from circuit design to
other domains that rely on graph functionality, e.g. molecular and protein graphs.
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A Proofs of the Proposed Properties

In this section, we use G = (G5 to denote that (G5 is isomorphic to Gs. Also, we use G1 =gune G2
to denote that (71 is functional equivalent to Gs.

Proposition 2. Ifa graph Q is an equivalent subgraph of G, then Q is a functional subgraph of G.

Proof. According to the Deﬁnition there exists a subgraph G’ of G such that Q = Fune G'. By
replacing G’ with Q, we get G = G \ G’ U Q which is equivalent to G and a subgraph of G is
isomorphic to Q. By the Definition[3] Q is a functional subgraph of G. O

Proposition 3 (Reflexivity). VG, G < G.

Proof. G is a subgraph of itself, and G =g, G. By the definition of functional subgraph, it follows
that G < G. O

Proposition 4 (Functional Equivalence Preservation). If Gy is a functional subgraph of G, then:

* (Left-hand Side) if G1 < G2 and G{ = puync G1, then G} < Go.
* (Right-hand Side) if G1 < G2 and G5 = punc Go, then Gi < G).

Proof. (Right-hand Side) According to the Definition 3] if G is a functional subgraph of G, then
there exist G5 that G =gune G2 and Gy is an isomorphic subgraph of G3. Since G} =func G2 and
G5 =func Go, then G3. Since G =gune G5. By the Deﬁnition G, is a functional subgraph of GJ.

(Left-hand Side) By Deﬁnition there exists a graph G5 =¢unc Ga, such that

G1 = Gy, (2)
where G5 is a subgraph of G5. Since G; = Go, it follows that
G1 =tunc Go. 3
By the transitivity of functional equivalence, we then have
G1 =tunc G2 =func 91 4)
Thus, by replacing G in G4 with G/, we obtain a new graph
5 = (G \ Ga) UG, )
which satisfies
Gy =tunc Ga- (6)

From the definition of functional equivalence, we know that G =g, G2 and that G is a subgraph
of G4. Therefore, it follows that

g1 < Ga. @)

O

Proposition 5 (Transitivity). If G1 < G and Go < G3, then G < Gs.

12


https://github.com/google/skywater-pdk.git
https://github.com/google/skywater-pdk.git

Proof. By definition, there exists a graph G} =gunc G2, such that
G1 = Gy, and Gjis a subgraph of G. (8)
Since G5 =func Go, by Proposition it follows that G} < Gs.

Therefore, there exists a graph G5 =func Gs, and G4 is a subgraph of G5. Since G isa subgraph of
G} and @} is a subgraph of G}, it follows that G, is a subgraph of Gj.

Since G; = G4, G4 =func G3 and G isa subgraph of G}, by the definition of functional subgraph, we
conclude that

G1 < Gs. )

O

Proposition 6 (Anti-symmetry). Gi < G2 and Go < Gy if and only if G1 =gunc Ga-

Proof. (=) Since G; < G5, we have
gl = gé \97 and g2 =func gé (10)

Since Gy < Gy, we have G < G} \ g. By the definition of functional subgraphs, there exists a graph
Gs such that G3 =g, G5 \ ¢ and G} is a subgraph of Gs. This implies that G, = G3 \ ¢/, so we also

have
gé =func gS \9/ (11)
Since G5 =func G4 \ ¢, it follows that
gS U 9 =func gé (12)
Thus, we have
gS U 9 =func gé =func g3 \9/ (13)

Note that in Section[2.3] we assume that a graph obtained by removing some nodes and edges is not
functionally equivalent to the original graph, i.e., Vg # 0, G \ g Zfunc G- Therefore, we must have
g = ¢’ = 0, which implies

gl = gé \g = gé7 and g2 =func gé (14)

Thus, we conclude that
gl =func g2' (15)
(<) If G1 =tunc Go, since G1 < Gy and G2 < Go, according to Functional Equivalence Preservation
property, it follows that G; < G5 and G2 < Gj. O

B Additional Experimental Results

B.1 Functional Subgraph Matching

Considering that the encoder in our method can be replaced with other backbones, we test our
approach with different encoders and propose baselines for the functional subgraph detection task, as
shown in Table [

B.2 Fuzzy Boundary Identification

We further evaluate these methods on fuzzy boundary identification. The results are shown in Table 5]

Table 5: Result of baselines in stage #2.
ITC99 OpenABCD ForgeEDA
IoU DICE 1IoU DICE IoU DICE

Ours+Gamora  82.1 90.2 814 89.8 83.6 91.1
Ours+ABGNN 827 905 844 915 884 938
Ours 83.0 90.7 852 920 838 912

Method
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Table 4: Result of baselines in stage #1.

Dataset Method Gsub = Gayn Gsub = Gom

Accuracy Precision Recall Fl-score Accuracy Precision Recall Fl-score

Ours+Gamora 90.8 91.1 90.4 90.7 86.4 88.6 83.5 86.0
ITC99 Ours+ABGNN  87.9 83.1 95.1 88.7 88.2 82.8 96.5 89.1

Ours 95.3 94.4 96.3 954 93.1 92.3 94.2 93.2

Ours+Gamora 90.1 89.6 90.7 90.2 91.0 89.3 93.2 91.2

OpenABCD Ours+ABGNN 81.7 78.5 87.5 82.7 83.3 78.9 91.1 84.5
Ours 92.3 93.7 90.6 92.1 90.8 924 88.9 90.6

Ours+Gamora 94.2 95.9 92.4 94.1 80.6 93.8 65.5 77.1
ForgeEDA  Ours+ABGNN 89.7 88.5 91.2 89.8 87.6 88.3 86.8 87.5
Ours 96.0 96.8 95.2 96.0 95.3 95.9 94.7 95.3

B.3 Scalability on Medium-Sized Circuits

we collect a medium-sized graph dataset from ForgeEDA [17], containing circuits with graph sizes
ranging from 100 to 10000 nodes. The statistical information of the medium-sized dataset is shown
in Table

Table 6: Statistics of the medium-sized dataset.

Graph Type Nodes Edges Depth

Gsup 192.1 £ 320.87 207.16 +354.01  27.91 + 30.08
Gsyn 1396.99 + 1764.63  1958.84 + 2519.23  66.48 £+ 99.7
Gpm 679.93 £ 851.2 1352.96 +£1703.16  21.83 £ 32.6

We perform functional subgraph detection on this dataset, and the results are shown in Table [7]and
[8] Since ABGNN encounters out-of-memory error when encoding graphs with deep logic levels,
we do not report its results on this new dataset. While our method still demonstrates state-of-the-art
performance, it shows a significant performance drop (from an F1-score of 95.3% to 81.2%, as shown
in Table 1). This result highlights the challenge of scaling to larger circuits. We hope future work
will explore and address this challenge.

Table 7: Functional Subgraph Detection on Gy — Gayn.

Method Accuracy Precision Recall F1-score
NeuroMatch  51.24.33 34.64045 66.74471 45.54300
HGCN 50.0409.0 16.74936 33.34471 2224314
Gamora 50.0:‘:0,0 40.0:|:14_1 66.7:|:47_1 44.6:|:31,3
Ours 81~5i0.6 82.7i1_1 79.8i1_7 81-210.8

B.4 Comparison with VF3

we evaluate the state-of-the-art subgraph isomorphic heuristic algorithm VF3 [34]], which consistently
achieves 100% precision and 100% recall on standard subgraph isomorphism tasks. Due to time
constraints, we sampled circuits with fewer than 50 nodes from the ForgeEDA dataset and applied
the VF3 algorithm. The results are shown in Table[9} According to our Definition [3] of Functional
Subgraph, if @ is an isomorphic subgraph of G, then () is always a functional subgraph of G. This
is demonstrated by the 100% precision achieved by VF3. However, due to the function-preserving
transformation, the explicit structure of () often disappears, leading to extremely low recall(0.32%)
for VF3. These results highlight the importance of task definition.
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Table 8: Functional Subgraph Detection on Gsup — G-

Method Accuracy Precision Recall F1-score
NeuroMatch 51.041.0 33.949040 66.64471 44.94318
HGCN 50.040.0 16-7i23,6 33.34471 22.2431.4
Gamora 50.0:‘:0.0 33'3:|:23.6 66.7:|:47_1 44.4:|:31.4
Ours 78.9i1,0 80.6i1,6 76.3i2_7 78.3i1,3

Table 9: Comparison of subgraph isomorphism methods on different tasks.

Gsub - Gsyn Gsub — Gpm

Method Runtime (s) Precision Recall Fl-score Precision Recall Fl-score
VE3 480.8 100.0 0.32 0.65 — — —
Ours 8.0 88.5 91.9 90.2 86.4 94.5 90.3

C Datasets and Implementation Details

Dataset Dataset statistics and splits are shown in Table For dataset split, we first split the
training circuits and test circuits in the source dataset, then we cut subgraph for the training circuit
and test circuits to generate our small circuit dataset. For ITC99 and OpenABCD, the split follow the
previous work [24]. For ForgeEDA, we randomly select 10% circuits in the dataset as test circuits.
For small circuit, we apply Algorithm [I]to randomly sample subgraph.

Algorithm 1 Random Sample Subgraph

Input: ndoes V, edges &, root
Qutput: nodes V, edges E, root
Build adjacency G from £
if rand(0,1) < 0.5 then
Set r to the predecessor p € G[r] that maximizes predCount(p)
end if
p < rand(0.6,0.95)
T+ p-V,V+{r},Q« [, E< 0
while Q = 0D A |V| < T do
n < pop(Q)
for all v € shuffle(G[n]) do
ifv ¢ V then
push(Q, v); V U {v}; B U{(n,v)}
end if
end for
end while
return V, E, r

Table 10: Dataset Statistics. We report average and standard error with avg. £ std.

ggtl;sceet Split #Pair Gsub gaig gsyn gpm
#Node Depth #Node Depth #Node Depth #Node Depth
ITC99 train 36592 248i132 15~O:I:2.0 320:t166 19~]:I:3.0 315:t164 19~O:I:3.0 179:|:91 6.9:‘:1‘0
test 5917 2181113 14.0420 2824141 173122 2784138 17.0420 157179 634000
OpenABCD train 54939 155i113 13~0i2A0 203i140 16.4i32 198i134 16-0i3A0 108i75 5.8i1‘1
P test 9726 ]-OOiGG 13.Oi2_0 132i84 16.0i2‘2 128i82 IS.OiQAO 69i46 S.Si()‘g
ForeeEDA train 60183 126i102 13-4i3.5 161i129 16.6i4,2 156i125 16.2i4,5 88i69 5.8i1,4
g test 7753 127496 13.6433 1634122 17.0438 1591100 164445 89465 59413
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Environment All experiments are run on an NVIDIA A100 GPU with 64 GB of memory. Models
are trained using the Adam optimizer with a learning rate of 0.001, a batch size of 1024. We train our
model in stage#1 for 100 epochs and finetune it in stage#2 for 10 epochs. Training our model on one
dataset takes approximately 10 hours. Model architectures follow the configurations specified in the
original works except that we set the hidden dimension to 128 for all models.

Evaluation Metrics For Stage #1, we measure classification performance by accuracy and report
precision, recall and f1-score according to the counts of true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN):

TP TP
Precision = W, Recall = m,
Accuracy — TP + TN Floscore — 2 x Precision x Recall
Y= TP+ TN + FP + FN’ ~ " Precision I Recall

For Stage #2, which is similar to a segmentation task, we use Intersection over Union (IoU) and the
Dice coefficient. Let P be the set of predicted positive nodes and G the set of ground-truth positive

nodes:
|P NG
|[PUG|’

_2|PNG|

IoU = ==
[Pl + 1G]

Dice (16)

D Background

And-Inverter Graph(AIG) In our works, AIG is a directed acyclic graph (DAG) composed of
three basic elements: Primary Input(PI), AND gate and NOT gate. For example, a simple logic
expression = A A B can be build as a DAG with 2 PIs(A and B), one NOT gate and one AND gate.
The edges are [(A, NOT),(NOT,AND), (B, AND)]. Since the out-degree of AN D is zero, it
represents the final output.

Technology Mapping Technology Mapping is a function-preserving transformation that converts
an AIG into a post-mapping (PM) netlist. While the AIG consists of simple logic elements, such as
AND and NOT gates, the basic components in a PM netlist can be more complex, such as adders or
multipliers. As a result, node types can differ significantly between the two forms, and this is why we
consider AIG and PM netlists as distinct modalities in this paper.

Logic Synthesis Logic synthesis aims to simplify the structure of an AIG while preserving its
functionality. It transforms one AIG into another with a simpler structure. For example, the expression
eqr : (AN B) A (AAC) can be simplified to eqs : A A B A C. Although eg; and eqs are functional
equivalent, eqo uses only 2 AND gates compared to 3 AND gates in eq; .

InfoNCE Loss InfoNCE (Information Noise-Contrastive Estimation) is a contrastive loss used in
self-supervised learning. Its goal is to identify a single “positive” sample from a set of “negative”
samples for a given “anchor” sample. It pulls the anchor and positive representations together while
pushing the anchor and negatives apart:

exp(sim(q, k4)/7)
SN g exp(sim(q, k) /7)

where g is the anchor, k. is the positive, k; are the negatives, sim is a similarity function (like dot
product), and 7 is a temperature hyperparameter.

Linfonce = —log 17
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We list our contribution in introduction, as shown in Section i}
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations of our method in Section [5] including the Scalability to
Large-scale Circuits, Multiple and Overlapping Fuzzy Boundaries and Assumptions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We proposed 4 properties of functional subgraph in our paper, and the proof
can be found in Appendix [A] We also clairfy our assumption in Section [2.3]

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: For dataset processing, we provide the details in Section[4.T]and Appendix [C]
For our models, we first detailed our pipeline in SectionE} Futhermore, our used backbones
are all opensource and the implementations details can also be found in Section 4.1 and

Appendix [C]
Guidelines:

» The answer NA means that the paper does not include experiments.
« If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide the code and data in our supplemental material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify the experimental details in Section[4.T]and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report 1-sigma error bars, i.e. average result with standard error in Table[T]
and

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The detail about compute resources can be found in Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We make sure research conducted in the paper conform with the NeurIPS
Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impacts in Section [6]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original paper or website of assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We detail our dataset processing flow and model in our paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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