
OmniCharacter: Towards Immersive Role-Playing Agents with
Seamless Speech-Language Personality Interaction

Anonymous ACL submission

Abstract
Role-Playing Agents (RPAs), benefiting from001
large language models, is an emerging interac-002
tive AI system that simulates roles or charac-003
ters with diverse personalities. However, ex-004
isting methods primarily focus on mimicking005
dialogues among roles in textual form, neglect-006
ing the role’s voice traits (e.g., voice style and007
emotions) as playing a crucial effect in interac-008
tion, which tends to be more immersive experi-009
ences in realistic scenarios. Towards this goal,010
we propose OmniCharacter, a first seamless011
speech-language personality interaction model012
to achieve immersive RPAs with low latency.013
Specifically, OmniCharacter enables agents to014
consistently exhibit role-specific personality015
traits and vocal traits throughout the interac-016
tion, enabling a mixture of speech and language017
responses. To align the model with speech-018
language scenarios, we construct a dataset019
named OmniCharacter-10K, which involves020
more distinctive characters (20), richly contex-021
tualized multi-round dialogue (10K), and dy-022
namic speech response (135K). Experimental023
results showcase that our method yields better024
responses in terms of both content and style025
compared to existing RPAs and mainstream026
speech-language models, with a response la-027
tency as low as 289ms.1028

1 Introduction029

The rapid advancement of Large language mod-030

els (LLMs) (Wang et al., 2024b; Park et al., 2023;031

OpenAI, 2022) has demonstrated strong potential032

in interactive AI, enabling more natural and en-033

gaging human-computer interactions. One of the034

most promising and widely adopted research di-035

rections is the development of role-playing agents036

(RPAs) (Wang et al., 2024a; Tu et al., 2024; Shao037

et al., 2023), which have been applied in vari-038

ous domains, such as virtual assistants, AI-driven039

1Code, dataset, and demo are available at https://
anonymous.4open.science/r/OmniCharacter-BB80/.
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Agent A
Name: Zhongli
Voice style: Deep, 
Calm, Majestic…

Relationships: Raiden Shogun 
and you are both gods who once 
ruled your nations…
Past Experiences: …
Emotion: Serious、Patient…

Hard to explicitly express voice traits, 
e.g., voice style, emotions…

(serious) Patience. (pause) Only
with diligent training…

(serious) Relax? … One more 
time! (commanding) 

I’m feeling stressed…

(a) Text-based PRP (b) Our Method

Agent B Agent C

Relationships: Raiden Shogun
is your enemy, your brother died
by her sword…
Past Experiences: …
Emotion：Tired、Sad…

Relationships: Ei is your true
identity, Yae Miko is your
friend…
Past Experiences: …
Emotion：Cold、Indifferent…

Name: Kazuha
Voice style: Elegant, 
Smooth、Fast…

Name: Raiden Shogun
Voice style: Powerful,
Commanding, Slowly…

I’m feeling stressed. Can’t we just 
take a break?

(serious) Patience. (pause) Only
with diligent training can your
ski l l s gradual ly improve.

(serious) Relax? If you fail to 
prepare, you are preparing to fail. 
One more time! (commanding)

I’m feeling stressed. Can’t we just 
take a break? I’m feeling stressed…

Topics Learning skills for effective hunting.

Figure 1: (a) Existing role-playing agents (RPAs) con-
centrate on engaging dialogue in textual form, whereas
the role’s voice traits are often ignored. (b) Our method
considers the importance of the characters’ vocal per-
sona, e.g., voice style and emotions, delivering a more
seamless and immersive speech-language interaction.

storytelling, and intelligent non-player characters 040

(NPCs) in video games. The focus of RPAs al- 041

lows LLMs to simulate diverse personas and mimic 042

human-like behavior via predefined role profiles. 043

Despite significant advances in this field, most 044

existing studies primarily concentrate on replicat- 045

ing dialogues solely in textual form, while often 046

overlooking the role’s crucial voice traits such as 047

tone, style, emotions, and pauses. The voice traits 048

are important paralinguistic concepts that deeply 049

reveal individual differences in conversations, en- 050

abling a more immersive and personalized role- 051

playing interaction. As shown in Figure 1 (a), 052

for the same user query, although both agents pro- 053

vide reasonable responses, their unique tones, i.e., 054

Agent A’s serious yet calmed and Agent B’s angry 055

and commanding, are difficult to convey through 056

text alone, limiting their role-specific expression. 057

Therefore, incorporating personalized voice traits 058
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into the current RPAs can help create more realistic059

and immersive interactions.060

To bridge this gap, we introduce OmniCharac-061

ter, a first step in realizing speech-language collabo-062

rative RPAs for immersive and seamless interaction.063

Specifically, a Speech-Language Collaborative064

Model is first built as a base model to perceive065

both language inputs (i.e., role profile, dialogue066

contexts, and user text input) and speech input (i.e.,067

user speech input) for semantic alignment. Based068

on this, we propose a Role Speech Decoder to069

generate role-specific speech responses containing070

their unique voice traits. In particular, it mainly071

consists of two major components: 1) Role-context072

Guided Speech Token Prediction, which leverages073

the textual representations from LLM as prior, en-074

suring the alignment of discrete speech token gen-075

eration with the corresponding textual contexts. 2)076

Role-aware Speech Synthesis, which allows to gen-077

erate waveform containing rich character-related078

voice traits from speech tokens specific to the given079

conditions (i.e., profile, dialogue contexts, current080

query, and speaker embedding). It is worth noting081

that the proposed model is able to generate text082

and speech responses in an auto-regressive manner,083

resulting in a latency as low as 289ms, ensuring an084

immersive and seamless dialogue interaction.085

To facilitate the development of OmniCharac-086

ter, we further present the OmniCharacter-10K, a087

speech-language RPAs dataset with detailed pro-088

file annotations, diverse dialogues, and vivid au-089

dio responses tailored to each role’s characteris-090

tic. This dataset presents several appealing prop-091

erties: 1) Large Vocabulary: It includes a total092

of 20 characters along with 10,493 multi-turn dia-093

logues, along with 135K audio responses. 2) Rich094

Annotations: Each character is accompanied by a095

rich profile, highlighting aspects such as personal-096

ity, voice style, relationships, and past experiences.097

Further, each dialogue turn is annotated with cor-098

responding speech responses for both users and099

characters via TTS models (Du et al., 2024; Kim100

et al., 2021). 3) Dynamic Curation: The dialogue101

data is generated through interactive conversations102

between two chatbots, guided by the predefined103

character profiles. The main contributions are as104

follows:105

• We introduce OmniCharacter, a pioneering106

step in realizing speech-language collabora-107

tive RPAs.108

• We construct OmniCharacter-10K, a multi-109

turn dialogue dataset with detailed role pro- 110

files, conversion data, and high-quality audio 111

annotations for advancing RPAs development. 112

• Experimental results demonstrate that our 113

method achieves superior performance on the 114

role-playing benchmark, i.e., CharacterEval, 115

as well as providing robust results on gen- 116

eral speech benchmarks, i.e., LibriSpeech, 117

AISHELL-2, and LibriTTS. 118

2 Methodology 119

In this section, we present an in-depth presentation 120

of OmniCharacter, the first RPAs that perceive both 121

speech-language understanding while generating 122

character-specific audio-text responses with low 123

latency. The framework is illustrated in Figure 2. 124

2.1 Overview 125

The traditional RPAs are designed to make LLMs 126

interact with users or other agents by emulating 127

specific characters. To achieve this, RPAs utilize 128

a character profile denoted as P , along with the 129

ongoing dialogue contexts Cn = [q1, r1, ..., qn] to 130

generate a response rn consistently with character 131

sets: 132

rn = RPAs(Cn, P ), (1) 133

where qi represent the i-th input query and ri in- 134

dicates the corresponding response. However, this 135

paradigm relies on LLMs’ behavior cloning abil- 136

ity and focuses mainly on textual form, neglecting 137

essential vocal traits like voice style, tone, and emo- 138

tions of different characters. 139

To bridge this gap, we introduce OmniCharacter, 140

the first model considering the role-related vocal 141

persona by collaborating speech and language for 142

immersive interaction. Specifically, OmniCharac- 143

ter mainly contains two components: (1) a Speech- 144

Language Collaborative model to align semantics 145

by processing both language inputs (role profile, 146

dialogue contexts, and text query) and speech in- 147

put, (2) a Role Speech Decoder that aims to gener- 148

ate role-specific speech responses that reflect their 149

unique voice traits. Thereby, the dialogues contexts 150

Cn can be redefined as Un = [X1, Y1, . . . , Xn], 151

where Xi ∈ {XS
i , X

T
i , X

S+T
i } represents the i- 152

th input query, supporting three types: audio-only 153

(XS
i ), text-only (XT

i ), or text-audio (XS+T
i ), re- 154

sulting in flexible interaction during dialogue. Sim- 155

ilarly, Yn ∈ {Y S
n , Y T

n } indicates the response, own- 156

ing of two types, i.e., audio response (Y S
n ) and 157
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Large Language Model

Role Profile Dialog Contexts Text Query Speech Query

Linear Layer
P0

…

Speaker Embedding

HiFi-GAN
YnS

Condition Injection

T1 T2 Tn

Role-context guided Speech Token Prediction Role-aware Speech Synthesis

Speech Adaptor

Speech Encoder

Text Encoder OmniCharacter

Patience, my friend…

Speech LLM

Speech Response: : 
(serious) Patience. (pause) Only with diligent 
training can your skills gradually improve.

Role Profile Token Dialogue Contexts Token Text Query Token

Speech Query Token Text Response Token Ignore Token

Role Speech Decoder Text Response:  
Patience. Only with diligent…

Figure 2: The overview of our OmniCharacter framework. We first build a speech-language collaborative
model, a large language model that receives both speech and language inputs for unified modeling. Furthermore,
we propose a role speech decoder to synthesize speech responses containing vocal traits of different characters by
devising two innovative modules: i) Role-context Guided Speech Token Prediction, which aims to enhance the
generation of speech tokens by leveraging the textual representations of the base model as a contextual prior. iii)
Role-aware Speech Synthesis, which generates speech responses from speech tokens maintaining unique character
personality and voice traits based on several conditions.

text response (Y T
n ), which maintains the consistent158

and distinct personality of characters. Next, we159

elaborate on the details of two components in the160

subsequent subsections.161

2.2 Speech-Language Collaborative Model162

To fully align speech and language semantics, we163

first devise a unified speech-language collaborative164

model. Specifically, it comprises a speech encoder,165

a speech adaptor, and an LLM.166

Speech Encoder. To tackle user or character167

speech input, we adopt a speech encoder to encode168

the speech input XS
n of the n-th dialogue turn to169

speech sequence MS
n = [MS

n,1, ...,M
S
n,Nf

], where170

Nf indicate the number of audio frames.171

Speech Adaptor. To address the high temporal re-172

dundancy of the encoded speech sequence above, a173

down-sampling strategy is further applied by group-174

ing every k consecutive frame into compact se-175

quence ZS
n = [ZS

n,1, ..., Z
S
n,⌊Ns/k⌋], where176

ZS
n,i = MS

k∗i ⊕MS
k∗i+1 ⊕ ...⊕MS

k∗i+k−1. (2)177

This sequence is then encoded by a speech adapter178

τ to make it compatible with the embedding space179

of LLM:180

ES
n = τ(ZS

n ). (3)181

Large Language Model. We utilize Qwen2.5-7B-182

Instruct (Yang et al., 2024) as the LLM, a state-183

of-the-art large language model renowned for its 184

advanced reasoning capabilities to align text and 185

audio sequences for unified modeling. In particular, 186

we process the text inputs, including the role profile 187

P , dialogue contexts Un, and the text query XT
n to 188

form an overall sequence ET
n = {ET

n,i}
Nt
i=1 via a 189

text encoder. This sequence is then concatenated 190

with the speech sequence ES
n = {ES

n,i}
Ns
i=1 and 191

sent into LLM. The Nt and Ns indicate the length 192

of text and speech sequences respectively. The 193

prompt template for organizing the overall inputs is 194

showcased in the Appendix A.2. Finally, the LLM 195

is trained via an auto-regressive manner: 196

Llanguage = −
Nt∑
i=1

logP (OT
i | OT

<i). (4) 197

2.3 Role Speech Decoder 198

Role-context Guided Speech Token Prediction. 199

Intuitively, it is straightforward to use the LLM 200

to predict both text tokens OT and speech tokens 201

OS . However, we find this strategy makes the 202

model difficult to train, causing duplicate speech 203

token outputs and hallucinations that are inconsis- 204

tencies with the semantics of text tokens. To facil- 205

itate stable and accurate speech token prediction, 206

we propose an innovative module known as role- 207

context guided speech token prediction built upon 208
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the speech-language collaborative model. Specif-209

ically, it employs a lightweight language model210

(denoted as SpeechLLM) that effectively utilizes211

the context representations H = [H1, ...,HNs+Nt ]212

output from LLM to generate speech tokens:213

OS = SpeechLLM(OS
m|OS

1:m−1, ϕ(H)), (5)214

where ϕ is a linear projection layer to map the con-215

text representations into the SpeechLLM space. We216

find that this design not only stabilized the training217

but also ensured that the generated speech tokens218

are highly aligned with the contextual semantics,219

effectively preventing the speech token repetitive220

output problem. Note that the SpeechLLM also221

follows an auto-regressive training objective:222

Lspeech = −
Ns∑
i=1

logP (OS
i | OS

<i). (6)223

Role-aware Speech Synthesis. A high-quality224

speech response that reflects the character’s voice225

traits and persona is important for immersive RPAs.226

To achieve this, we propose a role-aware speech227

synthesis module, which generates the audio re-228

sponse containing voice traits of characters from229

the speech tokens. Following (Zeng et al., 2024),230

we first decode the speech tokens into the Mel231

spectrogram and then synthesize the waveform232

with the generated Mel spectrogram as input. To233

achieve this, we adopt a conditional flow match-234

ing (CFM) model to sample the Mel spectrogram235

specified by the context representations E, speech236

tokens OS , and speaker embedding v (Wang et al.,237

2023b) extracted from character voice as condi-238

tions. The sampling process can be defined by a239

time-dependent vector field T = {T1, ..., Tn}. To240

improve efficiency, the optimal-transport (OT) flow241

is used. We summarize the above process as:242

Y S
n = OT-CFM(p0|H, v,OS), (7)243

where p0 is the initial Mel spectrogram. Ultimately,244

after obtaining the generated Mel spectrogram, a245

HiFi-GAN vocoder serves to synthesize a continu-246

ous waveform from the Mel spectrogram, facilitat-247

ing the conversion of spectral representations into248

high-fidelity audio signals Y S
n containing charac-249

ters’ voice traits such as voice style and emotions.250

2.4 Training Strategy251

Following (Fang et al., 2024), we adopt a two-stage252

training strategy for OmniCharacter. In the first253

stage, we train the speech adapter and LLM to gen- 254

erate text responses based on the text and speech 255

inputs using the objective Llanguage in Equation (4). 256

In the second stage, we only train the linear layer 257

and speech LLM in role-context guided speech 258

token prediction module for speech token predic- 259

tion by using the objective Lspeech in Equation (6). 260

For role-aware speech synthesis, we utilize the pre- 261

trained conditional flow matching and HiFi-GAN 262

weights from GLM-4-Voice (Zeng et al., 2024) and 263

fine-tune them on high-quality role speech data2. 264

3 The OmniCharacter-10K Dataset 265

To facilitate the model with speech-language sce- 266

narios, we construct OmniCharacter-10K, a multi- 267

turn dialogue dataset with distinctive characters 268

with rich and expressive text and speech annota- 269

tions. In this section, we describe the data collec- 270

tion, annotation, and verification of OmniCharacter- 271

10K. We also introduce the statistics and distribu- 272

tion of it. The illustration of OmniCharacter-10K 273

is showcased in Figure 3. 274

3.1 Data Collection, Annotation, and 275

Verification 276

Step-1: Character Profile Creation. To make 277

sure the collected characters have distinct traits as 278

well as contain high-quality audio, we select from 279

games since (1) the availability of rich information 280

(e.g., personality, background, and vocal tone), and 281

(2) clear, noise-free character audio recorded by 282

professional voice actors. We end up with 20 foun- 283

dational characters (10 Chinese and 10 English) 284

from Genshin Impact to construct our dataset. Sub- 285

sequently, we use Doubao 3 to summarize the meta 286

information for each character, and then order the 287

model to expand the information to ensure the diver- 288

sity and complexity. At last, all character profiles 289

are subjected to rigorous human checks to ensure 290

accuracy and reliability. 291

Step-2: Dialogue Generation. After selecting the 292

characters and character profiles, we proceed to 293

generate multi-turn dialogues. Specifically, we de- 294

ploy two models (i.e., Doubao-pro-32k), where 295

one model assumes the role of the character and 296

the other as the user or another character. Each 297

model is provided with its respective profile and in- 298

structed to engage in multi-turn dialogues, ensuring 299

the conversations are aligned with the predefined 300

2https://genshin.hoyoverse.com/en/
3https://www.volcengine.com/product/doubao/
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Step1: Character Profile Creation

Meta Persona:
- Name, Age, Gender
- Voice Style
- Emotion
- Past Experiments
…

LLMs
{“Name”: Zhongli,“Gender”: male }

{“Name”: Kazuha,“Gender”: male }
{“Name”: Raiden Shogun,“Gender”: female }

Step2: Dialogue Generation

Name: Raiden Shogun;
Gender: Female; 
Voice style: Powerful, …
Emotion: Cold, … 

Name: Zhongli;
Gender: Male;
Voice style: Calm, 
Emotion: Serious

Dynamic Gen.

Step3: Speech Synthesis

Synthesized Speech Data

Generated Dialogue Data
AI 

assistant
QA 

pattern
≥ 3

 turns

WER
Similarity w/ reference 

speech

Step4: Quality Verification

(1) Large Vocabulary

(2) Rich Annotations

(3) Dynamic Curation

20 characters 10K Dialogues 135K Audio

personality

voice stylerelationship

past
experiments

user speech

role speech

Multi-speaker 
TTS Model

…
(a) Dataset Construction Pipeline (b) Dataset Properties

Figure 3: Illustration of OmniCharacter-10K. (a) Dataset Construction Pipeline, which consists of four steps:
(1) Characters Profile Creation, (2) Dialogue Generation, (3) Speech Synthesis, and (4) Quality Verification. (b)
Dataset Properties, which has three appealing properties of our dataset: (1) Large Vocabulary, the dataset includes 20
characters, 10K multi-turn dialogues, and 135K audio responses, (2) Rich Annotations, each character is equipped
with rich text and speech annotations, and (3) Dynamic Curation, we generate dialogue data through chatbot
interactions based on predefined character profiles.

Splits # Characters Avg. Turns/Conv. # Samples # Speech Hours. (user/character)

Training 20 15 10, 068 353.96 (183.5/170.46)
Test 20 15 425 7.08 (3.56/3.52)

Table 1: The statistic of OmniCharacter-10K dataset.

traits and backgrounds of the characters.301

Step-3: Speech Synthesis. The generated multi-302

turn dialogues consist of open-domain text with-303

out corresponding audio annotations. To handle304

this, we first collected 40K high-quality audio sam-305

ples for 20 characters, which are professionally306

recorded by voice actors. Then, we utilize these307

audios as seed data and train a multi-speaker text-to-308

speech (TTS) model, i.e., VITS (Kim et al., 2021)309

for the audio synthesis of open-text in dialogue.310

For the user side, we use the advanced TTS model311

CosyVoice (Du et al., 2024) to synthesize audio.312

Each dialogue sample has a 50% ratio of being as-313

signed a generic male or female voice, ensuring its314

balance and diverse distribution.315

Step-4: Quality Verification. To ensure the qual-316

ity of the constructed dataset, we manually filter317

samples based on several criteria. For text data, we318

performed data filtering by retaining the samples319

following ABAB (user-role or role1-role2) pattern.320

Besides, we preserved dialogues longer than three321

turns, filtering out shorter ones. Furthermore, we re-322

move data that mimics the style of general AI assis-323

tance such as ‘I am a helpful AI assistant...’, as well324

as unnecessary explanatory prefaces and postfaces.325

For speech data, we first use the Whisper-large-326
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Figure 4: Left: Distribution of dialogue turns across
samples in the OmniCharacter-10K dataset. Right: Dis-
tribution of audio duration for user speech and character
speech respectively.

v3 (Radford et al., 2023) to convert the synthesized 327

audio into text and compute the WER metrics with 328

the corresponding text, where the WER greater 329

than 10 are rejected. Then, we use WavLLM (Hu 330

et al., 2024) to compute the similarity between the 331

synthesized audio and reference audio, where the 332

similarity less than 0.8 threshold is also rejected. 333

3.2 Statistics of OmniCharacter-10K 334

Table 1 presents the statistics of the OmniCharacter- 335

10K dataset, which includes a total of 20 characters 336

with 10, 068 training samples and 425 test samples. 337

The training and test sets are rich in speech anno- 338

tations, with 353.96 hours and 7.08 hours of audio 339

data, respectively. In addition, Figure 4 shows 340

the distribution of dialogue turns (left) and audio 341

duration (right) across the dataset. On one hand, 342

more than 80% of the dialogues are longer than 343

10 turns, highlighting the dataset’s focus on multi- 344

turn interactions. On the other hand, the audio 345
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Model
Character Consistency Conversational Ability Role-playing Attractiveness

KE KA KH PB PU Avg. Flu. Coh. Cons. Avg. HL CS ED Emp. Avg.

Proprietary Models
BC-NPC-Turbo 1.802 2.964 2.993 2.910 3.151 2.764 3.578 3.898 3.916 3.798 3.836 2.643 2.336 2.971 2.946
MiniMax 1.835 2.910 2.944 2.774 3.125 2.718 3.609 3.932 3.811 3.784 3.768 2.672 2.150 3.017 2.902
GPT-3.5 1.716 2.339 2.212 1.921 2.316 2.101 2.629 2.917 2.700 2.749 2.565 2.422 1.660 2.526 2.293
GPT-4 2.250 2.855 2.785 2.721 2.873 2.697 3.332 3.669 3.343 3.448 3.143 3.184 2.153 3.010 2.873

Open-sourced Models
ChatGLM3-6B 2.016 2.792 2.704 2.455 2.812 2.556 3.269 3.647 3.283 3.399 3.064 2.932 1.969 2.993 2.739
Baichuan2-7B 1.813 2.849 2.929 2.830 3.081 2.700 3.551 3.894 3.827 3.757 3.670 2.728 2.115 2.984 2.874
Baichuan2-13B 1.802 2.869 2.946 2.808 3.081 2.701 3.596 3.924 3.864 3.759 3.700 2.703 2.136 3.021 2.890
InternLM-7B 1.782 2.800 2.781 2.719 3.016 2.620 3.527 3.823 3.744 3.698 3.546 2.622 2.070 2.897 2.784
InternLM-20B 1.945 2.916 2.920 2.753 3.041 2.715 3.576 3.943 3.717 3.745 3.582 2.885 2.132 3.047 2.911
CharacterGLM 1.640 2.819 2.738 2.301 2.969 2.493 3.414 3.717 3.737 3.623 3.738 2.265 1.966 2.812 2.695
Qwen-7B 1.956 2.728 2.633 2.605 2.780 2.540 3.187 3.564 3.229 3.327 3.036 2.791 2.052 2.838 2.679
Qwen-14B 1.988 2.800 2.811 2.744 2.900 2.649 3.351 3.765 3.510 3.542 3.354 2.871 2.237 2.970 2.858
Qwen2-7B-Instruct 1.785 2.649 2.489 1.978 2.577 2.296 2.995 3.360 3.048 3.014 3.223 2.262 1.622 2.679 2.446

OmniCharacter 2.322 3.021 2.879 3.664 2.956 2.968 3.342 3.713 3.384 3.480 3.225 3.317 2.997 3.094 3.158

Table 2: Performance comparison with state-of-the-art methods on CharacterEval. We evaluate the models
across three dimensions including: (A) Character Consistency: (a-1) KE: Knowledge-Exposure, (a-2) KA:
Knowledge-Accuracy, (a-3) KH: Knowledge-Hallucination, (a-4) PB: Persona-Behavior, (a-5) PU: Persona-
Utterance. (B) Conversational Ability: (b-1) Flu.: Fluency, (b-2) Coh.: Coherency, (b-3) Cons.: Consistency. (C)
Role-playing Attractiveness: (c-1) HL: Human-Likeness, (c-2) CS: Communication Skill, (c-3) ED: Expression
Diversity, (c-4) Emp.: Empathy.

duration statistics further reveal that the speech in346

the dataset is sufficiently long to enable immersive347

dialogue experiences. These statistics emphasize348

the dataset’s capability to support the evaluation of349

RPAs in supporting immersive dialogues.350

4 Experiments351

4.1 Experimental Setups352

Model Configuration. We employ the Whisper-353

large-v3 as the speech encoder and Qwen-2.5-7B-354

Instruct as the LLM in speech-language collabo-355

rative model. In role-context guided speech token356

prediction, we employ the lightweight Qwen2.5-357

0.5B-Instruct (Team, 2024) model as SpeechLLM358

to generate speech tokens. To facilitate this pro-359

cess, a speech tokenizer derived from GLM-4-360

Voice (Zeng et al., 2024) with 16K vocabulary361

size is utilized to extract discrete speech tokens.362

We resample all speech data to a frequency of363

16Khz. The speech-language collaborative model364

and role-context guided speech token prediction365

are initialized using pre-trained parameters from366

OpenOmni (Luo et al., 2025), and we conduct fine-367

tuning on the OmniCharacter-10K train set. The368

weights of role-aware speech synthesis are initial-369

ized from pretrained checkpoint of GLM-4-Voice.370

Training Details. The OmniCharacter employs371

a two-stage training strategy as described in Sec-372

tion 2.4. In the first stage, we utilize the AdamW373

optimizer with a warmup ratio of 0.3, gradually in-374

creasing the learning rate until it reaches 5e-4. The 375

second stage retains the parameters established in 376

the first stage, and we only adjusted the final learn- 377

ing rate to 5e-5. We set the batch size as 32 for both 378

two stages. The entire training process is finished 379

within 3 epochs on 8×A100 GPUs. 380

Datasets. The evaluation leverages the following 381

datasets: CharacterEval (Tu et al., 2024) is used 382

for basic language understanding to assess the text 383

comprehensive ability of RPAs. OmniCharacter- 384

10K test set is employed for character-aware 385

speech-language evaluation to test speech genera- 386

tion and alignment abilities. LibriSpeech (Panay- 387

otov et al., 2015), AISHELL-2 (Du et al., 2018), 388

and LibriTTS (Zen et al., 2019) are general speech 389

datasets for model’s generalization test. 390

4.2 Performance Comparison 391

Basic Language Understanding. To evaluate the 392

effectiveness of our OmniCharacter in basic lan- 393

guage understanding, we compare our method with 394

state-of-the-art RPAs on CharacterEval (Tu et al., 395

2024) benchmark as shown in Table 2. Note that 396

the characters tested in CharacterEval differ from 397

those in our training data. The results illustrate 398

that our model outperforms the proprietary and 399

open-source models on most metrics. Particularly, 400

compared with models specifically designed for 401

role-playing task including BC-NPC-Turbo and 402

MiniMax, our method achieves considerate im- 403

6



Model
S2TIF S2SIF Alignment

Content ↑ Style ↑ Content ↑ Style ↑ WER ↓ CER ↓

SpeechGPT 2.07 1.81 1.75 1.72 57.90 47.01
LLaMA-Omni 3.79 2.67 2.43 1.79 48.9 49.2
OmniCharacter 4.15 3.28 3.76 2.16 12.66 11.57

Model Flu. Cons. Emo. Cla. App. Imm.
SpeechGPT 6.12 3.86 3.75 6.89 4.23 3.64
LLaMA-Omni 6.88 4.27 3.44 6.69 4.78 4.68
OmniCharacter 7.97 6.84 6.23 7.88 5.63 8.52

Table 3: Performance comparison with state-of-the-
art methods on OmniCharacter-10K test split. Top:
ChatGPT scores for S2TIF, S2SIF tasks, and alignment
scores between speech and text responses. Bottom: Hu-
man score (averaged from 5 experts) across six voice-
related dimensions: fluency (Flu.), consistency (Cons.),
emotional expression (Emo.), clarity (Cla), appropriate-
ness (App.), and immersion (Imm.).

provements. Moreover, OmniCharacter surpasses404

open-sourced models with larger scales such as405

InterLM-20B and Qwen-14B, achieving superior406

performance in both character consistency and role-407

playing attractiveness. However, our model fails408

to bring clear performance gains in conversational409

ability. Possible reason is that other methods have410

been pre-trained on more large-scale dialogue data,411

providing strong conversational capability.412

Character-aware Speech-Language Evaluation.413

To thoroughly evaluate the speech-language collab-414

oration ability of OmniCharacter for immersive and415

personalized role-playing interaction, we conduct416

evaluation from two perspectives: metrics-based417

and human-based evaluations.418

The metrics-based evaluation consists of three419

tasks (Fang et al., 2024): (1) speech-to-text420

instruction-following (S2TIF): whether the model’s421

text response correctly answers the input speech422

query; (2) speech-to-speech instruction-following423

(S2SIF): whether the model’s speech response cor-424

rectly answers the input speech query; (3) speech-425

text alignment (Alignment): alignment between426

text and speech responses. For S2TIF and S2SIF,427

we ask GPT-4o to score the response in a range428

from 1 to 5 from content and style aspects. For429

Alignment, we transcribe the speech response into430

text and calculate word error rate (WER) and char-431

acter error rate (CER). As shown in Table 3432

(Top), our model consistently enhances perfor-433

mance across all metrics, achieving superior re-434

sults compared to SpeechGPT and LLaMA-Omni.435

These results confirm that OmniCharacter is ca-436

pable of effectively handling user or characters’437

instructions, while simultaneously generating con-438

sistent text and speech responses.439

Model
LibriSpeech (ASR-WER) AISHELL-2 (ASR-CER) LibriTTS (TTS-WER)
test-clean test-other test test-clean

CosyVoice 1.0 - - - 3.17
Whisper-large-v3 2.50 4.53 - -
Qwen2-Audio 2.00 4.50 3.30 -
OmniCharacter 3.26 4.23 6.62 7.23

Table 4: Performance comparison with the state-of-
art methods on general speech benchmarks including
LibriSpeech, AISHELL-2, and LibriTTS. The model is
evaluated on two tasks, i.e., Automatic Speech Recog-
nition (ASR) and Text-to-Speech (TTS). WER: Word
Error Rate. CER: Character Error Rate.

Model
Character

Consistency
Conversational

Ability
Role-playing
Attractiveness

OmniCharacter w/o audio 2.948 3.475 3.148
OmniCharacter 2.956 3.480 3.158

Table 5: Ablation study of model training with or with-
out audio modality. For simplicity, we only report the
average score across three dimensions on CharacterEval.

In terms of human-based evaluation, five experts 440

are assigned to examine the model’s outputs across 441

six voice-related dimensions as shown in Table 3 442

(bottom). Each expert is asked to score the re- 443

sponses on a scale from 1 to 10 for each dimen- 444

sion. From the table, we figure out that our method 445

reaches the best performance across all dimensions, 446

proving the superiority of our model which is capa- 447

ble of providing immersive interactions for users. 448

Generalization on General Speech Benchmarks. 449

To better prove the robust ability of OmniCharac- 450

ter, we evaluated the performance of our model 451

on three widely used speech datasets, LibriSpeech, 452

AIShell-2, and LibriTTS, focusing on both Au- 453

tomatic Speech Recognition (ASR) and Text-to- 454

Speech (TTS) tasks. As presented in Table 4, our 455

model achieves comparable performance compared 456

with previous models, demonstrating its general- 457

ization ability. These results further highlight the 458

robustness of OmniCharacter in generating coher- 459

ent and accurate outputs, showcasing its potential 460

in real-world speech applications. 461

4.3 Impact of Audio Modality 462

To investigate the advancement of audio modality 463

for RPAs, we conduct ablation by excluding au- 464

dio from our model and evaluate on CharacterEval 465

in Table 5. Note that we report average score for 466

clarity. As observed, equipped with audio modality 467

improves the performance in character consistency 468

and conversational ability, and yields comparable 469

results in role-playing attractiveness. This high- 470

lights the significant contribution of audio modality 471

in enhancing basic language understanding. 472
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Method GP-4o LLaMA-Omni OmniCharacter

Latency (ms) 320 226 289

Table 6: Speech response latency of different models.
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Figure 5: Comparison of character voice similarity on
OmniCharacter-10K test set. Our model generates audio
responses that better match the timbre of characters.

4.4 Similarity of Synthesized Voice for473

Characters474

To verify the model’s capability of synthesizing475

character-specific speech containing their voice476

traits, we use WavLLM to compute the cosine477

similarity between the reference speech and the478

generated speech on OmniCharacter-10K test set,479

as shown in Figure 5. The comparison methods480

include state-of-the-art TTS systems, i.e., VITS,481

MaskGCT, CosyVoice1.0, and CosyVoice2.0. For482

our model, we directly input the corresponding text483

to generate the speech output. For other models, we484

leverage their voice cloning capabilities by provid-485

ing reference speech, along with the given text, to486

synthesize the corresponding speech. If the cosine487

similarity between the output speech and the refer-488

ence speech is greater than 0.8, we classify them as489

belonging to the same character. As observed, our490

model consistently achieves higher cosine similar-491

ity for both Chinese and English characters’ voices.492

These results highlight the effectiveness of our ap-493

proach in preserving the voice traits of characters,494

achieving a more interaction.495

4.5 Learning Discriminative Character496

Speech Embeddings497

The OmniCharacter generates the character-498

specific voice by utilizing the speech embedding as499

one of the conditions. To evaluate the discrimina-500

tion of speaker embedding between different char-501

acters, we compute their cosine similarity as shown502

in Figure 6. Specifically, we randomly sampled503

three sets of data of 20 characters for experimental504

comprehensiveness. We also included the user’s505

speaker embedding for comparison. The results in-506

dicate that the similarity values between the speech507

Figure 6: Speech embedding discriminability for 20
characters and 4 users. We randomly sampled three
sets of data for experimental comprehensiveness. The
low similarity values demonstrate strong separation of
character voices, enabling precise voice control.

embeddings of different characters and users are 508

very low, demonstrating their strong discriminabil- 509

ity. This confirms the robustness of our method in 510

controlling character’s voice traits. 511

4.6 Speech Response Latency 512

To demonstrate the seamless interaction capability 513

of the proposed model, we evaluate the speech 514

response latency of different models, as shown 515

in Table 6. From the table, we observe that our 516

model outperforms the GPT-4o, achieving a lower 517

response latency. It is observed that the latency 518

of our method is higher than LLaMA-Omni. The 519

possible reason is that LLaMA-Omni only supports 520

general female voice, while we introduce additional 521

modules considering voice traits of different roles, 522

thus the increased latency is acceptable. Overall, 523

these results underscore the seamless dialogue abil- 524

ity of our method, demonstrating its effectiveness 525

in real-time speech-language interaction for RPAs. 526

5 Conclusion 527

In this paper, we present OmniCharacter, the first 528

step toward creating a seamless and immersive 529

RPAs model that integrates both speech and lan- 530

guage personality interaction. Unlike existing 531

methods that primarily focus on text-based dia- 532

logues, our approach emphasizes the importance 533

of character voice traits, e.g., voice style and emo- 534

tions, which enable agents to reflect both personal- 535

ity and vocal traits throughout interactions, deliv- 536

ering a harmonious blend of speech and language 537

responses. To facilitate the speech-language scenar- 538

ios for RPAs, we construct the OmniCharacter-10K 539

dataset, which includes distinct characters, con- 540

textually rich multi-turn dialogues, and dynamic 541

speech responses. Experimental results show that 542

OmniCharacter surpasses current RPAs and general 543

speech-language models in both content and style, 544

achieving a seamless and immersive experience. 545
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6 Limitations546

The proposed OmniCharacter advances immersive547

role-playing agents (RPAs) by considering charac-548

ters’ voice traits via a speech-language personality549

interaction. Despite effectiveness, several limita-550

tions remain. First, its performance depends on551

the quality of the pre-trained LLMs and speech552

synthesis model, which may be influenced by their553

alignment and training data quality. Second, the554

current implementation is limited to dialogues555

with two characters, posing challenges for scal-556

ing to multi-role conversations. Third, while the557

OmniCharacter-10K dataset offers diverse scenar-558

ios, it may not fully capture the variety of real-559

world dialogues. Future work will expand the560

dataset to improve applicability. Lastly, while la-561

tency is low, further optimization is needed for562

real-time interactions.563
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A Appendix 728

A.1 Related Works 729

Role-Playing Agents. Benefiting from the pow- 730

erful summarization and imitation capabilities of 731

large language models (LLMs), role-playing agents 732

(RPAs) have made significant progress in recent 733

years. Prior research primarily focuses on repli- 734

cating the knowledge, experiences, and intent of 735

characters (Yang et al., 2025; Sadeq et al., 2024; Yu 736

et al., 2024; Shao et al., 2023; Zhou et al., 2023). 737

For instance, (Sadeq et al., 2024) reduces hallu- 738

cination by adjusting parametric knowledge influ- 739

ence based on a pre-calibrated confidence thresh- 740

old. (Shao et al., 2023) seeks to train an agent 741

with profile and experience perception, replacing 742

limited prompts for LLM instruction. Due to the 743

lack of comprehensive benchmarks, later works fo- 744

cused on building character-specific datasets and 745

new evaluation metrics. (Peng and Shang, 2024; 746

Wang et al., 2024d,a, 2023c). (Wang et al., 2024d) 747

aims to evaluate the personality fidelity of RPAs 748

using psychological scales. (Wang et al., 2024a) de- 749

vises a simulation sandbox to generate fine-grained 750

character behavior trajectories to evaluate RPAs 751

capabilities. However, most existing studies pri- 752

marily focus on replicating dialogues in textual 753

form, often overlooking the role’s essential voice 754

traits, such as tone, style, emotions, and pauses. 755

To bridge this gap, we propose OmniCharacter, a 756

model that seamlessly combines speech and lan- 757

guage to ensure immersive RPAs interactions. 758

10



Speech-Language Models. Recent advancements759

in speech-language models have significantly im-760

proved human-machine interactions (Fang et al.,761

2024; Zhang et al., 2023; Zeng et al., 2024; Zhang762

et al., 2024a). With the advancement of language763

models in the natural language processing field,764

early work attempted to enable language models765

to generate both speech tokens and text tokens via766

a decoder-only architectural (Wang et al., 2024c;767

Borsos et al., 2023; Wang et al., 2023a). With the768

development of large language models (LLMs),769

more recent studies have integrated speech capabil-770

ities into LLMs by either adding speech tokens to771

the text vocabulary or incorporating a speech en-772

coder before the LLMs such as SpeechGPT (Zhang773

et al., 2024a) and AudioPaLM (Rubenstein et al.,774

2023). Beyond that, some methods fine-tune775

LLMs for speech understanding such as LLaMA-776

Omni (Fang et al., 2024) and GLM-4-Voice (Zeng777

et al., 2024), enabling it to perform general speech778

tasks with low response latency. Additionally, mod-779

els like Moshi (Défossez et al., 2024) and Omni-780

Flatten (Zhang et al., 2024b) handle real-time inter-781

actions by managing simultaneous speech and text782

streams. Despite progress, most existing speech-783

language models explore general audio-language784

capabilities. Compared with the above methods,785

we focus on modeling the unique voice traits of786

different roles in RPA tasks for a more immersive787

human-machine interaction.788

A.2 Prompt789

Due to space limitations, we present the com-790

plete prompt template for input data of the speech-791

language collaborative model in the appendix, as792

shown in Figure 7. Specifically, we use the role793

profile as a system prompt to enable the LLM to794

mimic the character. Then, we feed the model the795

dialogue contexts. The model is required to gener-796

ate a reasonable text-audio response based on the797

current text or audio queries.798

[System Prompt]

You are Zhongli, a character from the game “Genshin Impact”.
You are the former God of Contracts and now live as a mortal in

Liyue.

Personality Traits: Calm, composed, wise, and responsible.

Voice Style: You speak in a slow and deliberate manner, often

using formal language and quoting proverbs or ancient sayings.

Your tone is gentle and soothing, yet authoritative.

Catchphrase: "As it should be".

Relationships: Hu Tao is your friend; Ningguang respects you;

Childe is your acquaintance; Xiao is your old friend.

Past Experiences:

(1) As the God of Contracts, you ruled over Liyue for

thousands of years, ensuring the prosperity and stability of

the region.

(2) You decided to step down from your position as a god and

hand over the reins of power to mortals.

(3) You now work as a consultant at the Wangsheng Funeral

Parlor, providing guidance and advice to others.

(4) You have witnessed the rise and fall of many civilizations

and have a deep understanding of the nature of humanity.

Emotions: Serious and Patient.

<Dialogue Contexts>

<Text Query> or <Speech Query>

PLEASE ANSWER THE QUESTIONS IN THE USER/CHARACTERS’ 

INPUT TEXT OR SPEECH.

Figure 7: The prompt template used to organize our
input data including role profile, dialogue contexts, text
input, and speech input to train our speech-language
collaborative model.
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