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Abstract

Growing concerns over negligent or malicious
uses of AI have increased the appetite for tools
that help manage the risks of the technology. In
2018, licenses with behaviorial-use clauses (com-
monly referred to as Responsible AI Licenses)
were proposed to give developers a framework for
releasing AI assets while specifying their users to
mitigate negative applications. As of the end of
2023, on the order of 40,000 software and model
repositories have adopted responsible AI licenses
licenses. Notable models licensed with behavioral
use clauses include BLOOM (language) and
LLaMA2 (language), Stable Diffusion (image),
and GRID (robotics). This paper explores why
and how these licenses have been adopted, and
why and how they have been adapted to fit
particular use cases. We use a mixed-methods
methodology of qualitative interviews, clustering
of license clauses, and quantitative analysis of
license adoption. Based on this evidence we take
the position that responsible AI licenses need stan-
dardization to avoid confusing users or diluting
their impact. At the same time, customization of
behavioral restrictions is also appropriate in some
contexts (e.g., medical domains). We advocate
for “standardized customization” that can meet
users’ needs and can be supported via tooling.
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1. Introduction
Openness is a tenet of scientific research and plays an
important role in the development of new technologies. By
making assets available to third parties, scientific results
can be verified, and systems can be interrogated, tested and
audited (Resnick, 2006; von Krogh & Spaeth, 2007). In
AI, significant advances have been made possible thanks
to the open sharing of data, code, models, and applica-
tions (Gokaslan et al., 2019; 2023; Workshop et al., 2022;
Raffel et al., 2020; Rombach et al., 2022; Touvron et al.,
2023). The fact that researchers and developers can use,
modify or extend what others have built enables an impor-
tant form of AI decentralization and supports accessibility.

However, openness has also come with significant tensions,
particularly for pretrained (so-called base or foundation)
models. On the one hand, these models can be used in a va-
riety of domains, often with little or no finetuning (Radford
et al., 2019; Brown et al., 2020). On the other, this versatility
means that they can be used by different actors in ways that
are not aligned with the applications intended by their cre-
ators (Lee et al., 2023). Some of these uses may be overtly
harmful (e.g., generating content to deceive or harass a per-
son/people) and others may present unintended higher risks
(e.g., generating diagnoses that may sometimes be inaccu-
rate or biased, extracting PII from training data) (Fergusson
et al., 2023; Nasr et al., 2023; Brundage et al., 2022). Not
only is there potential for harm, in decentralized systems
downstream uses can present challenges for accountability
and recourse as there is no no clear defacto or centralized
authority making oversight decisions (Cooper et al., 2022;
2023).

Usage restrictions on contractual agreements. The re-
lease of assets by private organizations is usually accompa-
nied by a provider-user contractual agreement. Users must
agree to provider specified terms for unhindered and con-
tinued access to the service. While traditionally such terms
were geared towards compliance with laws, mitigating legal
risks and protecting intellectual property, some AI providers
have begun to include additional clauses that govern usage.
For example, Open AI’s policies disallow generation of
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Figure 1. Adoption of Licenses with Behavioral Use Clauses. The number of repositories by license type on the HuggingFace model
hub. As of January 2024, 41,700 RAIL licensed repositories and 3,566 LLaMA2 licensed repositories existed, both of these licenses
include behavioral-use clauses.

content for dissemination in electoral campaigns (OpenAI,
2024), Microsoft’s FaceAPI services are subject to “specific
license terms” and are only available in limited access to
“customers managed by Microsoft” (Microsoft, 2022).

To release or not to release. Not all researchers or research
teams have the resources to create customized legal agree-
ments for the AI models or source code they would like
to release. The choice often becomes to release the code
with no restrictions or to not release it at all. This forces the
creator to decide between openness and democratization on
one hand, and responsible use on the other.

While tools for software licensing do exist (Bretthauer,
2001), historically the most frequently adopted licenses
(e.g., MIT, Apache) do not contain restrictions on how code,
models or applications are to be used. Adapting licenses as
a tool for responsibly releasing AI software was proposed by
Contractor et al. (Contractor et al., 2022b). These licenses
contain behavioral use clauses that enable software and
models to be released with restrictions around how they are
used. The paper, proposed that these licenses could be imple-
mented to complement existing responsible AI guidelines.

Licenses with Behaviorial-use Clauses. Over the past five
years, licenses with behavioral use clauses (BUC) have been
gaining adoption at an increasely rapid rate (see Fig. 1). In
this paper, we refer to responsible AI licenses as a broad
category of licenses that incorporate BUC.1 Licenses that
allow adaptation and reuse of software, models, data, or
applications can be made dependent on behavioral use con-
ditions. However, each different type of asset has their own
ideosyncracies.

Most licenses with BUCs are based on copyright and con-

1Licenses using the acronym ‘RAIL’ are specific variant of the
broader class of responsible AI licenses.

tractual agreements that are enforced by the licensor using a
given dispute resolution mechanism (e.g., a court system, ar-
bitration, mediation). The penalties for violation of a license
agreement fall into two categories: (1) injunction prevent-
ing the licensee to use the licensor’s intellectual property,
and (2) monetary damages, which will depend on the facts
underlying each given violation. Even without aggressive
enforcement of license terms, the existence of the contrac-
tual restrictions serve as a deterrent. Corporations have legal
teams in place to ensure that they comply with the agree-
ments that they sign or adopt, including any restrictions
embedded in open source software terms.

A study by OpenFutures of 39,000 repositories found a clear
trend towards the adoption of responsible AI licenses (Keller
& Bonato, 2023). OpenRAIL licenses (Contractor et al.,
2022a), a specific variant of RAIL licenses, were the second
most used license category. To date, such licenses have
primarily been applied to AI models.

For example, BLOOM (Workshop et al., 2022) is a large
parameter multilingual language model, and accompany-
ing BigScience OpenRAIL license enables derivative uses
but restricts applications amongst others that violate laws,
generate or disseminate verifiably false information, or pre-
dict if an individual will commit fraud/crime. Stable dif-
fusion (Rombach et al., 2022) “provided weights under
a license to prevent misuse and harm as informed by the
model card (Mitchell et al., 2019b), but otherwise remains
permissive.” Subsequently the LLaMA 2 (Touvron et al.,
2023) and FALCON (Almazrouei et al., 2023) models were
released with intersecting behavioral use restrictions, yet
FALCON has a smaller set of clauses than the others.

The use of responsible AI licenses is not restricted only to
foundation models, Robotics platforms (GRID) (Vemprala
et al., 2023), edge IoT systems (Janapa Reddi et al., 2023)
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and medical sensors (Liu et al., 2023) that use AI compo-
nents have also adopted similar clauses. In the realm of
training data, similar approaches to licensing have also been
the subject of discussion (Li et al., 2023a) and experimenta-
tion. For instance, AI2 created the ImpACT license to apply
broadly to ML artifacts that include both models and data
(Allen Institute for AI, 2024) and used an ImpACT license
for the DOLMA dataset release (Soldaini et al., 2023).

Contributions. While the growth of interest in, and adop-
tion of, these licenses is very apparant, there is no single
standard license. In this paper we explore the reasons for
the trend towards behavioral use licensing, the proliferation
of different licenses and choice of clauses, and the need
for standardization. We perform a quantitative analysis of
the licenses used in over 170,000 model repositories and
highlight the growing trend toward adopting responsible AI
licenses. We also qualtitatively evaluate the similarities and
differences between the specific license clauses included in
these artifacts. We then report on semi-structured interviews
conducted with researchers who have released high-profile
AI models and software with responsible AI licenses (across
computer vision, natural language, and robotics).We take
the position that responsible AI licenses need standard-
ization to avoid confusing users or diluting their impact.
At the same time, customization of behavioral restric-
tions is necessary and appropriate in some contexts (e.g.,
medical domains) and can be supported by tooling.

2. Regulation and Licensing for AI
Regulation and licensing of AI systems is difficult because
of their complex supply chains and the uncertainty about
how copyright rules apply to AI systems (Lee et al., 2023).
One must consider the licensing of the data, the code, the
models, and the machine learning libraries used to train the
models. New considerations are being raised as the technol-
ogy is developed; for example, courts are now examining
the relationship between the licensing of the data and the
models where they have not in the past. Outcome-based
regulation of relatively simple classifiers has proven dif-
ficult (Cooper et al., 2022), let alone regulation for large
foundation models. Some prominent academics believe that
training AI models on copyrighted data is fair use under
current US copyright law (Lemley & Casey, 2021; Klosek
& Blumenthal, 2024), while others argue that there is likely
not a blanket fair-use rationale for all possible systems and
their possible outputs (Lee et al., 2023; Samuelson, 2023;
Sag, 2023). Courts and legislators, if asked existential ques-
tions about whether large-scale AI models should exist, may
realistically decide that using copyrighted data to train AI
models does not constitute copyright infringement, and that

the fair use doctrine may be invoked to shield such use.2

How can regulation help?: Regardless of the currently-
unresolved intellectual property regime governing AI sys-
tems, the aim of regulation is to provide an enforceable
mechanism to govern how AI is or is not used – for exam-
ple, by focusing on data privacy. Many countries, states,
and cities are using regulations to avoid undesired uses of
AI. For instance, the city of San Francisco banned the use
facial regulation in CCTV cameras, and imposed a series
of certifications for the use of self-driving cars in its streets.
In Europe, the General Data Protection Regulation GDPR3

requires data collectors to state the purpose for which data
is being collected, to obtain consent, and then to collect only
the minimum amount of data required to accomplish the task
for which consent was received. Additionally, it imposes
requirements on data processors to be able to verifiably
remove data when consent is revoked.

The recently proposed EU AI Act,4 bans certain uses of AI
(like the use of biometric identification in public spaces by
governments) and imposes conditions (such as conformity
assessment, trustworthy AI properties, and human oversight)
for the use of AI in certain domains considered high-risk,
such as hiring and education. However, solely relying on
regulations to prevent undesired applications of AI presents
several difficulties. In contrast to other fields of science,
AI is moving very rapidly and there is a lack of specific
regulation at the present time. More advanced models and
systems are being released every month. The introduction
of transformers (Vaswani et al., 2017), coupled with the
increased availability of computing resources, has resulted
in rapid advancement in the areas of natural language gen-
eration and multi-modal reasoning, in under five years. We
argue that while government regulation processes are best
equipped to handle the effect of a new technology in the
long term, they leave a gap in the short term.

Second, often a responsible approach to releasing AI sys-
tems needs to consider the capabilities and limitations of
a specific AI model. For instance, if a machine translation
system has a high word-error rate, it may not be a problem if
used for recreational purposes, but could be dangerous when
employed in other contexts (e.g., translating documents with
medical or legal implications). Such case-specific determi-
nations can be difficult to encode in a legislation that aims
to specify general rules to balance different broad categories
of risks, and even harder to operationalize in the absence
of meaningful and generally applicable thresholds. Further,
different parties, developers or researchers may want to im-

2However, there are many copyright issues beyond fair use and
copyrighted training data. See Lee et al. (2023).

3https://gdpr.eu/
4https://digital-strategy.ec.europa.eu/

en/policies/regulatory-framework-ai

3

https://gdpr.eu/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai


Position: Standardization of Behavioral Use Clauses is Necessary for the Adoption of Responsible Licensing of AI

pose specific restrictions on the use of the AI models they
build in cases where they feel government regulation is too
weak or does not exist.

Can licenses help? Recognizing these challenges, the use
of contractual and copyright law have been recently sug-
gested as a means of controlling end-use (Contractor et al.,
2022b). This approach holds promise, after all much of the
software in use today is accompanied by a license governing
its terms-of-use. Such terms-of-use can govern commercial
use, compliance with local laws and regulation, dispute res-
olution mechanisms, disclaimers of warranties and risks and
intended-use. This is not only true for software sold by com-
panies, source code that is open-sourced is accompanied
by a license which grants the permissions for licensee to
distribute, re-use, modify the accompanying software and
source code. In some cases, terms referred to as “copy-left”
clauses are included in some open-source licenses, which
require that any downstream software or code reusing any
component of the licensed artifact is subject to the same
requirements as the original license. We argue that licens-
ing will become increasingly important as AI continues to
develop at a rapid pace.

Related Tools for AI Governance. A number of other
mechanisms aimed at promoting the ethical and responsible
use of AI have been proposed that are relevant to mention.

Promoting Informed-use: A number of tools have been pro-
posed as a way to organize information about machine learn-
ing models in a consistent manner. AI factsheets (Arnold
et al., 2019) and AI model cards (Mitchell et al., 2019a)
both help to achieve these ends. However, they themselves
do not have an explicit mechanism for enforcement about
how the models are used.

Ethical Guidelines: Ethical guidelines5 6 and Responsible
AI initiatives7 8 help to communicate best practices and
standards that can help practioners act responsibly.

3. A Study of AI Licenses
To motivate our position on how responsible AI licenses
should evolve, we conducted a study of the current state
of the licensing in AI. Given the complex socio-technical
nature of of the domain we pursue a mixed-methods ap-
proach combining insights from interviews of licenses users,
quantitative analysis of license adoption and a review of

5https://www.microsoft.com/en-us/ai/
responsible-ai-resources

6https://ai.google/responsibilities/
responsible-ai-practices/

7https://pwc.com/rai
8https://www.acm.org/binaries/content/

assets/public-policy/final-joint-ai-
statement-update.pdf

Q1. Describe your background and the project that you
chose to license with behavioral use clauses.
Q2. Why did you choose to release the model with behav-
ioral use clauses?
Q3. Did you feel it was necessary to modify an existing
responsible AI license? Why/why not?
Q4. What considerations drove your choices of clauses to
include in the license?
Q5. What other restrictions did you include in the license?
Q6. What other restrictions did you consider including in
the license, but ultimately excluded?
Q7. What do you think the restrictions will achieve?
Q8. How can use restriction based licenses have impact
in the AI sector?
Q9. Imagine: What tools, platforms or processes could
accompany use restriction based licenses to increase their
efficacy, adoption or robustness?

Figure 2. Questions posed to our interviewees regarding the adop-
tion of responsible AI licenses.

existing licenses including clustering of their behavioral use
clauses. The interviews involved practitioners and subject
matter experts who have adopted licenses for high profile AI
projects. We analyzed over 170,000 AI model repositories.
To cluster the licenses we manually categorized behavioral
use clauses in the most heavily utilized license types.

3.1. Interviews with License Adopters

Participants. We performed semi-structured 30-minute
interviews with four AI researchers and software developers.
The interviewees has a mean of 18 years of post-graduate
experience in the field of AI (8, 30, 10, 24 years). The
interviews explored the questions listed in Fig. 2. The
interviewees had all release projects in the past two years
under a responsible AI license. The participants had the
following roles: CEO AI startup (2), Research Scientist (1),
AI Director (1). The participants were based in the US (3)
and France (1). These included: large language and code
models, and robotics and computer vision software.

Analysis. A common theme the interviewees discussed was
the tension between the “willingness to release assets on
an open basis” on one hand and the “concerns within the
community and internal values about uses of the model.”
(P1). This was a motivating factor for the choice to select a
responsible AI license rather than a traditional OS license.
With the evolving nature of AI there is a “need for people to
think about how to use [models] responsibly” (P2).

The interviewees spoke about the evolving nature of AI tech-
nology as one of the reasons they chose to adapt use clauses
in the licenses. One interviewer summarized a common
theme describing that “existing OS licenses didn’t perfectly
match our mission” (P3). One roboticist, commented on
the fact that physical instantiations of AI required terms
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Figure 3. Applications of Models by License Type. The number of repos in each application domain that are under each license.

that restricted “destruction of physical people of property”
that other licenses did not include. A second point was that
existing OS licenses were “not suitable for [other assets]”
(e.g., datasets) (P3).

In considering their options, a practice that multiple inter-
viewees used was to review existing OS licenses to see if
any satisfied their needs. However, licenses like Apache
2.0 were not “ML or LLM specific” (P1) and needed to be
adapted. They noted that adaptation was not trivial. One
participant, who was an ML researcher and entrepenur, said
licensing was “not our expertise, and would have required
resources that we didn’t have” (P2). Another commented
on the ambiquity introduced by changing licenses ad hoc -
“[It is difficult] for someone to know the difference between
license A and B, that is why we didn’t modify an OS license”
(P4). When asked about tooling, the participants identified
that there were other situations in which agreements could
be “generated via questionnaire ... by ticking boxes” and
that having a template would be easier.

3.2. Analysis of Licenses and their Clauses

Quantitative Analysis. We performed an analysis of
the HuggingFace Model Hub. The Model Hub API
provides information about the models, licenses and do-
mains/applications, when the repository was created and
how many times the model has been downloaded. At the
time of the analysis (January 2024) 174,163 model reposito-
ries had licenses associated with them.

Of these, the most common licenses used were Apache9

(38.1%), RAIL10 (24.0%), MIT11 (17.5%) and Creative
Commons12 (7.5%) (see Fig. 1). RAIL licenses are the
most common type of license with behavioral use clauses

9https://www.apache.org/licenses/LICENSE-
2.0

10https://www.licenses.ai
11https://opensource.org/license/mit/
12https://creativecommons.org/licenses/

list.en

and were the second most adopted license type overall (see
Fig. 1). The share of RAIL licenses has grown from 1%
(N=209) in September 2022 to 10% (N=4,035) in January
2023 to 24.0% (N=41,700) in January 2024. In comparison
to counting the number of repositories licensed under RAIL
licenses, RAIL licenses measured by the number of down-
loads make up the fourth biggest category behind Apache,
MIT and CC licenses (see Fig. 5 in the appendix). These
results support the conclusion that RAIL adoption is con-
siderable and growing; however, some of the most popular
models are not using RAIL licenses.

RAIL licenses have been used with repositories across many
different application domains, including text, image, speech
processing and many methods, including supervised and un-
supervised learning, reinforcement learning, graph learning,
classification and generative methods. Given the adoption
by StableDiffusion (Rombach et al., 2022), text-to-image
translation was the most common model type to adopt a
behavioral use license (see Fig. 3).

Qualitative Analysis. To better understand the types of
behavioral uses that have been restricted in the first wave of
responsible AI licenses we conducted a qualitative analysis
of 77 different legal clauses from 7 different responsible AI
licenses that are currently in use: AI Pubs RAIL13 – which
is also available for use by researchers publishing at AAAI
conference venues,14 BigScience OpenRAIL (Workshop
et al., 2022), CodeML OpenRAIL (Li et al., 2023b), Llama-
2 (Touvron et al., 2023), FALCON (Almazrouei et al.,
2023), ImpACT Licenses (Allen Institute for AI, 2024),
GRID (Vemprala et al., 2023) and the DBRX model 15 by
Databricks.

We guided our analysis with the following questions: Q1:
What artifacts are being restricted?, Q2: What are the uses
being restricted?, and Q3: How are they being restricted?

13https://www.licenses.ai/blog/2023/3/3/
ai-pubs-rail-licenses

14https://aaai.org/aaai-publications/
15https://www.databricks.com/blog/

introducing-dbrx-new-state-art-open-llm
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and/or (ii) with medical professional oversight.

✓ ✓ ✓ ✓

(14) In connection with any activities that present a risk of death or bodily harm to individ-
uals, including self-harm or harm to others, or in connection with regulated or controlled
substances.

✓

(15) In connection with activities that present a risk of death or bodily harm to individuals,
including inciting or promoting violence, abuse, or any infliction of bodily harm.

✓

(16) Exploitaion of vulnerabilities of a group/person in a manner that is likely to cause
physical or psychological harm

✓ ✓ ✓ ✓

M
ili

ta
ry

(17) Use for active deployment of weaponry. ✓
(18) Use for purposes of building or optimizing military weapons or in the service of nuclear
proliferation or nuclear weapons technology.

✓ ✓

(19) Use for purposes of military surveillance, including any research related to military
surveillance.

✓ ✓

(20) ‘Real time’ remote biometric processing or identification systems in publicly accessible
spaces for the purpose of law enforcement.

✓ ✓

O
th

er (21) Generate/disseminate malware/ransomware or other content for the purpose of harming
electronic systems.

✓ ✓

(22) Fail to appropriately disclose to end users any known dangers of your AI system ✓

Table 1. Summary of Behavioral-Use Clauses. Clauses included in popular responsible AI licenses.

For Q1, we coded for the specific language referencing the
artifact whose use is being restricted in the clause. For
Q2, two of the authors independently coded broadly for
any concepts that could help us understand the values and
social norms of the developer community. Each author
independently conducted an axial coding phase (Braun &
Clarke, 2006) to refine the granularity of our analysis. Next,
we mapped the resulting codes to existing Responsible AI
frameworks like the NIST AI RMF (Tabassi, 2023) and the
CSET Harm Taxonomy (Hoffman & Frase, 2023). Each
of these frameworks are designed to facilitate a more stan-
dardized and informed, yet flexible and adaptable approach
for measuring, monitoring, and mitigating AI harm. For
Q3, we learned early on that nearly all restrictions in the
clauses we analyzed restrict a particular use of an artifact
by simply prohibiting it. While the results of the question
as initially posed would not be interesting with our data, we
did observe that some use restrictions had caveats.

The result was 22 clauses (see Table 1). We find that almost
all licenses include clauses that govern discrimination, dis-
information and violations of the law. Most contain privacy
related restriction. The other two main groups of clauses are
heathcare and military applications of which some licenses
include restrictions.

Additional Restrictions on Distribution. Apart from
behavioral-use clauses applicable to the use and distribution
of the artifacts, licenses sometimes also include additional
requirements (See table 2). For instance, the AI Pubs RAIL
License permits the use of the licensed code or model only
for “Research-use” while the LLaMA-2 license explicitly
prohibits the use of the model for anything except creating
a derivative of LLaMA-2 with the same terms. It also stipu-
lates additional licensing requirements if the monthly active
users of the model exceed 700 million. Similar provisions
are included in the license associated with the DBRX model.
The ImpACT licenses permit the creation of derivatives
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AI Pubs
RAIL

BigScience
OpenRAIL

CodeML
OpenRAIL Llama 2 FALCON ImpACT L/M/H

Licenses GRID DBRX

Behaviorial-Use Restrictions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Conditions on Derivatives ✓ For H only ✓

Conditions on Distribution ✓ For M & H only

Table 2. Requirements for Derivatives and Distributions. All licenses require inclusion of the original behavioiral-use restrictions; this
table reports the presence of additional conditions imposed on derivatives and distributions.

and distribution for low-risk (L) use-cases but do not allow
derivatives for high-risk (H) use-cases and they also do not
permit derivatives for both, medium (M) and high-risk (H)
use-cases.

The flavor of RAIL licenses, known as the OpenRAIL fam-
ily of licenses, avoid non-behavioral use restrictions (such
as “research only” requirements). Currently, the “Open-
RAIL” moniker is given to license terms that (1) incorporate
behavioral-use clauses, and (2) allow for the otherwise un-
limited use, modification, and distribution of applicable
artifacts, as long as the behavioral-use restrictions are in-
cluded. The “open” designation has been important to cer-
tain actors within the AI eco-system who wish to emphasize
that the IP they are sharing can be treated much like other
open source code (freely share-able and modifiable), albeit
with behavioral-use restrictions. Both the BigScience and
CodeML RAIL Licenses are OpenRAIL Licenses.

4. Discussion
Responsible AI Licenses Are Being Adopted. Our quanti-
tative analysis of the repositories shows that RAIL licenses
are being adopted at a relatively large scale. This has been
driven by a number of high profile and widely adopted
projects and the associated derivative projects. The adoption
is large enough to suggest that it is necessary to seriously
study these types of licenses and their implications for the
AI and open source communities, the latter of whom have
been grappling with the definition of Open Source AI.16 The
rapid rise of licenses with behavioral use clauses, particu-
larly amongst projects involving large parameter models,
signals a perception that existing open source licenses do not
contain sufficient restrictions for responsibly distributing
capable machine learning models. All of our interviewees
highlighted that conundrum.

Responsible AI Licenses Are Being Adapted. Our anal-
ysis of behavioral use clauses included in responsible AI
licenses shows that there is a large amount of overlap in
restrictions. However, they differ in important ways. Some
licenses (e.g., FALCON) are more permissive and include
a smaller subset of clauses while others (e.g., OpenRAIL,
ImpACT) include a much larger list. Some licenses (e.g.

16https://deepdive.opensource.org/wp-
content/uploads/2023/02/Deep-Dive-AI-final-
report.pdf

CodeML OpenRAIL) include domain specific restrictions.

Standardization of Responsible AI Licenses is Necessary.
Based on our analysis we take the position that the proil-
feration of responsible AI licensing is good, as it provides
options to developers who are worried about misuse. How-
ever, there is a need for standardization to avoid confusing
users or diluting impact while enabling some customization.
We believe that there are tools that could support customiz-
ing licenses that still satisfy a set of core criteria. This
is pertinent given that AI developers who aim to mitigate
harmful uses of the artifacts they share will need to tailor
licenses for the specific domain, context of use, and type of
AI system. Below, we gather implications for license tooling
development, considering how possible tools may support
people (most likely without exhaustive legal expertise) in
their practice of licensing the AI artifacts they are creating.

A Community-Oriented License Generator. An action-
able route to standardized and customizable licenses is a
generator purpose-built for AI licenses. Existing RAIL li-
censes already follow a topology ameanable to structured
generation (e.g., Open-/ vs. RAIL, sub-specifications for Ap-
plication/Model/Source Code artifacts).17 Such generators
are an established means to allow people without commen-
surate legal experise to choose among potential licenses for
their artifacts. For instance, the Creative Commons (CC)
initative has published a tool18 which takes users through
the process of deciding how people may or may not use
their creative work. In the case of AI licenses, standardized
customization along use restrictions may allow for more
ML-specialized tailoring (as called for by the interviewees);
which in turn places specific demands on a license generator.

Responsible AI licenses, unlike CC-type creative works, are
not broadly artifact-agnostic: in practice it matters whether
one is licensing a ready made application, a set of source
code, or a model, andthere may be specific restrictions and
conditions that need to apply to each. For instance, one
could choose to release a model with behaviorial-use restric-
tions but release the accompying source code under an open
source license. In terms of a license generator, a design
priority would be the ability to specify the artifact(s) to be

17See e.g. https://www.licenses.ai/blog/2022/
8/18/naming-convention-of-responsible-ai-
licenses, accessed 12/01/2024.

18https://chooser-beta.creativecommons.
org/, accessed 15/01/2023.

7

https://deepdive.opensource.org/wp-content/uploads/2023/02/Deep-Dive-AI-final-report.pdf
https://deepdive.opensource.org/wp-content/uploads/2023/02/Deep-Dive-AI-final-report.pdf
https://deepdive.opensource.org/wp-content/uploads/2023/02/Deep-Dive-AI-final-report.pdf
https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses
https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses
https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses
https://chooser-beta.creativecommons.org/
https://chooser-beta.creativecommons.org/


Position: Standardization of Behavioral Use Clauses is Necessary for the Adoption of Responsible Licensing of AI

Figure 4. Interface Designs for a Responsible AI License Generator. 1. Setup panel for choosing a license for “placeholderAI.” On the
left hand side, the type of artifact(s) specification and derivation handling can be specified by the user. 2. Customization panel for adding
further use restrictions. On the left hand side, a dropdown menu allows selection of use restrictions by domain. 3. On the right hand side,
ticked selections are added to the preview in a separate block at the bottom.

licensed (e.g., Data, Application, Model, Source Code) with
behavioral-use clauses.

Specifying use restrictions gives AI developers further
means to appropriately customize licenses. However, the
large number of possible use restrictions risks leading to
many different licenses that could be generated could con-
fuse 1) the licensor who may not be able to easily judge how
restrictive a license should be, 2) the licensee who may find
it difficult to know what the assets are, and are not, permitted
to be used for. Thus, aggregating potential use restrictions
by domain could help (e.g., privacy, disinformation, health).

We developed an interface design for such a license genera-
tor (see Fig. 4), that incorporates the above considerations
while also providing a “live” preview of the RAIL-type li-
cense that is currently being generated. The protoype shown
includes a base set of mandatory use-restrictions, that were
selected based on our analysis of existing licenses. Icons
related to the domains of selected restrictions are added to
the top of the license being generated.We have implemented
the license generator prototype 19 and the code for the front
and back ends is available. 20 21

Code Scans for AI Licenses. Similar to a license gener-
ator, it is feasible to construct tools which act as aids for
AI developers when sharing and maintaining their created
artifacts on platforms such as Huggingface and GitHub. An

19https://www.licenses.ai/rail-license-
generator

20https://github.com/RAIL-Initiative/RAIL-
license-generator_frontend

21https://github.com/RAIL-Initiative/RAIL-
license-generator_backend

open question as far as licenses are concerned is the compa-
bility of dependencies (e.g., other repositories, third-party
code, etc.) with the requirements of a responsible AI license.
When dependencies exist that are licensed under a GPL li-
cense, for instance, a developer may not be able to select
an OpenRAIL license for their artifacts due to requirements
imposed by the GPL license. Alternatively, even when there
are dependencies licensed under different responsible AI
licenses, the arising artifact, will most likely need to be
compliant with the stricter set of usage restrictions.

In practice, AI systems—just like any contemporary soft-
ware system—may integrate many dependencies, compli-
cating this process further. To this end, a tool that scans
existing dependencies for their licenses may aid AI develop-
ers in figuring out whether and which clauses are actually
applicable. Such a tool could crawl the repositories of a
given platform, and be integrated, for instance, as a service
in GitHub Marketplace or in a Huggingface Space; or be
offered as a command line tool for local use. In either form,
such support for the workflow of AI developers in the ways
they manage and share their artifact(s) may encourage a
more reflective licensing practice that reflects the actual
constraints of given dependencies.

Additional Considerations in Licensing. There is a risk
that licenses could become overly restrictive, lead to con-
centration of power (Widder et al., 2023), lack representa-
tion from diverse positions, or simply be ineffective (Cui &
Araujo, 2024). Our analysis suggests a level of consensus
amongst the AI development community about the use of li-
censes and certain licenses clauses; however, it is important
that there is broad participation in the design process. There
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are example of participatory AI design that can be engaged
(e.g., standardization of protocols and the growth of the In-
ternet; participatory AI) (Delgado et al., 2023; Sloane et al.,
2022). Participatory development processes have repeatedly
played a role in standards-setting processes (Russell, 2014;
Cooper & Vidan, 2022). As adoption of licenses grows, op-
portunities for greater involvement of people with different
backgrounds and experiences should be prioritized.

5. Conclusion
The growth in large parameter AI models has increased the
need for tools to help responsibly release assests. Adoption
of responsible AI licenses has increased significantly with
several high-profile releases (e.g., BLOOM, LLaMA2, Star-
Coder, Stable Diffusion). Open Source licensing has been
influential thanks to the clear definition and standardization
of licenses such as MIT and Apache 2.0. The proliferation of
different licenses risks becoming confusing and we take the
position that standarized forms of customization, along with
appropriate tooling could make them more user-friendly.

Impact Statement
As is increasingly well understood by the community, ma-
chine learning and AI projects can have significant, broad,
and uncertain impacts. The development of new forms of
licensing provides researchers with the ability and resources
to release assets while restricting uses that they anticipate
will lead to negative consequences. Standardization of li-
censes does involve making some value judgements about
what types of behaviors are higher risk than others; however,
providing the ability for customization can add flexibility.
For licenses directed at responsible use such as RAILs, this
can be achieved practically by allowing for revision and
extension of mandatory and additional use restrictions in
individual license instantiations.
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A. Tree Map of Models by License

Figure 5. Model Treemap by Downloads. Treemap showing the top 10 models for each license weighed by the number of downloads
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