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Abstract

In prior research on Named Entity Recogni-001
tion (NER), the focus has been on addressing002
challenges arising from data scarcity and over-003
fitting, particularly in the context of increas-004
ingly complex transformer-based architectures.005
(Wang et al., 2021) proposed an Information006
Retrieval (IR) based framework, utilizing the007
Google Search API to augment input samples008
and mitigate overfitting tendencies. This ap-009
proach relies on external information sources,010
requiring an online connection and offering011
limited options for content selection. To sur-012
mount these challenges, we propose O-CALM013
an innovative context augmentation method,014
designed for adaptability through prompting015
and offline generation. In our study, prompts016
are meticulously defined as pairs comprising017
specific tasks and their corresponding response018
strategies. This careful definition of prompts is019
pivotal in realizing optimal performance. Our020
findings illustrate that the resultant context en-021
hances the robustness and performances on022
NER datasets. we achieve state-of-the-art F1023
scores on WNUT17 and CoNLL++. We also024
delve into the qualitative impact of prompting.025

1 Introduction026

The Named Entity Recognition (NER) task has027

shown great advancements since the introduc-028

tion of transformers-based architecture (Vaswani029

et al., 2017). By leveraging knowledge from large030

amounts of data, pre-trained contextual embedding031

(Devlin et al., 2018; Liu et al., 2019; Raffel et al.,032

2019) have demonstrated great capabilities in gen-033

eration and reading comprehension. Nowadays034

these approaches have been subsequently upscaled035

in terms of data collection and model complexity036

leading to new solutions designated as Large Lan-037

guage Model (LLM) (Touvron et al., 2023; Jiang038

et al., 2023; OpenAI, 2023). These models demon-039

strate that prompt-based conditional generation and040

zero-shot capabilities offer a wide range of possi- 041

bilities. 042

However, the NER task still raises many chal- 043

lenges for context disambiguation and generaliza- 044

tion to new entities. In addition, the scarcity of fully 045

labeled data prevents the development of larger 046

models, and the existence of larger corpora from 047

distant annotation means that the generalization 048

problem cannot be tackled with robust metrics. One 049

way of solving this limitation is to introduce rel- 050

evant external contexts (Devlin et al., 2018; Ya- 051

mada et al., 2020; Seyler et al., 2018) associated 052

with the sentences to be analyzed, both in learn- 053

ing and inference. In this direction, the CL-KL 054

model (Wang et al., 2021) queries a search engine 055

to retrieve additional contexts that are re-ranked 056

via the BERTScore (Zhang et al., 2019a) and used 057

as extra information along the original input data. 058

Showing promising results, this model still suffers 059

from drawbacks: the need for an online connection 060

and the dependency on proprietary external tools. 061

These two factors pose issues in terms of resources 062

and data privacy that might be critical for practi- 063

cal applications. Moreover, search engines are not 064

specifically designed for such applications limiting 065

their effectiveness and flexibility. 066

To this end, we propose to enhance the CL- 067

KL model by leveraging the powerful capabilities 068

of LLM to tackle the aforementioned challenges 069

of context augmentation. Our model called Of- 070

fline Context Augmentation with Language Model 071

(O-CALM), enjoys offline inference and data pri- 072

vacy while benefiting from generation flexibility 073

via prompt designing. A large panel of require- 074

ments may be fulfilled via the careful design of 075

prompts used in LLMs, allowing to focus on par- 076

ticular semantics aspects of the input or perform 077

specific transformation and enhancing operations 078

that a search engine is not designed for. 079

Our work aims at 1) showing that LLMs can be 080

used as a robust method for dataset augmentation 081
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Figure 1: High-level view of the architecture largely inspired by CL-KL (Wang et al., 2021). In their original work,
the Augmentor is Google Search API. First, a context is generated (green) by an Augmentor given the input based
on the query or prompt and the context is concatenated to the input. Then both the input (red) and the augmented
version are fed to a transformer for contextualization. A Conditional Random Field layer (CRF) is then passed
on output probabilities to model label transitions. Resulting posterior probabilities are then fed to a cooperative
learning loss (CL-Loss, detailed in section 2) and optimized against ground truth (Label Loss).

specifically in the case of NER, and 2) studying082

systematic methods for engineering effective083

prompts as well as their impact on the generation084

process. Our experiments outline promising results085

attaining SOTA performances on two datasets:086

WNUT17 (Derczynski et al., 2017) and CoNLL++087

(Wang et al., 2019). Our contributions are:088

• An innovative context generation methodology089

that operates offline, leveraging the capabilities090

of LLM without necessitating additional external091

data. Our proposal makes the NER processes more092

self-contained.093

• A systematic approach for crafting prompts,094

central to the functioning of LLM. This method095

delineates a clear framework for specifying tasks096

(the ’what’) and the modalities of response (the097

’how’), thus offering a refined mechanism for098

interacting with LLM.099

• Showing the effectiveness of such context100

generation method on three datasets with different101

domains, attaining SOTA performances on102

WNUT17 and CoNLL++.103

104

2 Backbone Model105

This work is built upon the architecture developed106

in (Wang et al., 2021), referred to as CL-KL, which107

consists of two main sub-modules: an Augmentor108

and a Tagger. The Figure 1 illustrates the architec-109

ture. The Augmentor’s role is to provide additional110

context conditioned on the input data, aiming to dis-111

ambiguate and add helpful facts to the Tagger. The112

Tagger, on the other hand, extracts entities from the113

input using a sequence tagging setup with a tagging114

scheme (e.g., IOB (Ramshaw and Marcus, 1999)).115

Augmentor. In CL-KL, the Google Search API 116

serves as an external knowledge base, offering a set 117

of potential candidates. The selection is performed 118

through a reranking model using BERTScore as 119

a measure of context relevance towards the input 120

data. 121

This approach presents certain limitations. The 122

reliance on the Google Search API necessitates an 123

internet connection, and the generation of contexts 124

incurs additional costs, particularly beyond a cer- 125

tain threshold of queries. This renders the approach 126

impractical for large-scale applications where the 127

generation process would need to be spread over 128

multiple days. Additionally, the effectiveness of 129

this solution is inherently constrained by the capa- 130

bilities of the Google Search API. The re-ranking 131

model selects contexts from the API’s results, thus 132

being confined to the options presented by the 133

mechanism. Furthermore, privacy concerns arise 134

due to the handling of sensitive data by Google, 135

also, there is a risk of data leakage, potentially caus- 136

ing issues for applications dealing with sensitive 137

information. 138

Tagger. This submodule aims to classify tokens 139

of the initial input with support of the context pro- 140

vided by the Augmentor, in a sequence tagging 141

manner. A post-processing procedure is then ap- 142

plied to extract entities and their associated tags. It 143

is composed of a pre-trained transformer for token 144

contextualization followed by a linear classifier. Fi- 145

nally, a conditional random field (CRF) (Sutton and 146

McCallum, 2010) is applied to the posterior prob- 147

abilities. This is done to improve final results by 148

incorporating prior knowledge of label transitions. 149
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To address the potential costliness of an augmenta-150

tion strategy, the authors of CL-KL introduced Co-151

operative Learning to alleviate performance drops152

when such a system is impractical. The approach153

involves processing input in a multi-view setup:154

once with the original input and a second time with155

the augmented version. Both output representa-156

tions are then utilized in a loss function, typically157

the Kullback-Leibler divergence in the case of CL-158

KL. The objective is to ensure proximity between159

both representations, thereby minimizing perfor-160

mance drops in situations where augmentation is161

not feasible.162

We invite the reader to refer to the original paper163

(Wang et al., 2021) or a more detailed description.164

3 Framework165

The CL-KL approach employs a search engine, via166

API, combined with a reranker as the Augmentor167

module. As discussed in Section 2, this imposes168

limitations in terms of privacy, flexibility, and cost.169

To address these issues, we suggest using an LLM170

as the Augmentor to generate contexts. This offers171

the advantages of offline augmentation, constrain-172

ing the data to the model in a self-contained man-173

ner, and providing opportunities for output control174

through prompting. The latter point is crucial for175

optimal performance. Prompt engineering, as de-176

scribed in (Liu et al., 2023), is the process of design-177

ing prompts to achieve specific results with LLM178

and produce more relevant, accurate, and imagina-179

tive texts. While there are no universal methods,180

relying on tried-and-tested templates (White et al.,181

2023) is essential.182

We defined the prompt as a composition of a183

Task and Variations. The Task is an essential com-184

ponent of a prompt, as it defines the objective or185

purpose of the prompt. The Variation is optional,186

as it modifies or enhances the prompt’s functional-187

ity. To illustrate how we constructed our prompts188

with each Task and Variation, we created a pattern,189

which is illustrated in Figure 2.190

To achieve a good prompt creation, we structure191

it through two questions: 1. What are we asking?192

Prompting might be interpreted as asking a Task193

out of a LLM. Such task might take many forms194

and formulations, in this work we tried three ap-195

proaches explained in Section 3.1. 2. How does an196

LLM react to different formulations? Prompts fa-197

cilitate the provision of supplementary information198

that goes beyond the specific task itself, focusing199

instead on the desired format of the output. These 200

Variations exert a considerable impact on the qual- 201

ity of the produced output and are introduced in 202

Section 3.2. 203

Prompts with Task and variation illustrations are 204

presented in Appendix A. 205

3.1 What are we asking ? 206

The task defines the processing required to be done 207

on the input data by the LLM. In this work the 208

target downstream task is to perform NE extraction, 209

requiring to design prompts able to address the 210

associated challenges, such as providing additional 211

context information or input disambiguation. To 212

achieve this we choose three axes: 213

• Entities contextualisation prompt. The NER 214

task specifically targets entities present in the input. 215

This involves requesting extra information about 216

entities identified by the LLM in the input, delving 217

into their meanings and related facts. 218

→ Could you provide more information about the 219

entities in the provided text. 220

• Reformulation prompt. This prompt seeks to 221

change the words surrounding entities, effectively 222

rephrasing the sentence while maintaining its origi- 223

nal meaning. It generally aims to give information 224

in a clearer, more concise, or more accessible way. 225

With the expectation that it would provide extra 226

information about the input data. 227

→ Could you provide reformulations of the pro- 228

vided input text while keeping the same entities, 229

you can provide extra information. 230

• Contextual variability. The goal is to gener- 231

ate diverse contexts in which entities can appear. 232

Embracing contextual variability enables a more 233

precise and nuanced understanding of language. 234

Disambiguation of words with multiple meanings 235

is efficiently achieved by analyzing their contex- 236

tual usage. We anticipate that LLMs will identify 237

and utilize named entities for context generation to 238

minimize their ambiguity and enhance the token 239

representation within the transformer. 240

→ Could you please present diverse situations in 241

which the mentioned entities are encountered in the 242

provided text. 243

3.2 How does a LLM react to different 244

formulations? 245

The previous section defines the general instruction 246

provided to an LLM but it might be not sufficient 247
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Prompt Task Answer FormatReflexion pattern

Persona You act as <role> (e.g., linguist) 

Reflection pattern i.e., Moreover, please address any potential ambiguities or limitations in your answer in
order to provide a more complete and accurate response

Answer format You should <format> (e.g., enumerate your answers as a list of propositions prefixed by a number)

orPersona

    Provide outputs that <role> would createTask

Task <task> (e.g., Could you provide more information about the entities in the provided text)
 

Figure 2: Pattern of prompt creation. The green rectangle represents the Task and the other colors represent the
Variations. Variations are optional.

as side information can be submitted as well for248

generation conditioning. They can inform about249

how the message should be generated in itself by250

specifying the output writing style, a potential tem-251

plate, or even a position to be adopted by the LLM.252

To do this we employed five distinct prompt gen-253

eration techniques, each categorized by its unique254

creation approach:255

• Classic: This is the baseline variation informing256

only about the task.257

• Persona: It introduces a role into the prompt.258

This might influence the LLM to focus on a spe-259

cific part of the input related to its associated role260

(linguist, physician, etc) and/or to condition the261

vocabulary used for the output generation process.262

• Reflection pattern: This method emphasizes ex-263

plicitly to an LLM to leverage ambiguity and to264

provide a clear answer.265

• Answer format: This method provides informa-266

tion about the output format that an LLM should267

adopt.268

• All: Combination of all the previous variations.269

4 Protocol270

Our evaluation lies in two objectives: 1) evaluating271

our model on the final task, namely the NER one,272

using standard datasets, and 2) analyzing the qual-273

ity of the augmented contexts. With this in mind,274

we describe the evaluation protocol.275

4.1 Datasets276

We evaluate our model on three NER datasets fo-277

cusing on three domains: social media, biomedical,278

and news. Dataset statistics are depicted in Table 1.279

• WNUT17 (Derczynski et al., 2017) which is cen-280

tered on the detection of uncommon entities that281

have not been encountered before, within the con-282

text of emerging discussions.283

• BC5CDR (Li et al., 2016) which comprises284

PubMed articles annotated with information on285

chemicals, diseases, and interactions between286

Dataset # label Train Dev Test
WNUT17 6 3394 1009 1287
BC5CDR 2 4560 4581 4797

CoNLL ++ 4 14987 3466 3466

Table 1: Statistics of each used dataset.

chemicals and diseases. 287

• A revised edition of the CoNLL03 (Sang and 288

De Meulder, 2003) dataset, CoNLL++ (Wang et al., 289

2019), composed of articles extracted from the 290

Reuters Corpus, encompassing news articles. 291

4.2 Baselines and effectiveness metrics 292

For a fair comparison, we evaluate our results 293

against the original model CL-KL leveraging 294

Google Search API introduced by (Wang et al., 295

2021). We have re-implemented their model and 296

tested it on the aforementioned datasets. 297

We also consider state-of-the-art approaches 298

listed in Table 4 in which we report the results. 299

Those models are based on contextual embeddings 300

(Ushio and Camacho-Collados, 2021; Hu et al., 301

2022; Zhang et al., 2023; Jeong and Kang, 2022, 302

2021), on BiLSTM or CNN architecture (Kocaman 303

and Talby, 2020; Peters et al., 2018), ensemble 304

training (Wang et al., 2019), or on co-regularization 305

(Zhou and Chen, 2021). 306

We compare the different variants of our model 307

with these baselines, based on the different prompts 308

presented in Section 3.1. We measure a quantitative 309

performance via entity extraction from the tagging 310

scheme and processing of the micro F1 score com- 311

monly used in reference works (Derczynski et al., 312

2017; Wang et al., 2023). All results are averaged 313

over three runs and we also report the standard 314

deviation. 315

4.3 Qualitative metrics 316

To evaluate the quality of generated contexts we 317

conduct a two-part analysis. The first one adopts 318

a context practicality point of view as we empiri- 319
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cally observed that LLMs can produce non-sense320

outputs or even do not produce anything at all (Sec-321

tion 4.3.1). The second part aims to measure the322

semantic relevance of generated contexts (Section323

4.3.2).324

4.3.1 Context practicality325

Our investigation into the context generation pro-326

cess using LLMs revealed a range of imperfections,327

including nonsensical outputs and a complete lack328

of generation. To understand the magnitude of329

these problems, we define a set of categories de-330

scribing the following patterns:331

1. Empty: The generation process produces only332

the end-of-sequence token, resulting in an empty333

output sequence.334

2. Denied: While LLMs have demonstrated re-335

markable capabilities in language generation, they336

remain largely uncontrolled, raising concerns about337

the potential creation of harmful content, such as338

hate speech. To address this issue, LLMs are com-339

monly trained to refuse to cooperate when pre-340

sented with prompts that could elicit harmful or341

unethical responses. A common example of such a342

response is: "I apologize, but I’m a large language343

model AI and I cannot provide you with a response344

[...].". Although these responses are technically345

valid, they fail to provide any meaningful or rel-346

evant information. To detect these situations, we347

identify the pattern "I apologize" commonly found348

in this scenario.349

3. Fail: Due to its stochastic nature, the context350

generation process can sometimes yield nonsensi-351

cal outputs characterized by repeated words and a352

limited vocabulary. To identify these failed gener-353

ations, we count the number of unique words in354

the generated context. If the count falls below a355

threshold of 15, we flag the generation as invalid.356

4. Correct: We consider the other cases in this class,357

meaning that the generation is well formatted and358

comprehensible.359

4.3.2 Context relevance360

To measure whether the generated output accu-361

rately aligns with the provided input or veers to-362

wards unrelated topics, we follow authors of CL-363

KL that use the BERTScore (Zhang et al., 2019a)364

to select the most relevant context from Google365

Search API results and employ the same metric366

to estimate the quality of contexts. To do this, for367

each model, we process the average BERTScore be-368

tween the different pairs of input/context. Note that369

Empty contexts are treated as a 0 BERTScore, while 370

the Denied and Fail categories would produce low 371

BERTScore scores as they are not relevant to the 372

input. 373

As semantic similarity does not imply relevance, 374

especially in the degenerate case where the LLM 375

would produce an output identical to the input, we 376

checked that the contexts were indeed different, 377

especially in terms of length1. 378

4.4 Training details 379

We use the same settings as CL-KL. Specifically, 380

we fine-tune the pre-trained contextual embeddings 381

using the AdamW optimizer (Loshchilov and Hut- 382

ter, 2018) with a batch size of 4. To update the 383

parameters in the pre-trained contextual embed- 384

dings, we employ a learning rate of 5 · 10−6. For 385

the CRF layer parameters, we use a learning rate of 386

0.05. The NER models are trained for 10 epochs 387

for each dataset. We use XML-RoBERTa-Large 388

as token contextualization for WNUT17/CoNLL++ 389

and biobert-large-cased for specialized datasets like 390

BC5CDR. As of context generation, LLama2-7B is 391

used with default parameters. Overall, the training 392

of the models was performed on NVidia v100/a100 393

GPUs and took around 9500 hours, including the 394

test and production phases. 395

5 Results 396

5.1 Analyzing the Generated Contexts 397

In this section, we investigate the quality of gen- 398

erated contexts regarding both the context prac- 399

ticality and the content. For the sake of sim- 400

plicity, we report results obtained on the hardest 401

dataset: WNUT17, in which our model is state- 402

of-the-art. However similar trends are noticed for 403

other datasets and are reported in Appendix B. 404

Analysis of generated contexts. Table 2 shows 405

the distribution of contexts generated in the 406

WNUT17 training set for each practical category. 407

Our analysis of LLM-generated contexts indicates 408

that it can generate a relatively high proportion 409

of correct contexts (between 69.68% and 85.24%). 410

The distribution between the rest of the classes 411

(Empty, Denied, Fail) depends on the model vari- 412

ants. 413

Specifically, the context variation task without 414

variations exhibits the highest Empty response rate 415

1These sanity check experiments are detailed in Ap-
pendix B.
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O-CALM-Variation Empty Denied Fail Correct
CL-KL - 202 (5.95%) 0 (0.00%) 0 (0.00%) 3192 (94.05%)

O
-C

A
L

M
-T

as
k

Reformulation

Classic 214 (6.31%) 374 (11.02%) 441 (12.99%) 2365 (69.68%)
Persona 215 (6.33%) 257 (7.57%) 262 (7.72%) 2660 (78.37%)

Reflection pattern 209 (6.16%) 433 (12.76%) 216 (6.36%) 2536 (74.72%)
Answer format 222 (6.54%) 350 (10.31%) 281 (8.28%) 2541 (74.87%)

All 118 (3.48%) 310 (9.13%) 103 (3.03%) 2863 (84.35%)

Entities contextualisation

Classic 214 (6.31%) 313 (9.22%) 484 (14.26%) 2383 (70.21%)
Persona 225 (6.63%) 222 (6.54%) 320 (9.43%) 2627 (77.40%)

Reflection pattern 221 (6.51%) 328 (9.66%) 273 (8.04%) 2572 (75.78%)
Answer format 239 (7.04% 282 (8.31%) 406 (11.96%) 2467 (72.69%)

All 134 (3.95% 258 (7.60%) 109 (3.21%) 2893 (85.24%)

Context variation

Classic 237 (6.98%) 347 (10.22%) 415 (12.23%) 2395 (70.57%)
Persona 221 (6.51%) 285 (8.40%) 256 (7.54%) 2632 (77.55%)

Reflection pattern 209 (6.16%) 338 (9.96%) 215 (6.33%) 2632 (77.55%)
Answer format 212 (6.25%) 372 (10.96%) 289 (8.52%) 2521 (74.28%)

All 136 (4.01%) 292 (8.60%) 91 (2.68%) 2875 (84.71%)

Table 2: Analysis of generated prompts with Llama2-7B (Touvron et al., 2023) based on the train set of WNUT17
(Derczynski et al., 2017). The task column represents the general command provided to the language model. The
variation column represents the used variants for output format conditioning. The context is then categorized into
Empty (no generation), Denied (No generation provided due to ethical reasons), Fail (generation does not make
sense), and Correct (generation is exploitable).

O-CALM-Variation
WNUT17 BC5CDR CoNLL++

F1 BERTScore F1 BERTScore F1 BERTScore

CL-KL
From paper 0.604 - 0.9099 - 0.9481 -

Our implementation 0.591 ± 0.027 0.7445 0.9041±0.002 0.7934 0.9495±0.0004 0.7312

O
-C

A
L

M
-T

as
k

Reformulation

Classic 0.577 ± 0.017 0.8029 0.893 ± 0.002 0.8396 0.957 ± 0.002 0.7643
Persona 0.604 ± 0.007 0.8092 0.890 ± 0.004 0.8374 0.956 ± 0.002 0.7677

Reflection Pattern 0.594 ± 0.006 0.8007 0.889 ± 0.002 0.8399 0.954 ± 0.002 0.7690
Answer Format 0.593 ± 0.008 0.8036 0.893 ± 0.001 0.8422 0.956 ± 0.004 0.7664

All 0.590 ± 0.002 0.8074 0.888 ± 0.004 0.8430 0.956 ± 0.001 0.7786

Entities contextualisation

Classic 0.601 ± 0.008 0.7942 0.893 ± 0.001 0.8143 0.956 ± 0.001 0.7605
Persona 0.600 ± 0.005 0.7856 0.891 ± 0.001 0.8075 0.955 ± 0.002 0.7606

Reflection Pattern 0.601 ± 0.002 0.7926 0.895 ± 0.003 0.8176 0.957 ± 0.001 0.7647
Answer Format 0.602 ± 0.006 0.7961 0.893 ± 0.001 0.8258 0.955 ± 0.002 0.7640

All 0.615 ± 0.003 0.7905 0.890 ± 0.000 0.8174 0.960 ± 0.002 0.7724

Context variation

Classic 0.596 ± 0.002 0.7912 0.895 ± 0.001 0.8202 0.955 ± 0.002 0.7636
Persona 0.593 ± 0.008 0.7899 0.892 ± 0.002 0.8203 0.955 ± 0.001 0.7638

Reflection Pattern 0.598 ± 0.011 0.7914 0.892 ± 0.000 0.8197 0.956 ± 0.001 0.7666
Answer Format 0.596 ± 0.005 0.7926 0.892 ± 0.002 0.8277 0.955 ± 0.002 0.7636

All 0.604 ± 0.002 0.7927 0.890 ± 0.000 0.8257 0.957 ± 0.003 0.7741

Table 3: Experiment results conducted on WNUT17, BC5CDR and CoNLL++, using Llama2-7B. For each task,
every variation is tested with the F1 score. We add the mean BERTScore between context and input. The scores in
bold are our best results and underline ones the best overall.

of 6.98%, potentially due to unclear instructions416

and task difficulty. Persona variation reduces the417

Denied generation rate by 0.2 to 1.57 points in com-418

parison with the second lowest rate, as role assign-419

ment constrains vocabulary and encourages ethi-420

cal message generation. Reflection pattern signifi-421

cantly decreases the Fail generation rate, dropping422

as low as 6.33% in the case of Context variation,423

aiding the language model in avoiding nonsensical424

outputs. Finally, employing a combination of all425

variation prompts (All) enhances outcomes by mit-426

igating problematic cases such as Empty, Failed,427

and denied generations. This effect is particularly428

significant for Empty or Failed generations, with429

performance doubling or more.430

Concerning the CL-KL baseline, a substantial431

proportion of correct answers (94.05%) is observed. 432

While this approach does not generate denied out- 433

puts and no fails (this latter category might be 434

found in other datasets), empty cases can still oc- 435

cur, albeit with a lower proportion compared to the 436

average for all LLM generation processes. This oc- 437

currence can be attributed to the nature of contexts 438

provided by the CL-KL model, which relies on ex- 439

isting web pages, thereby avoiding falling into the 440

Denied and Fail classes. The Empty class manifests 441

only when the input text deviates significantly from 442

the document distribution. 443

In the end, combining all prompts yields the best 444

overall performance, underscoring the critical role 445

of prompt richness in the LLM generation process 446

for augmentation quality. No single variant outper- 447
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forms the others, aligning with prior observations,448

as individual variants lack sufficient context for449

robust generation.450

Context Relevance. Following the original arti-451

cle CL-KL and the protocol described in Sec. 4.3.2,452

we use BERTScore as metrics for context relevance.453

The results are provided in Table 3 on the right454

part of each dataset column. For all datasets, we455

highlight that our model provides more similar aug-456

mented contexts regarding the input text than the457

CL-KL model. For instance, for the WNUT17458

dataset, our model can reach a BERTScore up to459

0.8092 vs. 0.7445 for the CL-KL model. In gen-460

eral, BERTScore Reformulation consistently out-461

performs Contextual variation and Entities contex-462

tualization. This suggests that the reformulation463

chooses words semantically closer to the input to464

form the context. Notably, on the BC5CDR dataset,465

the variations between the task prompts are more466

pronounced, which can be attributed to the special-467

ized domain of the dataset.468

This higher score on the BERTScore metric does469

not imply that the context is a copy of the input.470

Indeed, Google Search API generated 119 words,471

whereas Llama2 generated around 195 words. For472

the exact distribution, refer to Figure 5 in Appendix473

B. In addition, 60% of the entities present in the474

inputs are found in the contexts generated by the475

generative model in comparison to Google API476

where 44% of the entities in the inputs are found.477

This indicates that our model generates more orig-478

inal and informative contexts, rather than simply479

copying the input text.480

5.2 Benchmark Results481

Model WNUT17 BC5CDR CONLL++
(Jeong and Kang, 2021) 58.9 - -
(Ushio and Camacho-Collados, 2021) 58.5 - -
(Hu et al., 2022) 57.41 - -
(Zhang et al., 2023) - 91.9 -
(Jeong and Kang, 2022) - 91.3 -
(Kocaman and Talby, 2020) - 90.89 -
(Zhou and Chen, 2021) - - 95.088
(Wang et al., 2019) - - 94.28
(Peters et al., 2018) - - 94.04
CL-KL (Wang et al., 2021) 60.45 90.99 94.81
O-CALM (ours) 61.54 89.5 96.00

Table 4: Comparison of the best performances of
our model against various baselines. Except for the
BC5CDR dataset our approach outperforms previous
designs.

We present here the effectiveness of our model482

variants (Tables 3 & 5) and the different baselines483

(Table 4) on the different NER datasets. A more 484

in-depth analysis is provided in the Appendix A. 485

Upon examining our model variants (Table 3 - 486

F1 column for each dataset), it becomes evident 487

that no individual variation offers a distinct ad- 488

vantage in terms of F1 score, except for the All 489

variant. This suggests that significant performance 490

improvement is achieved through the combination 491

of all variants. Upon closer examination of the 492

differences between prompt tasks, a decrease in 493

performance is observed for the Reformulation task 494

om WNUT17, with an average F1 score of 0.5916 495

across all variants compared to 0.6038 for Entities 496

contextualization and 0.5974 for Context variation. 497

This could indicate that paraphrasing alone is insuf- 498

ficient, and the provision of additional information 499

is crucial for effective NER augmentation. Further- 500

more, the effectiveness appears to increase when 501

the extra information is closely related to the task 502

at hand. 503

By comparing our best model variant with base- 504

lines (Table 4), we observe the following trends. 505

First, our model demonstrates its effectiveness by 506

obtaining the best metric values over all previ- 507

ous baselines on the WNUT17 and the CoNLL++ 508

datasets. This corroborates previous statements 509

highlighted by (Wang et al., 2021) that context 510

augmentation is a relevant technique to improve 511

NER models. We note, however, lower scores 512

for the BC5CDR dataset. One hypothesis is that 513

this highly specific dataset may not be well-suited 514

for the general prompts we used; a more tailored 515

formulation dedicated to diseases/chemical com- 516

pounds could potentially yield better results by in- 517

fluencing the LLM to provide context more suited 518

for this type of data. Examples of such prompts 519

and associated generation contexts are provided in 520

Appendix A. 521

Second, it is worth noting that there is no cor- 522

relation between the F1 score and the BERTScore 523

with a Pearson being nonsignificant in the case of 524

WNUT17. A hypothesis explaining these observa- 525

tions is that NER augmentation does not require 526

paraphrasing but rather additional information to be 527

effective. BERTScore measures semantic closeness 528

but not complementarity, and thus, the lack of a 529

strong correlation with F1 scores may be attributed 530

to the nature of the NER task, which benefits more 531

from additional context rather than semantic simi- 532

larity. 533

Third, our approach demonstrates a significant 534

improvement compared to the CL-KL with an F1 535
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Model Empty Denied Fail Correct
CL-KL 0.6086 0.5656 0.5891 0.6188
O-CALM 0.4571 0.5600 0.5891 0.6262

Table 5: F1 score measured on the test set of WNUT17
according to each subcategory defined in section 4.3.1.
The best prompt found (Entities contextualization - All)
for the task is used for O-CALM model.

score upgrade of 1.09 points on WNUT17 and 1.19536

points on CoNLL++ as presented in Table 4. This537

reinforces our intuition that it is possible and effec-538

tive to build relevant contexts in an offline manner.539

On top of that, introducing degrees of freedom at540

the prompt level increases the level of cooperation541

between Augmentor and Tagger.542

Having in mind that 70% of cases work with543

our contextualization approach (Table 2), we de-544

pict in Table 5 an analysis aiming at distinguish545

performance when the system is in Correct mode546

from that obtained in Denied, Fail or Empty mode.547

Even if O-CALM seems to adapt well to Denied548

& Fail contexts (which correspond anyway to hard549

examples), its performance is impacted by empty550

contexts. On the contrary, we note that its perfor-551

mance is impressive in nominal operating mode.552

6 Related Work553

Named Entity Recognition. Historically, ref-554

erence models in NER have been based on555

rules (Huffman, 1995), Hidden Markov Models556

(HMMs), or Support Vector Machines (SVMs)557

(Singh et al., 2009). However, a turning point558

occurred with the widespread adoption of deep559

learning. Neural networks have made significant560

progress in language representation, ranging from561

static word embeddings (Mikolov et al., 2013) to562

modern contextualized word embeddings (Peters563

et al., 2018; Devlin et al., 2018; Liu et al., 2019).564

These advancements paved the way for effective565

designs in the NER community, starting with (Chiu566

and Nichols, 2016; Lample et al., 2016; Rei, 2017),567

mainly rooted in the popular architecture intro-568

duced by (Huang et al., 2015), consisting of a bi-569

LSTM with a CRF layer on top leveraging deep570

contextualization as well as label transition prior571

knowledge. The introduction of transformer-based572

taggers (Vaswani et al., 2017) (Wang et al., 2020;573

Li et al., 2019; Zhang et al., 2023) significantly574

improved performances. However, it also revealed575

design flaws in NER datasets, particularly the expo-576

sure of entities in training and testing subsets (Taillé577

et al., 2020). This, along with data scarcity, led to 578

overfitting risks and thus the creation of datasets 579

like WNUT17 (Derczynski et al., 2017). To address 580

these issues, researchers integrated external infor- 581

mation sources for improved contextualization and 582

leveraging ambiguity (Devlin et al., 2018; Yamada 583

et al., 2020; Seyler et al., 2018), primarily through 584

online querying of search engines. With the re- 585

cent development of large language models such as 586

Llama2 (Touvron et al., 2023), current approaches 587

focus on using these systems and their knowledge 588

to extract entities via zero-shot generation (Wang 589

et al., 2023). 590

Data Augmentation. Data augmentation in- 591

volves methods designed to increase available data 592

without collecting new samples. In natural lan- 593

guage processing, two main categories are rule- 594

based and model-based approaches (Feng et al., 595

2021). These methods address various goals, from 596

fixing class imbalance (Chawla et al., 2002; Fer- 597

nández et al., 2018; Charte et al., 2015; Wei and 598

Zou, 2019) to handling adversarial examples (Jia 599

et al., 2019; Zhang et al., 2019b; Kang et al., 2018; 600

Glockner et al., 2018). Data augmentation for nat- 601

ural language remains challenging due to its dis- 602

crete nature, but recent advancements in language 603

models (LLMs) have opened new opportunities 604

for augmentation (Belinkov and Bisk, 2017; Feng 605

et al., 2021; Yoo et al., 2021; Dai et al., 2023) via 606

language generation. 607

7 Conclusion 608

In this paper, we improve NER performance by 609

introducing a sample augmentation technique us- 610

ing context generated offline by an LLM called 611

O-CALM. Leveraging the generation power of 612

LLama-7B, we demonstrate the effectiveness of 613

our approach by obtaining sota performance on 614

two datasets. Moreover, a detailed study on prompt 615

engineering is provided highlighting the flexibility 616

of our solution to adapt to a multitude of scenarios 617

while benefiting from offline capabilities and self- 618

contained processing. Our code will be available, 619

upon acceptance, on github. We are convinced that 620

this work can be effectively exploited in various 621

application domains: performance improvement in 622

targeted technical domains is the main perspective 623

associated with this work. 624
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8 Ethical Considerations625

This research exploits the capabilities of LLMs626

while recognizing their inherent limitations. We627

are aware of their potential to generate irrelevant628

or biased contexts, but we are also driven to push629

the open-source mode of LLM use. To note that630

Llama2 model and weights are licensed for both631

researchers and commercial entities, upholding the632

principles of openness. We are fully aware of the bi-633

ases built into the data used for training (see the sec-634

tion 9 on data contamination for more details). We635

are committed to the transparency of our method-636

ologies and algorithms. By openly sharing our637

results and approaches, we welcome constructive638

criticism that enables us to refine our work and we639

hope other researchers will use it.640

9 Limitations641

One of the main limitations of using LLMs is find-642

ing the best prompt to strike the right balance be-643

tween unresponsive moments and hallucinations.644

Ethical considerations often arise when the LLM645

fails to respond, while performance improvement646

is hindered by this issue. Additionally, hallucina-647

tions can be harder to identify and may lead to648

inaccurate results in the NER model. Another is-649

sue is data specialization. LLMs are trained on a650

broad domain, and fine-tuning could improve re-651

sults in a sub-domain, but it would come at a high652

training cost. Additionally, the cost of inference653

is also a limiting factor. We chose a smaller LLM654

to run more efficiently on our GPUs. Finally, data655

contamination in LLM refers to the inclusion of656

unintended data in the training set, which can affect657

the model’s performance and output. It is worth658

noting that Llama2-7B does not share its training659

dataset. The LLM model is not specifically trained660

for the NER task. However, if the training dataset661

overlaps with the dataset used, there is a risk that662

the model may already know the answers.663

References664

Yonatan Belinkov and Yonatan Bisk. 2017. Synthetic665
and natural noise both break neural machine transla-666
tion. arXiv preprint arXiv:1711.02173.667

Francisco Charte, Antonio J. Rivera, María J. del Je-668
sus, and Francisco Herrera. 2015. Mlsmote: Ap-669
proaching imbalanced multilabel learning through670
synthetic instance generation. Knowledge-Based Sys-671
tems, 89:385–397.672

Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, 673
and W Philip Kegelmeyer. 2002. Smote: synthetic 674
minority over-sampling technique. Journal of artifi- 675
cial intelligence research, 16:321–357. 676

Jason PC Chiu and Eric Nichols. 2016. Named entity 677
recognition with bidirectional lstm-cnns. Transac- 678
tions of the association for computational linguistics, 679
4:357–370. 680

Haixing Dai, Zhengliang Liu, Wenxiong Liao, Xiaoke 681
Huang, Yihan Cao, Zihao Wu, Lin Zhao, Shaochen 682
Xu, Wei Liu, Ninghao Liu, Sheng Li, Dajiang Zhu, 683
Hongmin Cai, Lichao Sun, Quanzheng Li, Dinggang 684
Shen, Tianming Liu, and Xiang Li. 2023. Auggpt: 685
Leveraging chatgpt for text data augmentation. 686

Leon Derczynski, Eric Nichols, Marieke Van Erp, and 687
Nut Limsopatham. 2017. Results of the wnut2017 688
shared task on novel and emerging entity recognition. 689
In Proceedings of the 3rd Workshop on Noisy User- 690
generated Text, pages 140–147. 691

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 692
Kristina Toutanova. 2018. Bert: Pre-training of deep 693
bidirectional transformers for language understand- 694
ing. arXiv preprint arXiv:1810.04805. 695

Steven Y Feng, Varun Gangal, Jason Wei, Sarath Chan- 696
dar, Soroush Vosoughi, Teruko Mitamura, and Ed- 697
uard Hovy. 2021. A survey of data augmentation ap- 698
proaches for nlp. arXiv preprint arXiv:2105.03075. 699

Alberto Fernández, Salvador García, Francisco Herrera, 700
and N. Chawla. 2018. Smote for learning from im- 701
balanced data: Progress and challenges, marking the 702
15-year anniversary. J. Artif. Intell. Res., 61:863– 703
905. 704

Max Glockner, Vered Shwartz, and Yoav Goldberg. 705
2018. Breaking NLI systems with sentences that 706
require simple lexical inferences. In Proceedings 707
of the 56th Annual Meeting of the Association for 708
Computational Linguistics (Volume 2: Short Papers), 709
pages 650–655, Melbourne, Australia. Association 710
for Computational Linguistics. 711

Jinpeng Hu, Yaling Shen, Yang Liu, Xiang Wan, and 712
Tsung-Hui Chang. 2022. Hero-gang neural model 713
for named entity recognition. 714

Zhiheng Huang, Wei Xu, and Kai Yu. 2015. Bidi- 715
rectional LSTM-CRF models for sequence tagging. 716
CoRR, abs/1508.01991. 717

Scott B Huffman. 1995. Learning information extrac- 718
tion patterns from examples. In International Joint 719
Conference on Artificial Intelligence, pages 246–260. 720
Springer. 721

Minbyul Jeong and Jaewoo Kang. 2021. Regularizing 722
models via pointwise mutual information for named 723
entity recognition. CoRR, abs/2104.07249. 724

Minbyul Jeong and Jaewoo Kang. 2022. Enhancing 725
label consistency on document-level named entity 726
recognition. 727

9

https://doi.org/https://doi.org/10.1016/j.knosys.2015.07.019
https://doi.org/https://doi.org/10.1016/j.knosys.2015.07.019
https://doi.org/https://doi.org/10.1016/j.knosys.2015.07.019
https://doi.org/https://doi.org/10.1016/j.knosys.2015.07.019
https://doi.org/https://doi.org/10.1016/j.knosys.2015.07.019
http://arxiv.org/abs/2302.13007
http://arxiv.org/abs/2302.13007
http://arxiv.org/abs/2302.13007
https://api.semanticscholar.org/CorpusID:3373087
https://api.semanticscholar.org/CorpusID:3373087
https://api.semanticscholar.org/CorpusID:3373087
https://api.semanticscholar.org/CorpusID:3373087
https://api.semanticscholar.org/CorpusID:3373087
https://doi.org/10.18653/v1/P18-2103
https://doi.org/10.18653/v1/P18-2103
https://doi.org/10.18653/v1/P18-2103
http://arxiv.org/abs/2205.07177
http://arxiv.org/abs/2205.07177
http://arxiv.org/abs/2205.07177
http://arxiv.org/abs/1508.01991
http://arxiv.org/abs/1508.01991
http://arxiv.org/abs/1508.01991
http://arxiv.org/abs/2104.07249
http://arxiv.org/abs/2104.07249
http://arxiv.org/abs/2104.07249
http://arxiv.org/abs/2104.07249
http://arxiv.org/abs/2104.07249
http://arxiv.org/abs/2210.12949
http://arxiv.org/abs/2210.12949
http://arxiv.org/abs/2210.12949
http://arxiv.org/abs/2210.12949
http://arxiv.org/abs/2210.12949


Robin Jia, Aditi Raghunathan, Kerem Göksel, and Percy728
Liang. 2019. Certified robustness to adversarial word729
substitutions. In Proceedings of the 2019 Confer-730
ence on Empirical Methods in Natural Language Pro-731
cessing and the 9th International Joint Conference732
on Natural Language Processing (EMNLP-IJCNLP),733
pages 4129–4142, Hong Kong, China. Association734
for Computational Linguistics.735

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-736
sch, Chris Bamford, Devendra Singh Chaplot, Diego737
de las Casas, Florian Bressand, Gianna Lengyel, Guil-738
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,739
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,740
Thibaut Lavril, Thomas Wang, Timothée Lacroix,741
and William El Sayed. 2023. Mistral 7b.742

Dongyeop Kang, Tushar Khot, Ashish Sabharwal, and743
Eduard Hovy. 2018. AdvEntuRe: Adversarial train-744
ing for textual entailment with knowledge-guided ex-745
amples. In Proceedings of the 56th Annual Meeting746
of the Association for Computational Linguistics (Vol-747
ume 1: Long Papers), pages 2418–2428, Melbourne,748
Australia. Association for Computational Linguistics.749

Veysel Kocaman and David Talby. 2020. Biomedical750
named entity recognition at scale.751

Guillaume Lample, Miguel Ballesteros, Sandeep Sub-752
ramanian, Kazuya Kawakami, and Chris Dyer. 2016.753
Neural architectures for named entity recognition.754
arXiv preprint arXiv:1603.01360.755

Jiao Li, Yueping Sun, Robin J Johnson, Daniela Sci-756
aky, Chih-Hsuan Wei, Robert Leaman, Allan Peter757
Davis, Carolyn J Mattingly, Thomas C Wiegers, and758
Zhiyong Lu. 2016. Biocreative v cdr task corpus:759
a resource for chemical disease relation extraction.760
Database, 2016.761

Xiaoya Li, Xiaofei Sun, Yuxian Meng, Junjun Liang,762
Fei Wu, and Jiwei Li. 2019. Dice loss for data-763
imbalanced NLP tasks. CoRR, abs/1911.02855.764

Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang,765
Hiroaki Hayashi, and Graham Neubig. 2023. Pre-766
train, prompt, and predict: A systematic survey of767
prompting methods in natural language processing.768
ACM Computing Surveys, 55(9):1–35.769

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-770
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,771
Luke Zettlemoyer, and Veselin Stoyanov. 2019.772
Roberta: a robustly optimized bert pretraining ap-773
proach (2019). arXiv preprint arXiv:1907.11692,774
364.775

Ilya Loshchilov and Frank Hutter. 2018. Fixing weight776
decay regularization in adam.777

Tomás Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-778
rado, and Jeffrey Dean. 2013. Distributed representa-779
tions of words and phrases and their compositionality.780
CoRR, abs/1310.4546.781

OpenAI. 2023. Gpt-4 technical report.782

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt 783
Gardner, Christopher Clark, Kenton Lee, and Luke 784
Zettlemoyer. 2018. Deep contextualized word repre- 785
sentations. 786

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine 787
Lee, Sharan Narang, Michael Matena, Yanqi Zhou, 788
Wei Li, and Peter J. Liu. 2019. Exploring the limits 789
of transfer learning with a unified text-to-text trans- 790
former. CoRR, abs/1910.10683. 791

Lance A Ramshaw and Mitchell P Marcus. 1999. Text 792
chunking using transformation-based learning. In 793
Natural language processing using very large cor- 794
pora, pages 157–176. 795

Marek Rei. 2017. Semi-supervised multitask learning 796
for sequence labeling. CoRR, abs/1704.07156. 797

Erik F Sang and Fien De Meulder. 2003. Introduction 798
to the conll-2003 shared task: Language-independent 799
named entity recognition. arXiv preprint cs/0306050. 800

Dominic Seyler, Tatiana Dembelova, Luciano Del Corro, 801
Johannes Hoffart, and Gerhard Weikum. 2018. A 802
study of the importance of external knowledge in 803
the named entity recognition task. In Proceedings 804
of the 56th Annual Meeting of the Association for 805
Computational Linguistics (Volume 2: Short Papers), 806
pages 241–246, Melbourne, Australia. Association 807
for Computational Linguistics. 808

Thoudam Doren Singh, Kishorjit Nongmeikapam, Asif 809
Ekbal, and Sivaji Bandyopadhyay. 2009. Named en- 810
tity recognition for manipuri using support vector 811
machine. In Proceedings of the 23rd Pacific Asia 812
Conference on Language, Information and Computa- 813
tion, Volume 2, pages 811–818. 814

Charles Sutton and Andrew McCallum. 2010. An intro- 815
duction to conditional random fields. 816

Bruno Taillé, Vincent Guigue, and Patrick Gallinari. 817
2020. Contextualized embeddings in named-entity 818
recognition: An empirical study on generalization. 819
In Advances in Information Retrieval: 42nd Euro- 820
pean Conference on IR Research, ECIR 2020, Lisbon, 821
Portugal, April 14–17, 2020, Proceedings, Part II 42, 822
pages 383–391. Springer. 823

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al- 824
bert, Amjad Almahairi, Yasmine Babaei, Nikolay 825
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti 826
Bhosale, et al. 2023. Llama 2: Open founda- 827
tion and fine-tuned chat models. arXiv preprint 828
arXiv:2307.09288. 829

Asahi Ushio and Jose Camacho-Collados. 2021. T-ner: 830
An all-round python library for transformer-based 831
named entity recognition. In Proceedings of the 16th 832
Conference of the European Chapter of the Associa- 833
tion for Computational Linguistics: System Demon- 834
strations. Association for Computational Linguistics. 835

10

https://doi.org/10.18653/v1/D19-1423
https://doi.org/10.18653/v1/D19-1423
https://doi.org/10.18653/v1/D19-1423
http://arxiv.org/abs/2310.06825
https://doi.org/10.18653/v1/P18-1225
https://doi.org/10.18653/v1/P18-1225
https://doi.org/10.18653/v1/P18-1225
https://doi.org/10.18653/v1/P18-1225
https://doi.org/10.18653/v1/P18-1225
http://arxiv.org/abs/2011.06315
http://arxiv.org/abs/2011.06315
http://arxiv.org/abs/2011.06315
http://arxiv.org/abs/1911.02855
http://arxiv.org/abs/1911.02855
http://arxiv.org/abs/1911.02855
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/2303.08774
http://arxiv.org/abs/1802.05365
http://arxiv.org/abs/1802.05365
http://arxiv.org/abs/1802.05365
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1704.07156
http://arxiv.org/abs/1704.07156
http://arxiv.org/abs/1704.07156
https://doi.org/10.18653/v1/P18-2039
https://doi.org/10.18653/v1/P18-2039
https://doi.org/10.18653/v1/P18-2039
https://doi.org/10.18653/v1/P18-2039
https://doi.org/10.18653/v1/P18-2039
http://arxiv.org/abs/1011.4088
http://arxiv.org/abs/1011.4088
http://arxiv.org/abs/1011.4088
https://doi.org/10.18653/v1/2021.eacl-demos.7
https://doi.org/10.18653/v1/2021.eacl-demos.7
https://doi.org/10.18653/v1/2021.eacl-demos.7
https://doi.org/10.18653/v1/2021.eacl-demos.7
https://doi.org/10.18653/v1/2021.eacl-demos.7


Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob836
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz837
Kaiser, and Illia Polosukhin. 2017. Attention is all838
you need. Advances in neural information processing839
systems, 30.840

Shuhe Wang, Xiaofei Sun, Xiaoya Li, Rongbin Ouyang,841
Fei Wu, Tianwei Zhang, Jiwei Li, and Guoyin Wang.842
2023. Gpt-ner: Named entity recognition via large843
language models. arXiv preprint arXiv:2304.10428.844

Xinyu Wang, Yong Jiang, Nguyen Bach, Tao Wang,845
Zhongqiang Huang, Fei Huang, and Kewei Tu. 2020.846
Automated concatenation of embeddings for struc-847
tured prediction. CoRR, abs/2010.05006.848

Xinyu Wang, Yong Jiang, Nguyen Bach, Tao Wang,849
Zhongqiang Huang, Fei Huang, and Kewei Tu. 2021.850
Improving named entity recognition by external851
context retrieving and cooperative learning. arXiv852
preprint arXiv:2105.03654.853

Zihan Wang, Jingbo Shang, Liyuan Liu, Lihao Lu, Ji-854
acheng Liu, and Jiawei Han. 2019. Crossweigh:855
Training named entity tagger from imperfect annota-856
tions. CoRR, abs/1909.01441.857

Jason Wei and Kai Zou. 2019. EDA: Easy data augmen-858
tation techniques for boosting performance on text859
classification tasks. In Proceedings of the 2019 Con-860
ference on Empirical Methods in Natural Language861
Processing and the 9th International Joint Confer-862
ence on Natural Language Processing (EMNLP-863
IJCNLP), pages 6382–6388, Hong Kong, China. As-864
sociation for Computational Linguistics.865

Jules White, Quchen Fu, Sam Hays, Michael Sandborn,866
Carlos Olea, Henry Gilbert, Ashraf Elnashar, Jesse867
Spencer-Smith, and Douglas C Schmidt. 2023. A868
prompt pattern catalog to enhance prompt engineer-869
ing with chatgpt. arXiv preprint arXiv:2302.11382.870

Ikuya Yamada, Akari Asai, Hiroyuki Shindo, Hideaki871
Takeda, and Yuji Matsumoto. 2020. LUKE: Deep872
contextualized entity representations with entity-873
aware self-attention. In Proceedings of the 2020874
Conference on Empirical Methods in Natural Lan-875
guage Processing (EMNLP), pages 6442–6454, On-876
line. Association for Computational Linguistics.877

Kang Min Yoo, Dongju Park, Jaewook Kang, Sang-878
Woo Lee, and Woomyeong Park. 2021. Gpt3mix:879
Leveraging large-scale language models for text aug-880
mentation. arXiv preprint arXiv:2104.08826.881

Sheng Zhang, Hao Cheng, Jianfeng Gao, and Hoifung882
Poon. 2023. Optimizing bi-encoder for named entity883
recognition via contrastive learning.884

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q Wein-885
berger, and Yoav Artzi. 2019a. Bertscore: Eval-886
uating text generation with bert. arXiv preprint887
arXiv:1904.09675.888

Yuan Zhang, Jason Baldridge, and Luheng He. 2019b. 889
PAWS: Paraphrase adversaries from word scrambling. 890
In Proceedings of the 2019 Conference of the North 891
American Chapter of the Association for Computa- 892
tional Linguistics: Human Language Technologies, 893
Volume 1 (Long and Short Papers), pages 1298–1308, 894
Minneapolis, Minnesota. Association for Computa- 895
tional Linguistics. 896

Wenxuan Zhou and Muhao Chen. 2021. Learning from 897
noisy labels for entity-centric information extraction. 898
In Proceedings of the 2021 Conference on Empirical 899
Methods in Natural Language Processing. Associa- 900
tion for Computational Linguistics. 901

11

http://arxiv.org/abs/2010.05006
http://arxiv.org/abs/2010.05006
http://arxiv.org/abs/2010.05006
http://arxiv.org/abs/1909.01441
http://arxiv.org/abs/1909.01441
http://arxiv.org/abs/1909.01441
http://arxiv.org/abs/1909.01441
http://arxiv.org/abs/1909.01441
https://doi.org/10.18653/v1/D19-1670
https://doi.org/10.18653/v1/D19-1670
https://doi.org/10.18653/v1/D19-1670
https://doi.org/10.18653/v1/D19-1670
https://doi.org/10.18653/v1/D19-1670
https://doi.org/10.18653/v1/2020.emnlp-main.523
https://doi.org/10.18653/v1/2020.emnlp-main.523
https://doi.org/10.18653/v1/2020.emnlp-main.523
https://doi.org/10.18653/v1/2020.emnlp-main.523
https://doi.org/10.18653/v1/2020.emnlp-main.523
http://arxiv.org/abs/2208.14565
http://arxiv.org/abs/2208.14565
http://arxiv.org/abs/2208.14565
https://doi.org/10.18653/v1/N19-1131
https://doi.org/10.18653/v1/2021.emnlp-main.437
https://doi.org/10.18653/v1/2021.emnlp-main.437
https://doi.org/10.18653/v1/2021.emnlp-main.437


A Prompt Examples902

In Table 6, we can see 5 prompts examples.903

Also, as seen in section 5, the BC5CDR dataset904

show a decrease in F1 score across all variation.905

The hypothesis emitted is that the prompt used906

for context generation is too generic and not well907

suited for this kind of specific domain. To this end,908

we propose the following prompt by changing the909

persona variation to "doctor":910

"You act as a doctor, Could you provide more911

information about the chemical compound and912

diseases in the provided text. Provide outputs that a913

doctor would create. Moreover, please address any914

potential ambiguities or limitations in your answer915

in order to provide a more complete and accurate916

response."917

Table 7 provides examples of generations.918

12



Task / Variation Prompt
Entities contextualization / Classic Could you provide more information about the entities in the provided text.

Reformulation / Persona
You act as an expert linguist, could you provide reformulations of the provided
input text while keeping the same entities, you can provide extra information.
Provide outputs that an expert linguist would create.

Context variation / Answer format
Could you please present diverse situations in which the mentioned entities are
encountered in the provided text. You should enumerate your answers as a list
of propositions prefixed by a number.

Entities contextualisation / Reflection pattern
Could you provide more information about the entities in the provided text.
Moreover, please address any potential ambiguities or limitations in
your answer in order to provide a more complete and accurate response.

Entities contextualisation / All

You act as an expert linguist, could you provide more information about the
entities in the provided text. Provide outputs that an expert linguist would create.
Moreover, please address any potential ambiguities or limitations in your answer
in order to provide a more complete and accurate response.

Table 6: Example of prompt definition. A prompt is defined by a pair of Task and Variations. Task (green) can be:
Entities contextualisation, Reformulation and Context variation. Variations can be: Persona (orange), Reflection
pattern (red), Answer format (purple) and All.
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Table 7: Comparison of contexts generated from Google API and a specialized prompt.

Input Google API LLama2-7B
A high percentage of kanamycin
- colistin and povidone - iodine
irrigations were associated with
erosive cystitis and suggested a
possible complication with hu-
man usage .

Bladder irrigation with povidone-
iodine in the prevention of
urinary-tract infections after
single or intermittent urethral
catheterisation was investigated
in a controlled study . In the
control group ( 36 patients
Because aging is accompanied
by a steady decline in resistance
to infectious diseases , the
diagnosis and treatment of these
diseases in the elderly is not only
much more complex

As a doctor, I can provide more
information on the chemical com-
pounds mentioned in the text
and their potential associations
with diseases. However, I must
also acknowledge the limitations
of the information provided and
the need for further research in
some areas...Kanamycin and col-
istin are both antibiotics that are
commonly used to treat bacte-
rial infections. Kanamycin is a
aminoglycoside antibiotic that is
effective against a wide range
of bacteria, including Gram-
negative and Gram-positive bac-
teria. Colistin, on the other hand,
is a polymyxin antibiotic that
is effective against many types
of Gram-negative bacteria, in-
cluding some that are resistant
to other antibiotics...Povidone-
iodine is a topical antiseptic that
is commonly used to disinfect the
skin and mucous membranes. It
is effective against a wide range
of bacteria, viruses, and fungi,
and is often used to prevent infec-
tions in surgical wounds, burns,
and other skin injuries...The text
suggests that a high percentage
of kanam
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Table 7: Comparison of contexts generated from Google API and a specialized prompt.

Input Google API LLama2-7B
The possibilities that these car-
diovascular findings might be the
result of non - selective inhibition
of monoamine oxidase or of am-
phetamine and metamphetamine
are discussed .

Cardiovascular responses to com-
bined treatment with selective
monoamine oxidase type B in-
hibitors and L-DOPA in the
rat Cardiovascular activity of
rasagiline , a selective and po-
tent inhibitor of mitochondrial
monoamine oxidase B : compari-
son with selegiline Amphetamine
and its derivatives exhibit a wide
range of pharmacological activ-
ities , including psychostimu-
lant , hallucinogenic , entac-
togenic , anorectic or antide-
pressant effects . The mecha-
nisms of action underlying these
Monoamine oxidase : isoforms
and inhibitors in Parkinson ’s
disease and depressive illness
Selegiline is a specific MAO-
B inhibitor . As MAO-B has
been shown to be significantly
involved in the metabolism of
dopamine in certain regions of
the primate brain , selegiline
Monoamine oxidase B ( MAO-
B ) inhibitors have an established
role in the treatment of Parkin-
sons disease as monotherapy or
adjuvant to levodopa . Two m In-
hibitors of MAO-A and MAO-B
in Psychiatry and Neurology

As a doctor, I can provide
you with more information
on the chemical compounds
and diseases mentioned in
the text...Monoamine oxidase
(MAO) is an enzyme that plays a
crucial role in the degradation of
certain neurotransmitters, includ-
ing serotonin, dopamine, and
norepinephrine. Non-selective
inhibition of MAO can lead to
an accumulation of these neuro-
transmitters in the brain, which
can result in various adverse
effects, including cardiovascular
problems...Amphetamine and
metamphetamine are both stim-
ulants that can non-selectively
inhibit MAO. Long-term use
of these drugs can lead to
increased levels of dopamine,
norepinephrine, and serotonin in
the brain, which can contribute to
cardiovascular problems, such as
hypertension, myocardial infarc-
tion, and arrhythmias...The text
suggests that the cardiovascular
findings in the patient might
be the result of non-selective
inhibition of MAO or of amphet
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Table 7: Comparison of contexts generated from Google API and a specialized prompt.

Input Google API LLama2-7B
The present study was under-
taken to investigate the effects of
TET and FAN on the experimen-
tal thrombosis induced by colla-
gen plus epinephrine ( EP ) in
mice , and platelet aggregation
and blood coagulation in vitro .

Regulation of platelet activation
and coagulation and its role
in vascular injury and arterial
thrombosis Action of Nanopar-
ticles on Platelet Activation and
Plasmatic Coagulation In Vitro
impairment of whole blood coag-
ulation and platelet function by
hypertonic saline hydroxyethyl
starch Mechanism Action of
Platelets and Crucial Blood Co-
agulation Pathways in Hemosta-
sis Request PDF | In Vitro and
Ex Vivo Tests of Coagulation and
Platelet Function | Thrombosis
could be disposed by either lo-
cal or global factors . Global fac-
tors are associated Whole-Blood
Platelet Aggregation Predicts In
Vitro and In Vivo Primary Hemo-
static Function in the Elderly
| Arteriosclerosis , Thrombosis
, and Vascular Biology Pen-
tamethylquercetin ( PMQ ) re-
duces thrombus formation by in-
hibiting platelet function

As a doctor, I can provide more
information on the chemical com-
pounds and diseases mentioned
in the text...TET and FAN are
likely to be chemical compounds
that have been synthesized for
the purpose of studying their
thrombolytic activity in vivo.
Thrombosis is the formation of
a blood clot within a blood ves-
sel, which can lead to serious
health problems such as heart at-
tack, stroke, and pulmonary em-
bolism. Inhibition of thrombo-
sis refers to the ability of a com-
pound to prevent or reduce the
formation of blood clots...The
text mentions that TET and FAN
showed inhibition of thrombosis
by 55% and 35%, respectively,
in mice. This suggests that these
compounds have a moderate to
strong ability to prevent blood
clots in mice. It is important to
note, however, that the results
of in vivo studies in mice may
not always translate to the same
effects in humans, and further
studies are needed to determine
the safety and efficacy of these
compounds in humans...The text
also mentions acetylsalicylic acid
(ASA) as a positive control. ASA
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Figure 3: False positive rate according to associated
BERTScore.

Figure 4: False negative rate according to associated
BERTScore.

B Results Analysis919

Entities extraction analysis920

In order to understand the role of the BERTScore921

in the extraction performances we conducted the922

study of the test set of WNUT17. We collected the923

related entities extraction, more specifically on the924

false positive and false negative. The number of925

such cases is then distributed into buckets accord-926

ing to the BERTScore of their associated samples.927

Figure 3 depicted the resulting distributions. We928

can observe a significant reduction of false pos-929

itive cases at equivalent BERTScore in the case930

of LLM generation in comparison to Google API.931

This could be an indication of a better usefulness of932

the former in the context of NER extraction. More933

false negatives are observed on the lower end of934

the BERTScore buckets as depicted in Figure 4935

Length analysis936

The length of the generated context has been mea-937

sured and compared against the baseline context.938

Figure 5: Distribution of the number of words present
in the contexts of the test set in WNUT17. Input size
in green, Google Search API context size in blue, and
Llama2-7B context size in orange.

Model WNUT17 BC5CDR CONLL++
Baseline WITH CONTEXT (Wang et al., 2021) 60.45 90.99 94.81
Baseline WITHOUT CONTEXT (Wang et al., 2021) 59.33 89.24 94.55
O-CALM WITH CONTEXT 61.15 89.5 96.00
O-CALM WITHOUT CONTEXT 60.13 88.97 95.90

Table 8: Performance comparison with and without
context.

Figure 5 depicts both distributions. we can observe 939

a large variation of context length in a search engine 940

case which could limit the information available 941

for subsequent training. The LLM context genera- 942

tion does not suffer from this issue as the context 943

length can be influenced thus the narrow mod. Note 944

that controlling the context length may be useful to 945

meet the requirement of certain models and balance 946

the trade-off between generation length and hallu- 947

cination commonly found in generation models. 948

No context Analysis 949

The use of LLM is expensive in terms of hard- 950

ware rendering the solution not practicable in a 951

resource-limited environment, A solution proposed 952

for this issue is the use of cooperative learning, 953

constraining output decisions to be close to each 954

other in the case of additional context and original 955

input. Table 8 provides a comparison of perfor- 956

mance between our best model and the CL-KL 957

model. Globally we can observe an expected de- 958

crease in performance, however still on par with 959

previous state-of-the-art performance in the case 960

of WNUT17. Our approach without context still 961

outperforms the CL-KL model in every case except 962

for the BC5CDR datasets. 963
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Prompt Analysis on BC5CDR and CONLL++964

Table 9 and Table 10 show the results of the prompt965

analysis for CoNLL++ and BC5CDR datasets re-966

spectively.967

Example of generated prompts968
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Task Variation Empty Denied Fail Correct
CL-KL - 1263 (8.43%) 0 (0.00%) 1521 (10.15%) 12203 (81.42%)

Reformulation

Classic 396 (2.64%) 279 (1.86%) 4795 (31.99%) 9517 (63.50%)
Persona 439 (2.93%) 223 (1.49%) 4631 (30.90%) 9694 (64.68%)

Reflection pattern 544 (3.63%) 274 (1.83%) 4717 (31.47%) 9452 (63.07%)
Answer format 476 (3.18%) 212 (1.41%) 4852 (32.37%) 9447 (63.03%)

All 580 (3.87%) 387 (2.58%) 4450 (29.69%) 9570 (63.86%)

Entities contextualisation

Classic 351 (2.34%) 151 (1.01%) 5014 (33.46%) 9471 (63.19%)
Persona 435 (2.90%) 162 (1.08%) 4620 (30.83%) 9770 (65.19%)

Reflection pattern 490 (3.27%) 249 (1.66%) 4771 (31.83%) 9477 (63.23%)
Answer format 458 (3.06%) 178 (1.19%) 5275 (35.20%) 9076 (60.56%)

All 610 (4.07%) 270 (1.80%) 4460 (29.76%) 9647 (64.37%)

Context variation

Classic 332 (2.22%) 187 (1.25%) 4691 (31.30%) 9777 (65.24%)
Persona 486 (3.24%) 168 (1.12%) 4555 (30.39%) 9778 (65.24%)

Reflection pattern 494 (3.30%) 283 (1.89%) 4694 (31.32%) 9516 (63.50%)
Answer format 485 (3.24%) 238 (1.59%) 4970 (33.16%) 9294 (62.01%)

All 620 (4.14%) 428 (2.86%) 4398 (29.35%) 9541 (63.66%)

Table 9: Results of the prompts analysis conducted on CoNLL++

Task Variation Empty Denied Fail Correct
CL-KL - 153 (3.36%) 0 (0.00%) 93 (2.04%) 4314 (94.61%)

Reformulation

Classic 94 (2.06%) 33 (0.72%) 575 (12.61%) 3858 (84.61%
Persona 90 (1.97%) 20 (0.44%) 443 (9.71%) 4007 (87.87%)

Reflection pattern 86 (1.89%) 40 (0.88%) 397 (8.71%) 4037 (88.53%)
Answer format 85 (1.86%) 20 (0.44%) 447 (9.80%) 4008 (87.89%)

All 43 (0.94%) 31 (0.68%) 277 (6.07%) 4209 (92.30%)

Entities contextualisation

Classic 93 (2.04%) 27 (0.59%) 597 (13.09%) 3843 (84.28%)
Persona 99 (2.17%) 12 (0.26%) 471 (10.33%) 3978 (87.24%

Reflection pattern 99 (2.17%) 34 (0.75%) 461 (10.11%) 3966 (86.97%)
Answer format 100 (2.19%) 14 (0.31%) 626 (13.73%) 3820 (83.77%)

All 54 (1.18%) 19 (0.42%) 291 (6.38%) 4196 (92.02%)

Context variation

Classic 76 (1.67%) 21 (0.46%) 539 (11.82%) 3924 (86.05%)
Persona 84 (1.84%) 21 (0.46%) 408 (8.95%) 4047 (88.75%)

Reflection pattern 94 (2.06%) 47 (1.03%) 380 (8.33%) 4039 (88.57%)
Answer format 86 (1.89%) 23 (0.50%) 496 (10.88%) 3955 (86.73%)

All 42 (0.92%) 34 (0.75%) 247 (5.42%) 4237 (92.92%)

Table 10: Results of the prompts analysis conducted on BC5CDR

19



Table 11: Comparison of generated prompts for the WNUT17 test set.

Input Google API LLama2-7B
Replying to another question ,
Bhamre said the jawans deployed
at places such as Siachen Glacier
are provided with the best-quality
winter clothing.

New Delhi : The Army has pro-
vided latest Swiss winter gear
including trousers , jackets and
gloves to jawans deployed in
places such as Siachen Glacier
Comptroller and Auditor Gen-
eral said that there is a mas-
sive shortage and inadequate re-
serves of specialised winter cloth-
ing , snow goggles , multi-
purpose boots for Army troops
posted areas like “ Presently ,
the DRDO is working on four
projects to develop new technolo-
gies for more accurate prediction
of avalanches , ” he said in a writ-
ten response . Experts project
the high-altitude deployment to
adversely impact the physical
and psychological wellbeing of
the jawans , as well as their
weaponry . Subhash Bhamre told
the Lok Sabha that DRDO has 56
high altitude observatories , 55
weather automatic stations and
five avalanche mitigation centres
in HP , J & K and The Defence
Research Development Organisa-
tion ( DRDO ) is working on four
projects to develop new technolo-
gies for more accurate prediction
of avalanches , the gov The De-
fence Research Development Or-
ganisation ( DRDO ) is working
on four projects to develop new
technologies for more accurate
prediction of avalanches , the gov

As an expert linguist , I can pro-
vide more information about the
entities mentioned in the text .
Here are some possible outputs
that an expert linguist might cre-
ate : . 1 . Entities : . * "Jawans"-
This term refers to soldiers or
troopers in the Indian Army . It
is a Hindi word that is commonly
used in India . . * "Siachen
Glacier"- This is a geographical
location in the Himalayas , lo-
cated in the disputed Kashmir re-
gion . It is a glacier that is con-
sidered one of the highest battle-
fields in the world , with temper-
atures often dropping to - 60C
. . * "Winter clothing "- This
term refers to clothing designed
to keep people warm in cold
weather conditions . In the con-
text of the text , it is likely that
the best - quality winter clothing
is being provided to soldiers de-
ployed at Siachen Glacier to pro-
tect them from the extreme cold
. . 2 . Ambiguities or Limita-
tions : . * "Best - quality "- The
term "best - quality" is subjective
and can be interpreted in differ-
ent ways . It is possible that the
term is being used to imply that
the winter clothing provided to
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Table 11: Comparison of generated prompts for the WNUT17 test set.

Input Google API LLama2-7B
Amazon Echo / Dot on your net-
work

You can connect your Amazon
Echo to a Wi-Fi network in min-
utes using the Amazon Alexa app
on your phone or tablet . Ama-
zon.com Help : Set Up Your
Echo Dot Amazon.com Help :
Echo Dot Support Amazon.com
Help : Update the Wi-Fi Settings
for Your Echo Device Here are
simple instructions for reconnect-
ing your Amazon Echo , or con-
necting the smart speaker to a
new Wi-Fi network if you see the
light has turned orange , and The
Amazon Echo is the body and
Alexa is the brains , but you ’re
going to need to connect to a Wi-
Fi network in order to receive the
full Amazon.com Help : Echo
Device Is Having Wi-Fi Issues

As an expert linguist , I can pro-
vide you with information on
the entities mentioned in the pro-
vided text . Here are the entities
I identified : . 1 . Amazon Echo :
This is a smart speaker developed
by Amazon that can perform var-
ious tasks such as playing mu-
sic , setting alarms , and control-
ling smart home devices . . 2 .
Dot : This is a smaller version
of the Amazon Echo , a compact
smart speaker that can perform
similar tasks as the Echo but in
a more compact form factor . .
3 . Network : This refers to a
system of interconnected devices
that can communicate with each
other to share resources and ex-
change data . In the context of the
text , it is likely that the author is
referring to the internet or a lo-
cal network . . 4 . Smart home
devices : These are devices that
can be controlled using a smart
speaker like the Amazon Echo or
Dot , such as lights , thermostats
, and security cameras . . 5 .
Alarms : These are sounds or
alerts that can be set on a device
to notify the user of an event or
condition , such as a timer or a
security breach . . 6 . Music :
This refers to audio content that
can be played on a smart speaker
like the Amazon
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Table 11: Comparison of generated prompts for the WNUT17 test set.

Input Google API LLama2-7B
Retweeting for @ BadlandsNPS
. # ClimateChange is real ! #
TheResistance # DefyTrump #
TrumpLeaks # DworkinReport ...
https://t.co/1b7qIhtqwH

Days after a social media ban
on the National Park Service ,
one park began tweeting facts
about climate change Several
parks tweet messages highlight-
ing climate change fears or ap-
parently opposing immigration
plans . A US national park posts
a series of tweets about climate
change science that are later re-
moved . The national park of-
fers a few facts about our role in
driving climate change before the
posts are removed from Twitter .
A former employee was respon-
sible for the tweets In today ’ s
pass notes : the Twitter feed of
the South Dakota park defied the
Trump administration by posting
facts about global warming . Was
it an ex-employee Sometimes dis-
sent takes surprising forms . The
tweets — seen as a veiled shot
at Donald Trump — were soon
deleted .

As an expert linguist , I can
provide more information about
the entities mentioned in the pro-
vided text . Here are some po-
tential entities and their possible
meanings : . 1 . @ BadlandsNPS
: This entity is likely a Twitter
handle belonging to the Badlands
National Park in South Dakota ,
USA . The tweet is likely a mes-
sage from the park ’ s official ac-
count . . 2 . # ClimateChange
: This entity is a hashtag used to
categorize tweets related to cli-
mate change . It is a popular
hashtag used by individuals and
organizations to raise awareness
about the issue and to advocate
for action to address it . . 3 . #
TheResistance : This entity is a
hashtag used to categorize tweets
related to the political resistance
movement against the Trump ad-
ministration in the United States
. The movement emerged in re-
sponse to the election of Donald
Trump as President in 2016 and
has continued to grow and evolve
since then . . 4 . # DefyTrump
: This entity is a hashtag used
to categorize tweets that are criti-
cal of or opposed to the policies
and actions of Donald Trump ,
the 45th President of the United
States . . 5 . # TrumpLe
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